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Abstract. Research into the autonomy of small Unmanned Aerial Ve-
hicles (UAVs), and especially on Vertical Take Off and Landing (VTOL)
systems has intensified significantly in recent years. This paper devel-
ops a generic model of a VTOL UAV in symbolic form. The novelty
of this work stems from the designed Model Predictive Control (MPC)
algorithm based on this symbolic model. The MPC algorithm is com-
pared with a state-of-the-art Linear Quadratic Regulator algorithm in
attitude rate acquisition and its more accurate performance and robust-
ness to noise is demonstrated. Results for the controllers designed for
each of the aircraft’s angular rates are presented in response to input
disturbances.

1 Introduction

Vertical Take-off and Landing (VTOL) aircraft are unique in having a propul-
sion system that allows the generation of lift independently of the aircraft’s
velocity. This affords the vehicle to conduct controlled manoeuvres in scenarios
where other vehicles may be unable to operate. More recently, the growth of
micro-Unmanned Aerial Vehicle (UAV) technology has seen a rise in interest in
developing compact VTOL systems as a platform for a range of applications,
such as search and rescue, ordinance surveying and aerial cinematography [2].
The current applications of these systems are however, limited by the level of
autonomy that has been achieved to allow the system to handle events that
could otherwise compromise the vehicle. Robust control regimes able to handle
events such as gusts, or rotor loss are highly desirable in enhancing the future
of autonomous vehicles.

One of the most powerful methods for control is the Model Predictive Control
(MPC) [14]. Recent advances for MPC algorithms are presented in the recent
survey [10]. Although widely applied to industrial systems, partially to fixed-wing
aircraft and UAV formations [4], the MPC application to VTOL is still limited.
One of the main advantages of the MPC is that it can provide both the desired
level of performance and safety. This is especially important for small VTOL
aircraft, who’s applications may be limited by their resilience to disturbances.
Efficient numerical methods for non-linear MPC and moving horizon estimation



are presented in [5]. Other efficient algorithms for linear small scale control are
presented in [9]. Although a significant efforts have been devoted to both linear
and non-linear MPC, including in [12] its application to VTOL UAVs is still
limited.

Hence, in this paper we explore the advantages on the MPC approach in the
light of VTOL craft. The MPC performance is compared with a Linear Quadratic
Gaussian (LQG) regulator and its accuracy is demonstrated.

The main contributions of this paper stem from: i) the developed symbolic
model of the VTOL UAV. The model is general and comprises all possible mo-
tions and changes in 3D manoeuvres. ii) the designed MPC algorithm to conduct
attitude changes taking into account the design constraints of the VTOL aircraft.
As a VTOL we consider the quadrotor UAV shown on Figure 1.

The rest of the paper is as follows. The second section a symbolic approach
to modelling a generic VTOL aircraft is proposed. In the third section, the flight
dynamics of a quadrotor micro-UAV are introduced; which uses two rotor pairs
to generate a body thrust and torque vector. The fourth section then outlines
the design of the two control regimes; a Model Predictive Controller (MPC)
and Linear Quadratic Regulator (LQR) for angular rate acquisition. Section
five evaluates the performance of the two controllers through discussion and
comparison. Finally, conclusive remarks on the effectiveness of the controllers
are provided, and the implications each controller’s use are discuss in conclusion.

Fig. 1: F450 quadrotor layout and 3D CAD assembly.

2 Rigid Body Analysis and Modelling

The aircraft is free to move in all six Degrees of Freedom (DOF) with linear and
angular velocities; v1 = [u, v, w]T and ωCG = v2 = [p, q, r]T , respectively. The
aircraft’s body can be approximated as a point mass (m) with a symbolic inertia



matrix (ICG). Forces due to the atmosphere and gravitation act on the airframe
in the global axes, these require that they be translated into the body from of
axes before they can be introduced into the model:

Fig. 2: The Earth and body reference axes.

Using standard aerospace convention, the body frame rotation can be de-
scribed in Earth coordinates in Euler angles (as shown in Figure 2). The ro-
tational arguments can be combined to form the directional co-sine matrix
DCM [3],[6],[7]:

DCMGB =







c(θ)c(ψ) c(θ)s(ψ) −s(θ)

s(φ)s(θ)c(ψ)− c(φ)s(ψ) c(φ)c(ψ) + s(φ)s(θ)s(ψ) s(φ)c(θ)

s(φ)s(ψ) + c(φ)s(θ)c(ψ) c(φ)s(θ)s(ψ)− s(φ)c(ψ) c(φ)c(θ)

,







(1)
where c(θ) and s(θ) denotes the cos and sin functions, respectively. This allows
gravity and other external forces to be mapped onto the body axis reference
frame, as shown in equations (1) and (2) [8],[13]

fg = mg = DCMGB ∗





0
0
mg



 . (2)

The resultant force acting on the aircraft, currently neglecting the VTOL
propulsion system, is in the form:

mv̇1 = f− (v2 × v1). (3)

Here the resultant linear acceleration can be seen as the difference between
the body momentum and the external force vector, f. Similarly, the sources of



torque are modelled by the vector, τ , which acts to induce an instantaneous
change in angular momentum ḣ [7],[8]:

ḣ = Ibv̇2 = τ − (v̇2×h). (4)

The resultant angular momentum (h) of the body is that of all the rotary
elements of the system. VTOL aircraft typically operate using fans or rotors.
These can be represented by a inertial matrix (Ir) and a rate of rotation (Ωi):

h = Ibv2 + Ir(Ω1 +Ω2 + ...+Ω4,N ). (5)

The above matrix expressions can be written in the combined form (6)-(7).
This allows the aircraft’s body kinematics to be represented as a series of matrix
coefficients [8]:

[

f
τ

]

= Mv̇+Nv+C (6)

or
[

f
τ

]

=

[

mI3x3, 03x3

03x3, ICG

] [

v̇1

v̇2

]

+

[

mS(v2), 03x3

03x3, −S(hCG)

] [

v1

v2

]

+

[

03x3, R
03x3, 03x3

]

. (7)

Here the function S is used to map the enclosed vector to the matrix space,
where R represents the constant gravitational force acting on the vehicle. Other
forces and torques acting on the body, such as control inputs can be seen as an
additional term (C) which must also be converted into the body acceleration
vector. The above expression can also be divided through by the inertial matrix
to define the systems 6DOF acceleration vector. The final non-linear system is
then seen in equation (8):

[

v̇1

v̇2

]

=

([

mS(v2), 03x3

03x3, −S(hCG)

] [

v1

v2

]

+

[

03x3, R
03x3, 03x3

]

+C

)[

mI3x3 03x3

03x3 ICG

]

−1

.

(8)
The VTOL aircraft’s full non-linear equations of motion have derived symbol-

ically. In this paper, the dynamics associated with a small quadrotor micro-UAV
are now introduced to allow a control mechanism to be designed. In addition
to the dynamics, several assumptions were introduced to simplify the resulting
model [2]. We assume that the aircrafts body axis are parallel with the Euler
axis of rotation, therefore the following relationships are true:

ṗ = φ̈, p = φ̇, q̇ = θ̈, q = θ̇, ṙ = ψ̈, r = ψ̇. (9)

Similarly, for the linear states:

u̇ = ẍ, u = ẋ, v̇ = ÿ, v = ẏ, ẇ = z̈, w = ż. (10)

The aircraft was assumed to be symmetrical in two dimensions, reducing the
inertia of the system to a diagonal matrix. The rotors are completely symmetrical
and identical, with negligible blade flapping. The resulting thrust vector is also
parallel to the quadrotor body z-axis.



3 Quadrotor Dynamics

So far, a generalised rigid body problem has been proposed. Using the Matlab
toolbox for symbolic computation, the full 6 Degree of Freedom (DOF) system
definition was derived. A quadrotor was chosen to example the characteristics
of a VTOL micro-UAV. The quadrotor’s propulsion mechanism consists of four
groups of propellers, Brushless Motors and Electronic Speed Controllers (ESC).
In this instance, each group generates a thrust that acts parallel to the vertical
body axis vector at distance l from the center of mass (11).

Using blade element theory, the total body axis thrust generated by the rotor
can be approximated symbolically [2],[15]:

fT = CT ρA(ΩR)
2 = kT .Ω

2 (11)

where CT is the thrust coefficient, kT is a constant described in detail below. Here
ρ is the air density, A is cross-sectional area of the rotor of radius R. Similarly,
the net hub force (H), can be written proportional to the rotor angular velocity
(equation (12))[2]. The hub force constant (kH) is then expressed as:

fH = CHρA(ΩR)
2 = kH .Ω

2. (12)

The quadrotor’s control matrix is then defined in equation

u =









U1

U2

U3

U4









=









L

M

N

Tz









=









0 −kT | l2 | 0 kT | l4 |

kT | l1 | 0 −kT | l3 | 0

−kH | l1 | kH | l2 | −kH | l3 | kH | l4 |

kT kT kT kT

















Ω2

1

Ω2

2

Ω2

3

Ω2

4









.

(13)

This describes how the propulsion system acts to induce corrective body axis
forces and torques. Inverting this matrix also provide the necessary mapping for
the control mechanism to command a given body axis torque. In addition to the
static thrust properties, the propulsion groups each have an associated rise-time
(TS) to achieve a set-point angular velocity (Ωi). This relationship was found
experimentally to be of first order (see Figure 3), with area of proportionality
sufficient to allow the approximation of kT and kH :

R(s) =
kT

1 + Tss
=

0.0529

1 + 0.108s
. (14)

This expression then describes the relationship between set point and instan-
taneous angular velocity of the rotor. The dynamics of other VTOL aircraft can
be approximated similarly, however these expressions were sufficient to represent
the dynamics of the quadrotor.



Fig. 3: Approximation of the rotor transient response to a set input at its maxi-
mum rotational velocity.

4 Control Design

This approximation allows the representation of the aircraft’s states in terms of
the body axis coordinate system and Euler rotations. The complete symbolic
non-linear model can then be represented by the following expressions:

dx

dt
=

















ẍ
ÿ
z̈

ψ̈

θ̈

φ̈

















=



















θ̇ż − ψ̇ẏ − gsin(θ)

ψ̇ẋ− φ̇ż + gcos(θ)sin(φ)

φ̇ẏ − θ̇ẋ+ gcos(φ)cos(θ)− (Ω1 +Ω2 +Ω3 +Ω4)kt/m

(Ib
33

− Ib
22
)θ̇ψ̇/Ib

11
+ (Ir

33
ΩT θ̇)/I

b
11

+ (Ω4 −Ω2)ktl/I
b
11

(Ib
11

− Ib
33
)φ̇ψ̇/Ib

22
− (Ir

33
ΩT φ̇)/I

b
22

+ (Ω1 −Ω3)ktl/I
b
22

(Ib
22

− Ib
11
)φ̇θ̇)/Ib

33
+ (−Ω1 +Ω2 −Ω3 +Ω4)khl/I

b
33



















, (15)

where Ib
11
, Ib

22
and Ib

33
are respectively the moments of inertia around the three

axes of rotation.
To allow the application of linear control theory, a symbolic application of

small perturbation theory is applied directly to equation (15). This technique
assumes that the system is operating around a nominal state (x0) with small
perturbations (xd). The completion of a symbolic linearisation allows parameters
to be selected to represent different stages of operation. This paper focuses on
the design of a linear stability controller operating around the hover state.

The resulting linear system is then of the form:

dx

dt
= Ax+Bu+w (16)



y = Cx+Du (17)

where x = [x, y, z, ψ, θ, φ, ẋ, ẏ, ż, ψ̇, θ̇, φ̇]T is the state vector, A is the state tran-
sition matrix, B is the control matrix, the control vector containing the rotor
angular velocities is defined u = [Ω2

1
, Ω2

2
, Ω2

3
, Ω2

4
]T . A source of system noise is

also added, w, with a predefined standard deviation of 0.2. The system output
vector y can then be given by equation (17), as a function of state and the output
matrices C and D.

Direct substitution of the F450 quadrotor design parameters and considering
an attitude hold scenario allowed a numeric state-space representation to be
obtained. This linear approximation then provides the basis necessary to design
linear controller mechanisms to introduce stability around the straight and level
condition.

4.1 Model Predictive Control

A second Model Predictive Controller (MPC) was devised as a comparative
controller for tracking the error in the aircraft’s attitudes. The linearised system
model is used directly in the prediction of the future system state across a defined
discrete horizon HN [14]:

The predicted output of the system and control deflections are defined by G
and F, respectively:

F =













A

A2

A3

:

AN













,G =











B 0 . . . 0
AB B . . . :

: :
. . . :

AHN−1B AHN−2B · · · B











. (18)

Using this formulation, the horizon output predictions take the form:

z(k) = C[Fx(k) +Guss]. (19)

We assume that at a given reference point r(k), exists a steady state xss with
a steady-state input uss. It is then possible to use the system dynamics to define
the input required to maintain the reference (20)

[

I12x12 −A −B
C D

] [

x(k)ss
u(k)ss

]

=

[

012x1

r(k)

]

. (20)

Solving equation (20) for a given reference output r(k) allows the steady state
x(k)ss and input u(k)ss to be determined. Calculation of this value allows the
absolute input to be defined as a difference between the reference control and
the control signal generated by the controller.

The predicted error over the horizon is defined by:

e(k) = r(k)− z(k). (21)



Here, the error is that between the reference signal and the system output
over the prediction horizon HN . The tracking error and control weightings over
the horizon are also defined as the following:

QHp
=











Q 0 . . . 0
0 Q . . . :

: :
. . . :

0 . . . . . . N











,RHp
=











R 0 . . . 0
0 R . . . :

: :
. . . :

0 . . . . . . R











, (22)

where Q, R and N are weighting matrices.
The cost function can then be derived to evaluate the optimal control inputs

as a function of the predicted error, control effort u(k) and a terminal error at
the horizon (23)[11],[14]:

V (k) =
∑

[

||(r(k)− z(k))||2Q+ ||u(k)||2R
]

+ ||(r(k)− z(k))||2N. (23)

Here ||u(k)|| is used to describe the Euclidean norm of the input. Substituting
the horizon prediction matrix expressions allows equation (23) to be redefined
as quadratic coefficients of the control input u(k). The terminal cost matrix N
can be seen neglected, with no value assigned to a terminal angular rate:

V (k) = u(k)T [ΘTQΘ +R]u(k)− 2u(k)TΘTQe(k) + e(k)TQe(k), (24)

where:
Θ = CG. (25)

If H = ΘTQΘ +R and G = −2ΘTQe(k) then the cost function takes the
reduced form [14]:

V (k) = u(k)THu(k) + u(k)TG+ e(k)TQe(k). (26)

The optimal control sequence then occurs where equation (26) is minimal, sub-
ject to the dynamics of the system and design constraints. This optimisation
operation was computed directly using the Matlab function quadprog. The first
of the optimal control inputs is then used to instigate a change in the system
state (16).

A series of design constraints are also introduced to represent the performance
limits of the quadrotor aircraft:

−350 ≤ φ, θ ≤ 350, (27a)

0rad/s ≤ Ω1−4 ≤ 580rad/s. (27b)

A regime was then applied to define a set of maximum deflection angles to
prevent inversion and to aid in maintaining stability (27a).The above input con-
ditions (27b) were then selected to represent the physical limits of the actuators
on board the F450 quadrotor.



Initially, the state and input weighting matrices Q and R of the LQR con-
troller were used as a benchmark value in tuning the MPC characteristics. A
step response was then used to observe the performance over different predic-
tion horizons.

4.2 Linear Quadratic Regulation (LQR)

The Linear Quadratic Regulator (LQR) controller acts to resolve the optimum
feedback gain K which symbolises the control effort and the transient response
of the system. The optimal solution is found by evaluating the minimum value
of a cost function JQR; containing weightings of the plant (Q) and the control
inputs (R). The cost function is then of the form:

JQR = min

∫

[

x(t)TQx(t) + u(t)TRu(t)
]

dt. (28)

Here the input vector u(t) represents the rotor speeds applied to the system as a
result of the control mapping, derived from inverting the expression in equation
(13) or directly. The result of optimal control problem is then a state feedback
gain (u = −Kx) where JQR is minimal, subject to the dynamics ẋ = Ax+Bu.
The system input is then the sum of the state feedback and a reference set point
r(t):

u(t) = r(t)−Kx(t). (29)

Here the matrix K is the solution to the algebraic Riccati equation

ATP+PA−PBR−1BTP+Q = 0, (30)

where the feedback is defined as:

K = R−1BTP. (31)

The LQR feedback gain is then used to instigate state feedback in the aircraft’s
dynamic expressions (16).

5 Performance Evaluation

The designed MPC algorithm is evaluated by observing the systems transient
response to a step input. The results are then directly compared to the response
of the LQR, subject to the same inputs. Both controllers are designed to obtain
a reference roll, pitch and yaw rate φ̇, θ̇, ψ̇, respectively, as preliminary attitude
controllers for the VTOL aircraft.

The gain matrices Q and R are to be selected to instigate the desired tran-
sient responses in each axis. The LQR gain matrices Q and R are initially
defined by identity matrices of the form Q = CTC and R = I4x4. Each LQR
gain was then tuned heuristically until a critically damped step response, with
an amplitude of 0.5rad/s was observed. The relative settling times, overshoot
and sensitivity to noise could then be compared, on Figure 4.



Fig. 4: The aircraft’s response to a step input of 0.5rad/s under the MPC and
LQR control regimes.

The MPC gain matrices are initially set to be the resultant LQR gains. The
prediction horizon is then varied to optimise the response to a step input.

The responses of the two control regimes (LQR and MPC) controllers shown
in figure 4. Both controllers can be seen to stabilise the system about a reference
axis rate (Ref) of 0.5rad/s. Some steady-state error can be seen in the LQR
output as a result of the Gaussian noise added to the system. This is likely due
to the deviation away from the linear system and some integral feedback is is
required. The response of the MPC controller can then also be seen to achieve
the desired rates in equivalent conditions. The mean settling times of the two
controllers were then calculated based on one hundred Monte-Carlo experiments
(see Table 1).

Table 1: A comparison of the LQR/MPC mean settling times, in seconds, fol-
lowing one hundred Monte-Carlo iterations.

Controller Roll Rate tset(s) Pitch Rate tset(s) Yaw Rate tset(s)

LQR 0.10 0.22 0.11
MPC 0.09 0.20 0.05

As seen in Table 1, the LQR and MPC algorithms demonstrate similar per-
formance in the presence of the Gaussian noise signal. The MPC controller is
however shown to be able to settle the system faster, with no overshoot or steady



state error. The constraints applied with in the MPC demonstrated further tol-
erance to noise through minimal steady-state error. The optimal inputs of the
MPC are also found considering the physical limits of system which the LQR
cannot do directly. This allows the algorithm to plan the inputs around the
possibility of the VTOL system reaching actuator saturation or a limit on the
physical output.

6 Conclusions

In this paper, a symbolic approach to modelling Vertical Takeoff and Landing
(VTOL) vehicles was presented. The dynamics and numeric definition of a small
quadrotor UAV are also introduced as a basis for the design of both a Linear
Quadratic Regulator and Model Predictive attitude controllers. Both controllers
were successful in stabilising the aircraft about a given reference rate of 0.5rad/s
in the presence of white noise signal. A comparison of the controllers demon-
strated that the MPC was able to achieve the desired state quicker than the
LQR on average, but also demonstrated minimal steady-state error and over-
shoot.

The proposed approach has the potential in a number of applications, espe-
cially in adaptive control algorithms for complex UAV topologies. Derivation of
both the linear and non-linear systems in such cases facilitate their stability anal-
ysis. Future work in this area will focus be on the derivation of non-linear control
strategies on non-linear representations of other UAV systems. Scope also exists
for the symbolic calculation of the Lyapunov functions and their application to
further VTOL systems.
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