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Throughput/Area Efficient ECC Processor using
Montgomery Point Multiplication on FPGA

Zia-Uddin-Ahamed Khan, Student Member, IEEE, Mohammed Benaissar Starniber, IEEE

Abstract—High throughput while maintaining low resourceisa
key issue for Elliptic Curve Cryptography (ECC) hardware
implementations in many applications. In this paper, an ECC
processor architecture over Galois Fields is presented that
achievesthebest reported throughput/ar ea perfor mance on FPGA
to date. A novel segmented pipelining digit serial multiplier is
developed to speed up ECC point multiplication. To achieve low
latency, a new combined algorithm is developed for point addition
and point doubling with careful scheduling. A compact and
flexible distributed RAM based memory unit design is developed
to increase speed while keeping area low. Further optimisations
were made via timing constraints and logic level modifications at
the implementation level. The proposed architecture is
implemented on Virtex4 (V4), Virtex5 (V5) and Virtex7 (V7)
FPGA technologies and respectively achieved throughout/dice
figures of 19.65, 65.30 and 64.48 (10°% (Seconds x Slices)).

Index Terms—Elliptic Curve Cryptography (ECC), Point
Multiplication (PM), Field Programmable Gate Array (FPGA),
Throughput per Area (throughput/area), Efficiency.

I. INTRODUCTION

reduce clock cycles, size of multiplier, critical delay of the
logic, andpipeliningissues [7], [9].

In ECC scalar point multiplication (PM) is the main
operationThePM canbe implemented over either prime fields
GF(p) or binary extension fields, G2 adopting either
projective coordinates or affine coordinatBsary extension
fields called also finite fields (FFs) are more suited to hardware
implementation due to thelower complexity FF multipliers
simple FF adder and single clockéd squaring circuits
Projective coordinates are suited to throughput/area efficient
ECC designs, where the costly inversion operation is avoided
and the inversion operation requit®dconvert projective into
affine coordinates can be achieved by multiplicative inversion
(2], [6].

ECC computations in the projective coordinates system are
based on large operand finite field operations of which
multiplication is the most frequently performed. The high speed
performance of ECC designs therefore would depend mainly on
the performance of the FF multipliers. Digit serial FF
multipliers are often used to reduce latency; popular multipliers
here include the direct method based multipliers and Karatsuba
[7], [10]. If the field size is m and the digit size is w of a digit
serial multiplier, then the number of clock cycles for each FF

key based information security networkse
Curve

PUBLIC
cryptography  algorithms  such —as Elliptic multiplication is s+ ¢, where s m/w, and c is for clock cycles

Cryptography (ECC) and RSACC has emerged recently as o . - 2
an attractive replacement to the established RSA duits to due to data read-write operatiofifwus, large digit multipliers

superior strength-per-bit and reduced cost for equivale%?nreduce cIoc_:I_< cycles (latency) with increasing complexities
security[1]. of area and critical path delay. The critical path delay can be

High speed ECC is a requirement for matching real-timre‘aducm.j using pipelining with some extra_l latency [9]. .
. ) ) . .2 In this paper, we present an area-time (throughput/slice)
information security, however, in many applications the.. . : : . S,
o L efficient ECC processor over binary fields in projective
hardware resource implications may be prohibitive and the ~ . .
. . . coordinates on FPGA. We implement the Lopez-Dahab) (LD
required high speed performance would need to be achieve

L X modified Montgomery algorithm for fagtM. We demonstrate
within a restricted resource performance. . . . . . .

. a new“no idle cycle” [7] combined point operations (point

FPGA based Hardware acceleration of ECC has seen a surge... . . . .

ition and point doubling) algorithm to remove idle clock

of interest recently. There are several state of the art FP(%}{: les in between two successive point operatifeschedule

implementations aimed at the high speed end of the desi oint operations very carefully to avoid the idle clock cycles

space [7 13]. Most of these however usecreased hardware due to data dependencead-write operation and pinelinin
resource to achieve the speed improvements sacrificing overal e P na¥ P ) pip 9.

e . . n addition, our efficient arithmetic circuit includagligit serial
efficiency in terms of the throughput/area metric; such 9

. ; ) . ) multiplier, an adder and a square circuit. The presented
efficiency is desirable in many emerging low resource . : . .

o . : . . o arithmetic unit can suppomn the-fly addition and square
applications in particular in wireless communications. Area

optimised high speed ECC design is challenging; ogeratlons while performing FF multiplication. Moreover, we

there ar . A L .
requirement®f algorithmic optimisation, careful scheduling topresentan improved Most Significant Digit (MSD) serial

multiplier utilizing segmented pipelining similar to the Least
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A bus(m bit) Algorithm 1 LD Montgomery Point multiplication over GF{{ 3]
et [ L Jbi(w bit=m/sfy w/2 bit M bit INPUT: k = (ky_q, o, k1, ko)a With ke = 1,P = (x,y) € E(Fym)
W bit w2bity | mbit ¥ OUTPUT:kp
[Ge2mu | | GszM“ | Initial Step: P(X1, Z1) « (x,1), 2P = Q(X,,Z,) « (x* + b, )
— ] P Reg(m+ w2 bi] PReg(m + w2 bin)] Fori from ¢ — 2 downto 0 do
] ms e If k; =1 then
5 | Register [ g Point addition? (X, Z,) = Point Doubling:Q (X,,Z,) =
2 File =13 % P(X,.2,) + Q(X,7,) 2Q(X,,Z,)
= — £ 1. Z,<X,.7, 1. Z,« 7%
z mbit Ned | = Mul_out (m bit) g )TG <—XX1- Zé g ; “ iZZT
= —F . — + . « b.
é Adder Mul_out (m blt)| 5= ATk 1 ¥ (_}1( i 1 X xoex?
J § |8 g . 1 % 1 . 2 2
sl % r—x Sqr_out(m bit) | & il =l g 5. Z,«T 5. Z,<X,.Z,
input(m biD ElolE e = 6. TexZy 6. X, < X}
Arithmetic Input(m b1 ®w |igo = e 7 X, <X, +T 7 X, «X,+T
. 5’ o =} N . 1 1 . 2 2
unit ' < & 8. ReturnP(X,,7Z,) ReturnQ (X,, Z,)
. +X
Fig. 1. Proposed throughput/area efficient ECC agchire for n =2 Conversion Stepe; « X /Z; ;3 < (lel) (X1 +xZ) (X, +

Z,) + (22 + y)(Z1Z,)1(XZ1Z,) " + .
Significant Digit (LSD) multiplier presented in [2]4]. We )+ CEANRINAL) T+

develop an optimized distributed RAM based memory unit fd7-13] space due to its speed, side-channel attack resistance,
flexible data access to support reduced data dependency ingtigability of parallelisation and is low resource friendly.
arithmetic operationsWe adopt the Ithoh-Tsujii  inversion
algorithm for inversion to save area [5], [6]. Finally, we use a !ll. RESOURCECONSTRAINEDHIGH THROUGHPUTECC
dedicated finite state machine based control unit to speed up theor a high throughput ECC implementation in the low area
control operations. The proposed architecture is implementefld of the design space, there are requirements of optimization
on different FPGA technologies, Virtex4 (V4), Virtex5 (V5)of the critical path of the logic, the area of the desaym
and Virtex7 (V7), and compared to state of the art in terms oh@mber of clock cycles (latency) for M. Throughput is
throughput/slices metric. The throughput/area performance igually improved via the adoption of large digit size
(1x1@s)/(slices) of our proposed design (19.65 on V4, 65.3@ultiplication and parallel operation of multiplications to
onV5 and 64.70 on V7) outperforms state of art des@ns decrease the latency. However, these steps result in an increased
FPGA to date. area and critical path delay and therefaifect the throughput

The rest of the paper is organized as follows. Section per area metric figure. The tidal path delay can be minimised
discusses preliminaries of Rldnd the Lopez-Dahab modified via pipelining [9] at the expense of an increase in area and
Montgomery point multiplication in projective coordinatesnumberof clock cycles with the number of pipeline stages
Section |l reviews resource constraints in high throughpitiserted in the design. Also, the pipeline stages can generate
ECC. Section IV illustrates the proposed design. Sed#ion idle cycles in the data dependable field operations [Ag T
presents the results of the FPGA implementation and n@mber of pipeline stages is an important consideration for area
comparison with recently published state of art desigms optimized high speed design often requiring a latency versus

FPGAs followed by conclusions in section VI. clock frequency trade-off. The latency due to pipelining can
affect the merits of the use of a large digit size multiplier and

Il.  PRELIMINARIES the parallelisation of multiplication. In generahet area
A ECC over GF(?) complexity ofa high speed ECC design would depend on the

digit size of the multipliers used and the level of parallelism
%goptedon the size and sophistication of the memory, amid
on the control unit.

Elliptic Curve Cryptography over binary extension field)(2
is suitable for hardware implementation. The main operation
ECC is scalar point multiplicatiof = k. P, wherek isascalar
(integer),P is a point on the elliptic curve, aigdis a new point
of the curve aftek. P [2].

Let E be an elliptic curve in the binary extension field. E is
defined by a set of pointx (@ndy), and a point at infinityo,
which satisfy the equation below:

E:y?+xy= x3+ax?+b,
Wherea andb are elements of the finite field, GFj2andb # A Segmented Pipelining Based Digit Serial Multiplier
0 [2]. The point multiplication £. P) is accomplished by point  The arithmetic unit design consistsf a novel most
addition and point doubling dependiagk;, theith value ofk.  sjgnificant digit (MSD) serial multipliera square and adder
The Lopez-Dahab (LD) modified Montgomery pointgjrcyit as shown in Fig.1
multiplication algorithm as shown in Algorithm |, has been  Tnhe performance of ECC depends mainly on the
adopted by many designs in the high performance ECC desigitformance of the Digit serial multiplier in particular the speed

IV. PROPOSED THROUGHPURREA EFFICIENTECC
PROCESSOR

Our proposed area optimized high throughput architecture is
presented in Fig.1. The design congisgtan efficient arithmetic
) unit, an optimised memory unit aadiedicated control unit.
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TABLE |
LATENCY, CRITICAL PATH DELAY AND RESOURCESOF DIGIT SERIAL MULTIPLIERS OVER GF(2")

Ref Latency, cc Critical path delay #XOR #AND #FFs #Mux
[15] 2C (2 + log, d) Ty m+CQ2d+S; +S;)+d+5, CS, C+2)m+cs, |-
[16] mloss2 Ty + (2 + 3log,m) Ty %mmgw —2m — Z mlogs2 _ - +o2m—2 mlogs® - -
[17] 2C T, + (log, d) Ty d(C(d+m) +3) Cdm
Ours [ﬂ] T, + (log,(2)) Ty or M partdm +Rd part( nm + kd),M=GF2MUL, M part: M part: n(m+d- Rd part:

d n Rd=Reduction Unit, and k is the second high dm 1)+Rd partm, m

Tyux + (logz(n + k) Tx

order of irreducible polynomial

n =s= #segments, d= digit siz6, = | (2.5 d1°%:3 —3d + 0.5) + d'&3 - 4,5, = [ (2d'°%3 - 24), 5, =[] (2d'°%:2), ¢ = [\/%] Tyux = 2x1 Mux delay.

Algorithm 2 Proposed combined loop operation of the LD of the multiplier are utilized in the pipelining][8 o

Montgomery point multiplication with careful scheduling To evaluate our proposed segmented multiplier, area and
Fori from¢ — 2 downto 0 do Ifk; = 1 then time complexity analysis is performed and presented in Table 1
If k;_, = 1then | If k;_, = 0 then

which also includes comparison to state of the art digit serial

Point additior? (¥, Z,) = P(X,2,) + (X, Z;) and Point Doubling: multipliers reported in [15],[16], and [17]. Fer= 4 or less,

Q(X,,Z,) = 2Q0(X,, Z,).

StL:Z, « X,. Z,. StUZ, « X,. 25 2, « Z2,T « 72 our. proposed multiplier shows same or better lateusiyg

St2:X, « X,.Z,,Z, < 22, T « | St2:X, « X,.Z,. similar or less resources. However, a key advantage of our

é%é I T R SAZ Xz proposed architecture is that we are able to achieve higher speed
Xy e 0. T+ Xy, X; < Xj. Ly < Xy Ly,

SI5: X, X7y, T (X, + 2%, 7, « T. St6: X, < x.T + X,. for the same (or less) area and the same (or less) latency; this is

Conversion Step: same as Algorithm 1. because our critical path delay can be modulated by the number

o ._ ~ of segmentations (n) with extra Flip Flop (FFs). The value of n
of the multiplier for a targeted level of latency. Digit serialjefines the critical path delay of the multiplier. The path delay

multiplication for the high speed ECC implementation en% : d
either T, + (1 -)) Ty for the GF2MUL (M) orT, +
tended to be either in direct form (i.e. MSD serial Multiplier) a+ (032 () Tx (M) 0rTiqux

[10] or in bit parallel form (i.e. Karatsuba multiplier) [8], [9]. (1082(n + k)) Tx for the reduction part (Rd). Thus, our critical

There are some advantages of Karatsuba multiplication oWRth delay can be optimised (to achieve the desirable high
MSD multiplication. A Karatsuba FF multiplication taked s- SP€€d) by choosing an optimum number of segmentations (n).

cycles, where s = m/w, and is suitable for pipelining. An MSsD© generalise, from Table 1, the best figure latency for a field

FF multiplication takes m + 1 cycles where the extra clock cyclgyitiplication [15, 17] is HE] our multiplier’s latency is [E]
delay is due to the reduction register [2], [5] [9], atf].| d d

However, a pipelined Karatsuba multiplier based EcAs arule <_3f thumb, therefore as long as m<4d, our multiplie_r
implementation has been shown to achieve a lower Cbg\{pul_d qchleve comparable or better Iate_ncy figure. But what is
frequency than a direct digit serial multiplier basedrucial |_s_tha_1t for compe_lrable (less or hlg_her) Iatency say and
implementatior{7-8], [10]. same digit size, our design can achieves improved critical path
For large MSD digit serial based ECC, pipelining is requirefl€lay7: + (log,(9)) 7y in our case (due to GF2MUL) compared
which can affect latency in the point multiplications. In thio T, + (log,d) Ty in [15.17] using an optimum segment size
work, we apply segmented pipelining to improve performandgithout increasing the latency of the multiplier. Thus, utilising
in MSD multiplication. In the segmented pipelining approactsimilar area, our multiplier can achieve higher speed. At the
a wxm digit serial multiplication is broken into sub digit seriaextreme, the use a full precision multiplied = m) with an
multiplications called segmented multiplications ;xm, optimised segmentation would thus lead to the highest speed.
WoX,..., XM, Where W=wtwet ..+ wn. The segmented p - oyimized Memory Unit.

multiplication product is first saved in the register (Reg) before = | i i )
reduction into m bits using an interleaved reduction similar to 19N speed and flexible design for the memory unit can

that in the bit serial multiplier in [2 The reducean bit output Improve performance. We consider an optimised distributed

) " . . RAM based memory unit. There is an 8xm size register file in

of the reduction uniis saved in another Reg to use in the next” . . ’ 4 )
a unit, onem bit register (accumulator) and one shift register

hiftreg). The8xm register file consistsf one m bit input that

N e &n load data in any location of the register fil® m bit output
segmented pipelining, and the other additional clock cycle fg[,ses (A bus and B bus) that can access data from any location

pipelining after theeduction unit. A new input of the multiplier of the register file. The shift register can store data from any
is inputted in every s clock cycles. Thus, a real time reset|igcation of the register file to provide w size digit (bi) multiplier
required in every s cycles. We use multiplexers to select zgtg the FF multiplication. The accumulator can saveesult

for reset and save one clock cycle for the FF multiplicatiofrom the arithmetic unit or new data from the register file to do
Finally, the segmented pipelined multiplier takes one clock square operation. The accumulator and square circuit are
cycle for n segmentations without increasing area (slices) on ¢@nnected such that repeated squaring can be done without
FPGA. The unused flip flops (FFs) in the combinational circugaving in the register file. Theepeated squaring improves
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TABLE II
Clock Cycles from St24[Z2] from St22 LATENCY OF ECCFOR[m/w] = 4, MUL ==M, /M,, ADD =1, SQR=2
1 st /@/ \ 3. 83 Algorithm Initial + point operations + Conversion GF(2163)
P //é \ y 14.st14 [2] 5+ (6M, +13)(m—1) + (10M, + Inv) | 9211
: \ 15. St15 Algorithm2 | 5+ (6M,(m —1) + ("M, +3M;, +Inv) | 4168
3.5 Er \@ 16, St16 M, =4, M, =7 Inversion (Inv) = (#Mul for Inversiox M, + m)
a2 .7 ¥ (7 TABLE IlI
5.565 18, StI8 ¥ FPGAIMPLEMENTATION RESULTSAFTERPLACE & ROUTE IN VIRTEXY
6. St6 . 1o St9 m(segments  Slices  LUTs FFs  Fq., Time, (10%s)
7.St7 S0 ' size) (Sls) MHz us /Sls
8 S8 21 20. 2 163(3x14) 1476 4721 1886 397 1051 65
T 21. St21 233(4x14+3) 2647 7895 2832 370 16.01 24
9. 819 @\ [b] I[7] s 283(5x14+1) 3728 11593 3973 345  20.96 13
10.St10 é\ \@: 2. 5 ® 409(7x14+5) 6888 20881 6038 316 32.72 4.4
’ N 23. St23 571(10x14+1) 12965 38547 10066 250 57.61 1.3
11.8t11 [ T] 3
12.St12 X1 \_/ 24, St24
@ Addition @ Squaring (® Multiplication V. IMPLEMENTATION ON FPGAAND RESULTS

Fig. 2. Proposed careful scheduling (4 Clock cycletiptisation) Our proposed efficient ECC processor is implemented over

latency of multiplicative inversion as proposed in [6]. Th&F(2®), GF(Z2%), GF(2%), GF(2%), and GF(2"), on
memory unit is smartly accessible to write, read shiftingifferent FPGA technologies namely Virtex4 (LX25_12 for
operation in any location. The easy accessibility of the memofd63, and LX100_12 for 233 to f571)), Virtex5
reduces the number of temporary registers for the PM. TR§C5VLX50_3 for f163), and Virtex7 (Vx550T_3 for f163,
memory unit consumes very low area to provide high speadd V585 T for f233 to f571 ) using Xilinx tools versiors2l
data access. and 14.5 respectively. The design was implemented on Virtex4
and Virtex5 technologies to allow for a fair comparison to most

relevant works, and on the Virtex7 to evaluate the performance

LDIthh'S baper, we pmp‘l’?el.”e‘fv schre1dul|ng ml thg ﬁomzbln%q the newer technology. We present the implementation
ontgomery point multiplicatiomsshown In algorithm 2. g 115 after place and route in Table Ill. The Xilinx tools were

To schgdule for_ no idle gycles, we combine the point a_dditiourged to set high speed properties and put subsequent timing
and point doubling algorithms for the current value of Kasl constraints to improve the area-ime product. The

shown in Algorithm 2. We observe that the product of the Iaﬁ{'nplementation results after place and route of our ECC designs

multiplication isX, if k; =1 orX, if k; = 0. Thus, the first 5.6 o ymmarized in Table IIl. Table IV also includes area-time
multiplication of the loop should be independent of the la%erformance and comparison to state of the art

multiplication. For example, if the last producttis then the As shown in Table IV. the main contribution of the
next operands of multiplication a# andZ,. Otherwise, the gegmentation in the multiplier is an increase in the clock

next operands will b&; andZ,. Thus, the first multiplication  f.equency whileutilizing very small resources (FFs). The clock
depends on the last; which means thek;,, bitasshown in  fequency for 3 segmented (3 Seg.) pipelined multipliers based
Algorithm 2. _ _ ECC design is 290 MHz on the Virtex4- that is 38 MHz- more
Fig.2 illustrate the proposed no idle state schedule using a 4dsn, the respective implementation of non-segmented (No Seg.)
bit digit size FF multiplier. The 41 bit digit size FF m““ip”ermultiplier based ECC. Again, the 2 segmented (2 Seg.)
takes M = 4 cycles for actual multiplication, and ¢ = 4, @ith hinejined multiplier based ECC shows the best throughput per
clock cycles for pipelining and 2 clock cycles for unloadingjice (65.30) is implemented on Virtex5 the 3 segmented
from and loading to the memory unit. In a loop, the poin,iplier based ECC on Virtex7 shows the highest
operation in the projective coordinates system requires p@rformance (only 1051 ps for an ECC point
multiplications. To ensure no idle state in the multiplication, Aultiplication). The optimum size of the segments is subject to
new multiplication is started at every 4 clock cycles. Thus, W trial-error method to achieve high throughput.
consequent but independent multiplications are overlappingtaple |v shows comparisons with relevant high performance
each otheasshown in Fig. 2 fork; = 1 andk;_; = 1. ECC designs on FPGAs in term of efficiency metric
Again, the .adder (?I!’CUIt placed in the common data pat.h ffroughput/area (( 1xB®)/slices) over GFd and GF(27).
capableof doing addition concurrently. The square operatiofor GF(299) | the previous best optimised work was reported in
takes three cycles with cycle to save in the accumulator, 7] where one 41bit pseudo-pipelined Karatsuba multiplier was
clock cycle for_squarlng, and 1 _ClOCk cyqle fOI’ load'n_gused with a so called “no-idle cycles” point multiplication
Repeated squaring can be done without storing in the regisigyyroach to achieve 11.92 throughput/area figure on Virtex4.
file. Thus, double squaring takes 4 clock cycles. Total Latengyyr no-segment based ECC design consumes less area (3623
of the ECC is shown in the Table II. slices) and achieves higher clock frequency (252 MHz) than [7]
(4080 slices, 197 MHz) and therefore has a 40% higher

C. Scheduling for point operations
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TABLE IV depend only on the actual clock cycles of the

COMPARISON TOSTATE OF ART AFTERPLACE AND ROUTE ONFPGA multiplications, and a highly optimized memaory unit design.
Ref. Slices LUTs,FFs  Clk Cs.,Fq. kP (10%/s) . .
(n, FPGA)  (Sls) (MHZ) (us) /Sls To our knowledge, our design achieves the best

GF163 throughput/area efficiency figure on FPGA reported to date.

[71(v4) 4080 7719,1502 4050,197 20.56 11.92 The best throughput/area desigehieved a figure of 65.30
[8](v4) 8095  14507,- 1414,131 1070 11.55 (1x1@/s)/(slices) that is performing an ECC point
ﬁ]l(]\(/\‘z) ;gggg :2?364'7962 2233'118554 %97'25 gég multiplication in 14.06ustime whilst utilising only 1089 slices
[12](v4) 24363 - - 1446, 143 1000 411 of area The fastest design achieved 1044 for a point
[13](V4) 14203 26557, - 3404,263 11.60 6.07 multiplication using only 1476 slices
[14](V4) 12834 22815,6683 3379,196 17.20 4.53

Ours(no, V4) 3623  6793,1348  4168,252 16.51 16.71

ours(2, V4) 3444 65161701  4168,276 1508 19.25 REFERENCES
Ours(3, V4) 3536 6672,1870 4168,290 14.39 19.65
[10] (V5) 6150 22936, - 1371,250 548  29.67 [1] N. Koblitz, A. Menezes, and S. Vanstone, “The State of Elliptic Curve
(8] (V5) 3513 10195, - 1414,147  9.50  29.96 Cryptography,” Des. Codes Cryptography, vol. 19, no. 2-3, pp. 173-193
[14] (V5) 6536  17305,4075 3379,262 12.90 11.86 Mar. 2000,
Ours(2,V5) 1089  3958,1522 4168,296 14.06 65.30 [2] R. Hankerson, A. Menezes, and S. Vanstone, Guide ipti€lCurve
Ours(3,V7) 1476  4721,1886 4168,397 10.51 64.48 Cryptography. New York: Springer-Verlag, 2004.

GF571 [3] J. Lopez and R. Dahab, “Fast Multiplication on Elliptic Curve Over
[71(V4) 34892 665946445 14250107 133 022 GF(2") Without Precomputation, in Proc. # Int. Workshop
[10] (V5) 11640 324332, 44047127 348 0.25 Cryptograph. Hardw. Embedded Syst., 1999, pp. 316-327

Ours(1l, V4) 35195 61673,10692 14396,180 79.80 036 [4] S. Kummar, T. Wollinger, and C. Par, “Optimum digit serial GF(2™)
' ' ' multiplier for curve based cryptographyEEE Trans. Comput., vol. 55,

o ) no. 10, pp. 1306-1311, Oct. 2006.
throughput/area efficiency. Particularly, our 3 segmented basgtl z. Khan and M. Benaissa, "Low area ECC implementatioRPGA," in

design shows 65% better efficiency than [7]. Our f571 aChieVEGE Proc. IEEE 20th ICEG®ec. 8-11, 2013, pp.581-584.

. . T. Itoh and S. Tsujii,“A fast algorithm for computing multiplicative
180 MHz speed while the work in [7] operates at a max spe inverses in GF () using normal bases,” J. Inf. Comput., vol. 78, na,

of 107 MHz. One potential option of improving the area  pp171-177, 1988.

performance Of [7] |S to deploy an area eff|c|ent Karatsuﬂal B. Ansari, M. Hasan‘,‘High—Performance Architecture of E”IptIC Curve
L . lar Multiplicationr; IEEE T . .57 .11 . 1443-
multiplier [16]; however, this would be at the expense of fzggarNo?,.“go'gg'o ‘ rans. Computers, vol.57, no. 11, pp. 1443

increased critical path delay. Another optimized ECC ]n [88] S. Roy, C. Rebeiro, and D. MukhopadhyaiTheoretical Modeling of
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