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Abstract 20 

Outcrop analogs are routinely used to constrain models of subsurface fluvial 21 

sedimentary architecture built through stochastic modeling or inter-well sandbody 22 

correlations. Correlability models are analog-based quantitative templates for guiding 23 

the well-to-well correlation of sand-bodies, whereas indicator variograms used as 24 

input to reservoir models can be parameterized from data collected from analogs, 25 



 

2 
 

using existing empirical relationships. This study tests the value and limitations of 1 

adopting analog-informed correlability models and indicator-variogram models, and 2 

assesses the impact and significance of analog choice in subsurface workflows for 3 

characterizing fluvial reservoirs. 4 

A 3.2 km long architectural panel based on a Virtual Outcrop from the Cretaceous 5 

Blackhawk Formation (Wasatch Plateau, Utah, USA) has been used to test the 6 

methodologies: vertical 'dummy' wells have been constructed across the panel, and 7 

the intervening fluvial architecture has been predicted using correlability models and 8 

sequential indicator simulations. The correlability and indicator-variogram models 9 

employed to predict the outcrop architecture have been compiled using information 10 

drawn from an architectural database. These models relate to: (i) analogs that 11 

partially match with the Blackhawk Formation in terms of depositional setting, and (ii) 12 

empirical relationships relating statistics on depositional-element geometries and 13 

spatial relations to net-to-gross ratio, based on data from multiple fluvial systems of a 14 

variety of forms. 15 

The forecasting methods are assessed by quantifying the mismatch between 16 

predicted architecture and outcrop observations in terms of the correlability of 17 

channel complexes and static connectivity of channel deposits. Results highlight the 18 

effectiveness of correlability models as a check for the geologic realism of correlation 19 

panels, and the value of analog-informed indicator variograms as a valid alternative 20 

to variogram-model parameterization through geostatistical analysis of well data. 21 

This work has application in the definition of best-practice use of analogs in 22 

subsurface workflows; it provides insight into the typical degree of realism of analog-23 

based predictions of reservoir architecture, as well as on the impact of analog 24 

choice, and draws attention to associated pitfalls. 25 
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 1 

 2 

1. INTRODUCTION 3 

Outcrop analogs have long been used to guide predictions of large-scale lithologic 4 

heterogeneity in subsurface fluvial successions of economic importance (e.g. Bridge 5 

et al. 2000; Bridge & Tye 2000; Bridge 2001; Miall 2006; Al-Ajmi et al. 2011; Keogh 6 

et al. 2014). Outcrop analogs can be used, with provisos, to predict the likely 7 

distribution of channel and overbank deposits, themselves a first-order control on 8 

petrophysical heterogeneity. The value of outcrop analogs is widely recognized, but 9 

so are the problems associated with their use (Alexander 1993; Geehan 1993; 10 

Bridge & Tye 2000; Bridge 2001; Martinius and Næss 2005; Miall 2006; Howell et al. 11 

2014). The most important issue is related to the uncertainty as to whether the 12 

chosen outcrops are appropriate analogs for the subsurface successions being 13 

characterized. Despite their known limitations, outcrop analogs are routinely 14 

employed as a means for achieving geologic realism in static models of fluvial 15 

hydrocarbon reservoirs and aquifers. In effect, outcrop-derived experience is often 16 

transferred to the subsurface through both stochastic modeling and as a guide in 17 

inter-well correlation. 18 

The well-to-well correlation of fluvial sandstones can be guided by reference to 19 

�correlability� models; these probabilistic models have recently been proposed as a 20 

means to quantify the likelihood of correlation of discrete channel bodies between 21 

equally spaced wells, based on analog sandstone-body width distributions 22 

(Colombera et al. 2014). Through their use, a subsurface practitioner can assess the 23 

geologic likelihood of a well-to-well correlation panel being a valid representation by 24 
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contrasting correlations against on one or more analogs. Then, the geologist can 1 

revise correlations to obtain a better match with the analog-derived model, if deemed 2 

appropriate. 3 

Sequential indicator simulation (SIS) is a stochastic technique for constructing 4 

multiple, equiprobable geocellular realizations of categorical variables (Journel & 5 

Alabert 1990; Deutsch & Journel 1998), such as facies, which control reservoir 6 

architecture. Despite its limitations (cf. Seifert & Jensen 1999; Emery 2005; Deutsch 7 

2006) and the emergence of new techniques such as multi-point statistical and 8 

event-based approaches, SIS is still widely used in the hydrocarbon industry and in 9 

hydrogeology.  10 

Object-based stochastic methods are the preferred alternative for modeling the 11 

architecture of channelized reservoirs, because of (i) their ability to reproduce 12 

predefined and potentially complex three-dimensional (3D) shape types, and 13 

because (ii) these models can be readily constrained using analog data on the 14 

geometric parameters of the modeled units (e.g. distributions of thickness, width-to-15 

thickness aspect ratio, sinuosity). However, object-based models are not always 16 

optimal, mostly in relation to the challenges of conditioning to large numbers of wells 17 

or modeling systems with a very high proportion of channel deposits. Therefore it is 18 

at times desirable to consider other approaches such as SIS as extra tools in the 19 

fluvial modelling tool box.  However, while the analog-derived information used to 20 

constrain object-based models of fluvial reservoirs is intuitive, the application of the 21 

same type of analog information for building reservoir models through SIS is not 22 

straightforward. Indicator variograms employed to condition SIS models can be 23 

parameterized using geologic knowledge through the application of existing empirical 24 

relationships proposed by Ritzi (2000). These relationships permit conditioning SIS 25 
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models without the need for traditional geostatistical analysis (e.g. applications in 1 

Proce et al. 2004; Venteris 2007), and can themselves be constrained by information 2 

derived from analogs because they relate indicator-variogram parameters to 3 

geologically meaningful quantities (Colombera et al. 2012a). 4 

This study demonstrates the application of a technique to test the value and 5 

limitations of these tools, and to assess the impact of analog choice in workflows 6 

involving their use. In particular, this study demonstrates how data from a variety of 7 

analogs can be employed to model the large-scale sedimentary architecture of a 8 

fluvial succession by following a typical subsurface workflow. Stochastic methods 9 

have previously been employed to simulate outcrop architecture in order to test 10 

output sensitivity to the chosen modeling technique or approach (Falivene et al. 11 

2006; Comunian et al. 2011; dell�Arciprete et al. 2012). In contrast, this work 12 

demonstrates the predictive value of transferring analog information to the 13 

subsurface, and introduces a technique to quantify how well this is achieved by 14 

means of correlability models and SIS models based on geologic experience. 15 

The overall aim of this work is to provide a test of the outcrop-analog approach in the 16 

guidance of subsurface predictions of large-scale fluvial architecture. If the 17 

approaches used to model subsurface architecture are appropriate, they should 18 

satisfactorily model outcrop architecture as well. Based on this premise, this study 19 

assesses the value and limitations of the forecasting tools, and demonstrates 20 

potential problems associated with their use. Specific objectives of this work are as 21 

follows:  22 

(i) to determine the grade of confidence associated with correlability models; this is 23 

achieved by assessing the amount of discrepancy exhibited by the correlation panel 24 



 

6 
 

under evaluation as compared to the correlability model, below which the panel can 1 

be considered as effectively matching the model;  2 

(ii) to demonstrate the importance of well-array sampling in the application of 3 

correlability models, by assessing how the number of sandstone bodies sampled by 4 

well penetration affect the quality of the predictions made by the models;  5 

(iii) to determine the reliability of indicator variograms based on analog data, with 6 

particular reference to their use in modeling large-scale fluvial architecture through 7 

SIS methods;  8 

(iv) to assess the likely impact of well spacing on the uncertainty (variability) 9 

associated with SIS models;  10 

(v) to quantify the impact of the choice of inappropriate analogs or, more generally, 11 

analogs that display architecture with variable degree of match with a target 12 

subsurface succession, on resulting correlability models and SIS realizations. 13 

 14 

2. CASE STUDY AND ANALOG SELECTION 15 

Given that this work aims to assess the proposed predictive tools through their 16 

employment in modeling outcropping fluvial architecture using subsurface methods, 17 

it is essential that the fluvial successions considered as real-world tests are 18 

extensively exposed both vertically and laterally. For this study, an extensive cliff-19 

forming outcrop exposing the continental interval of the Upper Cretaceous 20 

(Campanian) Blackhawk Formation in the central part of the Wasatch Plateau (Utah, 21 

USA) has been used (Figure 1).This outcrop is part of the dataset discussed by 22 

Rittersbacher et al. (2014), to which the reader is referred for a more detailed 23 

sedimentological description of the studied section.  24 



 

7 
 

The non-marine Blackhawk Formation in the Wasatch Plateau area consists of a ca. 1 

200 to 300 m-thick succession of mudstone, sandstone and coal that is interpreted to 2 

have accumulated in an alluvial to coastal plain setting (cf. Flores et al. 1984; Adams 3 

& Bhattacharya 2005; Hampson et al. 2012) as part of a clastic wedge that 4 

prograded eastward from the Sevier Orogen into a retroarc foreland basin on the 5 

western margin of the Western Interior Seaway. The study interval is interpreted as 6 

representing the preserved expression of a highstand systems tract of a low-7 

frequency sequence (Howell & Flint 2003). 8 

Architecturally, the non-marine Blackhawk Formation consists of isolated 9 

channelized sandstone bodies encased in fine-grained mudstones and thin 10 

sandstones of overbank origin that are themselves locally interbedded with coal 11 

bodies. The mud-prone character of much of the Blackhawk Formation makes the 12 

current study particularly relevant to low net-to-gross subsurface fluvial depositional 13 

systems, in which predictions regarding sandbody distribution are typically very 14 

important (cf. Jones et al. 1995). 15 

The dataset used in this work takes the form of an architectural panel that depicts a 16 

section that is 3.2 km wide and 200 m high. The panel has been constructed via the 17 

interpretation of a �virtual outcrop model� (sensu Pringle et al. 2006) which was 18 

derived from a LiDAR acquisition system, obliquely mounted on to a helicopter 19 

(Rittersbacher et al. 2014). Interpretation of the virtual outcrop  resulted in the 20 

generation of a �map� of the distribution of the sand-prone channel-bodies in a 21 

background of dominantly fine-grained floodplain deposits. The outcrop is oriented 22 

close to orthogonal to the mean drainage direction of the Blackhawk Formation 23 

paleo-river systems, as based on regional geologic constraints and inferred from a 24 

number of paleocurrent indicators from measured sections, which return an average 25 
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paleoflow direction of ca. 070° (Rittersbacher et al. 2014). The interpreted 1 

architecture has been projected onto a vertical plane oriented parallel to the average 2 

cliff-face azimuth, and a series of 65 vertical logs, each spaced 50 m apart, have 3 

been constructed to serve as 'dummy' wells across the panel (Figure 2). These 4 

dummy wells consist of a vertical sample of the outcrop panel: they are therefore 5 

based on the same interpretation and do not represent measured sedimentological 6 

sections. 7 

Given that the aim of this work is to predict the intervening architecture by means of 8 

correlability and SIS models based on other outcrop analogs, analog data have been 9 

drawn from the Fluvial Architecture Knowledge Transfer System (FAKTS), a 10 

database storing hard and soft data on the sedimentary architecture of a range of 11 

fluvial depositional systems (Colombera et al. 2012b). The FAKTS database 12 

quantifies geometries, internal organization and spatial relationships of genetic units 13 

belonging to three hierarchical orders and assigned to depositional systems that are 14 

classified on the basis of several parameters and characterized in terms of their 15 

spatial and temporal evolution. The database stores architectural data drawn from 16 

multiple sources, much of which has been collated from peer-reviewed publications. 17 

The inclusion within the database of different datasets is enabled by a process of 18 

standardization of sedimentary architecture, which enforces consistency in the 19 

attribution of units to a hierarchical order and in their classification. The highest order 20 

of sedimentary unit included in FAKTS is the so-called �depositional element�; these 21 

units are classified as channel-complex or floodplain elements, and represent the 22 

large-scale features that are of relevance in this analysis. 23 

Channel complexes represent discrete bodies of channel deposits, rather than 24 

genetically defined units: when complexly juxtaposed or interfingered with floodplain 25 
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deposits, channel complexes are distinguished in part on the basis of flexible but 1 

unambiguous geometric criteria (Colombera et al. 2012b). Floodplain elements are 2 

defined geometrically after channel-complex definition (i.e., they make up the 3 

background in which the channel complexes occur). At the scale of the depositional 4 

element, the FAKTS database does not consider the genetic relationships between a 5 

channel-complex and neighboring floodplain deposits for stratigraphic subdivision. 6 

Rather, stratigraphic volumes are subdivided into floodplain packages that neighbor 7 

channel complexes laterally and vertically, through a geometric segmentation of the 8 

floodplain deposits (Colombera et al. 2012b; 2013). Thus, depositional elements in 9 

FAKTS do not correspond to a single genetically defined hierarchical order of 10 

sedimentary units. Accordingly, channel complexes in FAKTS include a range of unit 11 

types at multiple scales, such as channel fills, channel belts, or parts of incised valley 12 

fills, for example. As of December 2014 (version of the database used in this 13 

analysis), FAKTS incorporated data on 12103 classified depositional elements, 6266 14 

of which are channel complexes. The same definition of depositional elements has 15 

been applied to the Blackhawk Formation by subdividing the panel into channel-16 

complex and floodplain units, to enable comparison with the analogs chosen from 17 

the FAKTS database. 18 

The geometry of the genetic units is characterized by data describing their thickness, 19 

cross-gradient width and dip length; genetic-unit width and length are classified into 20 

categories that describe the nature of observations (real, apparent, partial and 21 

unlimited; cf. Geehan & Underwood 1993). 22 

Since the FAKTS database quantifies sedimentary architecture and classifies 23 

depositional systems and stratigraphic volumes, it is possible to filter the database to 24 

query for analogs that match a particular succession (usually in the subsurface) in 25 
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terms of architectural features (e.g. net-to-gross ratio, lithofacies thicknesses) or 1 

depositional-system parameters (e.g. basin type, climatic regime, interpreted 2 

channel pattern). Additionally, datasets can be filtered on metadata, such as 3 

descriptors of the quality of datasets and attributes, which are rated according to a 4 

threefold ranking system (data quality index, DQI). In effect, the capability of the 5 

database to synthesize information from a variety of analogs into a composite 6 

quantitative analog enables a facies-model approach (Colombera et al. 2013). 7 

For this study, the FAKTS database has been queried to derive filtered depositional-8 

element data with which to model the Blackhawk Formation architecture. The 9 

utilization of filtered datasets to define analogs classified on system parameters has 10 

not been carried out assuming that it necessarily ensures a close match with the 11 

target succession (in this case the outcrop panel). Rather, this approach has been 12 

used because the filtering process likely helps narrow down variability (i.e. 13 

uncertainty) by discarding depositional systems that are obviously not relevant. 14 

Two types of analogy to the Blackhawk Formation have been considered for this 15 

work:  16 

(i) a synthetic analog, which has been compiled by merging data from a 17 

range of FAKTS analogs that partially match with the Blackhawk 18 

Formation in terms of system classification, by considering datasets 19 

scoring highest (i.e. A) in DQI, and relating to successions that have 20 

accumulated under the influence of humid to sub-humid climatic settings in 21 

foreland basins;  22 

(ii) empirical relationships (Figure 3) relating depositional-element width 23 

statistics (mean, standard deviation) to channel-deposit proportion, which 24 

is simply referred to as net-to-gross ratio hereafter. These relationships 25 
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result from analysis of several different stratigraphic volumes digitized in 1 

FAKTS, and permit prediction of depositional-element geometries from 2 

knowledge of the net-to-gross ratio. A net-to-gross ratio of 18% is 3 

computed for the overall outcrop area represented on the architectural 4 

panel of the studied part of the Blackhawk Formation. 5 

To ensure a fair test of the analog approach, all data relating to the Blackhawk 6 

Formation and included in FAKTS were excluded from the pool of chosen analogs. 7 

The choice of system classification for the synthetic analog has not been driven by 8 

the belief that those parameters represent the dominant controls on sedimentary 9 

architecture. Rather, a balance has been sought between the detail in system 10 

classification and size of query output (i.e., the number of analog depositional 11 

elements returned), which may significantly decrease with the consideration of 12 

additional or alternative conditions due to data filtering. 13 

A summary of analog depositional-element width descriptive statistics (inclusive of 14 

data from classes of width corresponding to apparent measurement and incomplete 15 

measurement, i.e. partial and unlimited widths) is given in Tables 1 and 2, for 16 

channel-complex and floodplain elements respectively, together with the 17 

corresponding statistics derived from the Blackhawk Formation panel to be modeled. 18 

Comparing values for the Blackhawk Formation with its supposed analogs, it is 19 

evident how the average width of the channel complexes is overestimated by the 20 

synthetic analog based on the A-DQI (data quality index) data and underestimated 21 

by the corresponding net-to-gross-based empirical relationship. In contrast, the 22 

average width of the floodplain elements is underestimated by the A-DQI synthetic 23 

analog and overestimated by the corresponding net-to-gross-based empirical 24 

relationship. Thus the A-DQI synthetic analog is slightly optimistic, and the net-to-25 
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gross-based empirical relationships overly pessimistic with respect to lateral 1 

continuity and separation of the channel sandstone bodies. 2 

As we lack data on the orientation of each individual channel complex in the 3 

Blackhawk panel, their true width remains uncertain. The inability to account for 4 

variability in channel-complex orientation for the Blackhawk panel is a source of error 5 

in the assessment of the degree to which one analog matches the outcrop panel. 6 

The mean and standard deviation of channel-complex width for the Blackhawk panel 7 

would almost certainly be lower if the panel was oriented at exactly 90° with the 8 

mean drainage direction, because measures of channel-complex 'apparent' widths 9 

would be closer to the 'real' values. This would make the net-to-gross based analogy 10 

a better fit to the outcrop, and the A-DQI analogy a worse fit. 11 

Analog information concerning depositional-element thickness and vertical stacking 12 

has also been considered for the part of work on geostatistical modeling, as 13 

explained later. 14 

 15 

3. BENCHMARKING CORRELABILITY MODELS 16 

3.1 Methods 17 

The first part of this work deals with an outcrop test of correlability models that are 18 

based on the aforementioned analogs. Distributions of channel-complex width are 19 

typically well described by log-normal probability density functions (Colombera et al. 20 

2014); from these functions and knowledge of well-array spacing � under the 21 

assumption of constant spacing � it is possible to derive curves that quantify the total 22 

probability of well penetration and well-to-well correlation of a channel-complex as a 23 

function of well spacing and correlation distance (Colombera et al. 2014). It is then 24 
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possible to obtain values from these curves corresponding to (i) the total probability 1 

of penetration for the well-array spacing and to (ii) the total probability of correlation 2 

for each integer multiple of the well-spacing. By computing the ratio between the 3 

values of total probability of correlation and the total probability of penetration it is 4 

then possible to derive the correlability model, i.e. a curve describing the proportion 5 

of penetrated channel bodies that are likely to be correlatable as a function of 6 

correlation distance � see Colombera et al. (2014) for details of the implementation 7 

of the correlability-model method. 8 

The architectural panel of the Blackhawk Formation outcrop has been treated as a 9 

correlation panel, by considering as �correlations� the traceability of channel 10 

complexes across the array of dummy wells. In this way, it has been possible to 11 

quantify the proportions of channel complexes penetrated by different well-arrays 12 

and �correlated� across different values of well spacing (3200 m, 1600 m, 800 m, 400 13 

m, 200 m, 100 m, 50 m). These proportions correspond exactly to what is meant to 14 

be predicted by the curves of total probability of penetration and correlation. 15 

Next, total-probability curves have been compiled based on the following: (i) 16 

channel-complex width statistics (inclusive of partial widths due to outcrop 17 

termination) derived from the Blackhawk Formation panel itself, which can be used 18 

to test the assumption of log-normally distributed channel-complex widths; (ii) 19 

channel-complex width statistics associated with the two types of analogs selected. 20 

This allows for evaluation of the total-probability curves that underpin the correlability 21 

models, through observation of the deviation between the curves and the proportion 22 

of penetrated or �correlated� channel complexes expressed as a function of well 23 

spacing and correlation distance (Figure 4). 24 
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Both sets of total-probability curves have then been employed in the construction of 1 

correlability models, which can be used to determine the error inherent in a typical 2 

application of the method. Four different sets of correlability models have been 3 

constructed for four different values of well-array spacing (Figure 5), corresponding 4 

to values of well spacing typical of developed hydrocarbon fields (North & Prosser 5 

1993). Appraisal of the correlability models can therefore be undertaken by 6 

quantifying the deviation between the curves and the ratios between proportions of 7 

�correlated� channel complexes for variable correlation distances (multiples of the 8 

well-array spacing), and the proportion of channel complexes penetrated by the well 9 

array (i.e. the architectural-panel correlability). This deviation is measured by a value 10 

called cumulative discrepancy, which is the sum of the absolute values of the panel-11 

model difference in correlability at each correlation distance; this represents a 12 

measure of how well the correlation panel matches the model. In this case, the same 13 

quantity is used as a measure of how well the model matches the outcrop 14 

architectural panel. 15 

 16 

3.2 Results 17 

All the analog-based functions of total probability of channel-complex penetration 18 

and correlation are based on the assumption of log-normally distributed widths. This 19 

assumption is valid for the Blackhawk Formation architectural panel: a lognormal 20 

probability density function provides a good fit to the distribution of channel-complex 21 

width in the panel (Figure 6), attaining a p-value of 0.235 (if partial observations due 22 

to outcrop termination are included) for a significance level alpha of 0.05. The 23 

distribution of channel-complex widths in Figure 6 represents apparent and partial 24 

widths, and this fact is likely to partly control the emergence of a lognormal 25 
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distribution (cf. Lorenz et al. 1985). The fact that thicknesses are also log-normally 1 

distributed suggests that the true-width distribution is probably well described by a 2 

lognormal curve as well. As expected, the fact that a lognormal distribution provides 3 

a good fit to the lateral extent of the channel complexes on the Blackhawk outcrop is 4 

reflected in the corresponding curves of total probability of channel-complex 5 

penetration and correlation: the curves based on channel-complex width statistics 6 

from the Blackhawk Formation outcrop itself attain a good fit to the proportions of 7 

channel complexes penetrated and �correlated� for different values of well spacing 8 

(Figure 4). 9 

The correlability model generated from the total-probability curves based on 10 

Blackhawk Formation channel-complex width statistics provides a useful indication of 11 

the confidence level of panel-to-analog discrepancy over which correlability is 12 

meaningful and operated correlations can be sensibly considered as requiring 13 

revisions to match the analog. In other words, if the value of panel-model cumulative 14 

discrepancy is below a threshold, the panel correlations can be considered to 15 

effectively match the correlability model. The cumulative discrepancy used to rank a 16 

correlation panel as a whole is not normalized to take into account variable well 17 

arrays and the number of different correlation distances on which it is evaluated: it is 18 

therefore not possible to provide an exact value of cumulative discrepancy that 19 

works as a universal reference of method confidence. Instead, values of panel-model 20 

difference in correlability at each correlation distance provide useful references. 21 

For the four different sets of correlability models constructed, values of their 22 

cumulative discrepancy from the architectural-panel correlability are reported and 23 

compared in Figure 7. Over the four sets, the correlability models generated on the 24 

basis of A-DQI synthetic analog data are consistently over-optimistic, whereas 25 
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correlability models based on the net-to-gross-defined analogy are over-pessimistic 1 

(Figure 5). Of the two types of analogy considered, the A-DQI synthetic analog 2 

represents the best approximation of the actual architectural-panel correlability. This 3 

is consistent with the corresponding channel-complex width statistics (Table 1). It is 4 

evident that, for the sparsest sampling (well spacing = 400 m), the cumulative 5 

discrepancy shown by the correlability model based on the A-DQI synthetic analog is 6 

even lower than the cumulative discrepancy shown by the correlability model based 7 

on width statistics from the outcrop itself. In practical terms, this means that choosing 8 

the better analog would not result in a better correlation panel. This problem is not a 9 

limitation of the correlability models. Instead, it relates to the outcrop-derived 10 

proportions, and shows the importance of sampling a statistically significant number 11 

of bodies for the method to be most valuable: only six channel complexes are 12 

�correlated� for the scenario based on a well array with spacing of 400 m. For all the 13 

denser well-array scenarios, the values of cumulative discrepancy are all consistent 14 

with how closely channel-complex width descriptive statistics on which the models 15 

are based approximate the architectural panel. 16 

Additionally, results presented in Figure 5 suggest the significance of considering 17 

alternative analogs as a way to handle uncertainty connected with analog selection, 18 

whereby correlation panels are compared with an envelope of correlability models, 19 

rather than a single model. 20 

 21 

4. ASSESSING SEQUENTIAL INDICATOR SIMULATIONS CONDITIONED ON 22 

ANALOG-BASED INPUT 23 

4.1 Methods 24 
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4.1.1 Analog attributes and indicator variogram models 1 

When using binary indicator geostatistics to model the distribution of geologic 2 

heterogeneities in a reservoir, it is ideal to employ realistic indicator-variogram 3 

models and ranges, although this may not necessarily translate in a realistic model. 4 

To favor the use of geologically sound analog data in SIS, there exist empirical 5 

relationships (Ritzi 2000) that relate geologic attributes (deposit-type proportion, size 6 

and spatial relationships) to indicator-variogram parameters. These relationships 7 

have been used here for conditioning SIS models of the distribution of channel and 8 

overbank deposits. The range and curvature of the indicator variograms are related 9 

to the mean and variance in the size of the heterogeneities they represent. As the 10 

coefficient of variation (Cv; i.e. the ratio of standard deviation to mean) of the length 11 

of each type of heterogeneity increases toward unity, the effective range of the 12 

variogram increases, whereas the correlation structure (i.e. the type of indicator-13 

variogram model required as input by SIS) has been shown to evolve in a way that it 14 

is best described by different models for different values of Cv. In particular, an 15 

increase in Cv corresponds to a progressive transition from a spherical to exponential 16 

variogram structure (Ritzi 2000). 17 

On the basis of the findings by Ritzi (2000), a value of 0.8 in the coefficient of 18 

variation of the spatial extent of a category (channel or overbank deposits) in a given 19 

direction (i.e. width or thickness, in this case) has been taken as a threshold for the 20 

choice of a spherical (if Cv < 0.8) or exponential (if Cv > 0.8) indicator-variogram 21 

model. Indicator-variogram sills can be calculated from channel- or floodplain-deposit 22 

proportions (pk, where k is the type of deposit, i.e. �channel� or �floodplain�) as: pk(1-23 

pk). The range (ak,x) of the indicator variogram of a category k (e.g. channel or 24 

floodplain deposit) in a given direction x is instead estimated as: 25 
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1
,,, )1( −−Φ= xkxkkxk lpa χ  (Ritzi 2000),    [Equation 1] 1 

where ĭ is equal to 1.5 or 3 for a spherical or exponential model respectively, pk is 2 

the proportion of k, xkl ,  is its mean size along direction x, and Ȥk,x is called 3 

�embedding coefficient� and is defined as: 4 

kcategory  of soccurrence of number

 xalong jcategory  to kcategory  from
 change a defining contacts of number

=xk ,χ  (Ritzi 2000).    [Equation 2] 5 

These empirical relationships have been employed to constrain model indicator 6 

variograms for channel and floodplain deposits for the two types of analogs to the 7 

Blackhawk Formation architectural panel. Two complementary categories � as 8 

channel and overbank deposits are in this case study � have identical indicator 9 

variograms. However, in most of the current work, sequential indicator simulations of 10 

channel and floodplain deposits are run using a �full indicator kriging� conditioned on 11 

two different indicator-variogram models. This was done to force simulations to 12 

reproduce different spatial continuities for the two types of deposits, because it would 13 

result in a more realistic distribution of channel and overbank deposits. 14 

Before applying this approach to modeling the Blackhawk Formation outcrop, a 15 

generic test was made of SIS conditioned on indicator variograms based on a 16 

combination of the empirical relationships by Ritzi (2000; i.e. Cv threshold and 17 

Equation 1) with the empirical relationships that relate depositional-element 18 

characteristics to the net-to-gross ratio on the basis of FAKTS output (i.e. the second 19 

type of outcrop analog; Figure 3). The empirical relationships reported in Figure 3a-h 20 

relate mean and standard deviation of depositional-element (channel-complex and 21 

floodplain) width and thickness as a function of the proportions of channel or 22 

floodplain deposits. The empirical relationships in Figure 3i-j relate channel-complex 23 
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and floodplain vertical embedding coefficients (based on FAKTS depositional-1 

element vertical transition statistics; cf. Equation 2) to channel- or floodplain-deposit 2 

proportions. Horizontal embedding coefficients can be taken as equal to 1 for both 3 

types of depositional elements for any value of net-to-gross ratio, because of the way 4 

the depositional elements are defined in FAKTS. To better understand why this is 5 

done, consider Equation 2 together with the fact that a floodplain depositional 6 

element is a geometrically defined unit that will always be laterally transitional to a 7 

channel-complex depositional element and never to another floodplain element. 8 

Applying the relationships reported in Figure 3 to Equation 1, it has been possible to 9 

synthesize curves that describe vertical and horizontal (cross-gradient) indicator 10 

variogram ranges as functions of net-to-gross ratio for channel and floodplain 11 

deposits (Figure 8). The values of indicator-variogram ranges predicted by the 12 

curves in Figure 8 refer to spherical and exponential models, for vertical and 13 

horizontal directions respectively. This is a result of the fact that the coefficient of 14 

variation (Cv) of depositional-element width is predicted to be higher than the 0.8 15 

threshold for every value of net-to-gross ratio, whereas the Cv of depositional-16 

element thickness is invariably lower than that. The curve in Figure 8b permits using 17 

knowledge of the net-to-gross ratio of the stratigraphic interval that needs to be 18 

modeled for the derivation of a value of indicator-variogram range for the horizontal 19 

direction. This is significant given that, typically, horizontal ranges cannot be 20 

obtained by means of geostatistical analysis of sparse well data. 21 

 22 

4.1.2 Testing net-to-gross-based indicator variogram models: unconditional 23 

simulations 24 
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A generic test of the value of SIS predictions made on the basis of the net-to-gross-1 

based relationships is necessary. This test has been undertaken here by evaluating 2 

unconditional (i.e. not conditioned on well data) SIS realizations, constrained on 3 

indicator-variogram ranges from Figure 8, and assuming exponential variogram 4 

models for both channel and floodplain deposits. However, because Figure 3 5 

predicts depositional-element widths being more variable (Cv > 0.8) than 6 

depositional-element thicknesses (Cv < 0.8), the relationship that relates horizontal 7 

indicator-variogram range and net-to-gross is based on the assumption of an 8 

exponential model, whereas the relationship that relates vertical indicator-variogram 9 

range and net-to-gross is based on the assumption of a spherical model. In spite of 10 

the choice for exponential models in the simulations, values of vertical range as 11 

derived from Figure 8a � which refers to a spherical model � have not been 12 

corrected upward to account for the difference in variogram model, as there is 13 

currently no empirical knowledge that tell us what that correction would need to be 14 

(although a tentative correction is applied later in this work). Simulations of a 4 km-15 

wide, 200 m-high (horizontal resolution: 4 m; vertical resolution 1 m) fluvial 16 

stratigraphy have been run for a 10% net-to-gross scenario, which, being mud-17 

prone, is relevant to the case study treated in this work, and favors distinction of 18 

channel deposits as discrete channel complexes, therefore enabling a comparison 19 

with FAKTS analog data for equivalent net-to-gross. All realizations have been 20 

modeled using the code SISIM (Deutsch & Journel 1998), as implemented in 21 

SGeMS (Remy et al. 2009). To force the realizations to exactly honor the channel-22 

deposit proportion (10%) and to clean them from noise, smoothing has been applied 23 

using a 5 x 3 moving window in TRANSCAT (Journel & Xu 1994; Remy et al. 2009). 24 

The realizations were visually inspected to qualitatively assess their geologic realism 25 
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and the variability across the set. Then, a quantitative comparison was made 1 

between a randomly chosen realization (Figure 9a) and FAKTS output from case 2 

studies with corresponding net-to-gross ratio (10% ±1.5%), in terms of channel-3 

complex geometries (Figure 9b, c and d). 4 

 5 

4.1.3 Sequential indicator simulations of the Blackhawk Formation outcrop 6 

Application of the technique has then focused on simulating the Blackhawk 7 

Formation outcrop architecture by means of SIS constrained on the selected 8 

analogs. The outcrop has been modeled adopting a resolution of 0.2 m x 1 m. A 9 

value of indicator variogram range (10 m) for the vertical direction has been 10 

computed from geostatistical analysis of dummy-well lithologic data (Figure 10a), as 11 

would normally be done in subsurface studies. Geostatistical analysis is, however, 12 

inapplicable to the horizontal direction even in case of tightly spaced wells (Figure 13 

10b). Thus, SIS input values of horizontal indicator-variogram range are based on 14 

the relationship), in Equation 1 (Ritzi 2000), applied making use of depositional-15 

element attributes from the two types of analogs (A-DQI synthetic analog and 16 

analogy based on net-to-gross relationship). Additionally, a third set of simulations 17 

has been constrained on indicator-variogram parameters based on weighted 18 

depositional-element width statistics for the A-DQI synthetic analog, by taking into 19 

account the variable thickness of the depositional elements in a way that thicker 20 

depositional elements contribute more to the statistics. This is sensible in a pixel-21 

based framework, in which descriptive statistics of the size of heterogeneities in a 22 

given direction would be drawn from sampling the extent of units across adjacent 23 

cells in that particular direction at multiple rows. Sets of 20 SIS runs were performed 24 

for each of 15 scenarios (Figure 11), given by a combination of the three analog 25 
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types (A-DQI synthetic analog, A-DQI synthetic analog with weighted depositional-1 

element width statistics, and analogy based on net-to-gross relationship) with five 2 

different well arrays (spacing: 1000 m, 500 m, 250 m, 100 m, 50 m; based on a 3 

vertical sample of the outcrop) used for hard-data conditioning. 4 

Although a vertical trend in the distribution of channel deposits across the outcrop is 5 

evident, this has not been accounted for by means of a vertical proportion curve, and 6 

no attempt has been made to separately model different stratigraphic intervals. 7 

In addition, three different sets of 20 control simulations have been run as 8 

constrained by the following:  9 

(i) indicator-variogram parameters entirely based on variography of a 10 

geocellular model (see below) of the Blackhawk Formation outcrop (Figure 11 

10), i.e. conditioning SIS using �mean indicator kriging� on a single 12 

indicator variogram that expresses the two-point statistics derived directly 13 

from the outcrop panel;  14 

(ii) well-derived vertical variogram range combined with horizontal variogram 15 

range based on the relationship of Ritzi (2000), i.e. Equation 1, making 16 

use of depositional-element width statistics from the Blackhawk Formation 17 

outcrop; the outcrop is therefore considered as an analog to itself, as in 18 

the earlier part of the paper dealing with correlability models;  19 

(iii) indicator-variogram parameters entirely based on the relationship by Ritzi 20 

(2000), i.e. Equation 1, applied to depositional-element attributes from the 21 

A-DQI synthetic analog, so that the values of the vertical variogram range 22 

are based on corresponding FAKTS output (i.e. depositional-element 23 

thicknesses and embedding coefficients for the A-DQI synthetic analog). 24 

An exponential variogram model was chosen for both channel and 25 
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overbank deposits and the corresponding value of ĭ (ĭ = 3) used for 1 

deriving both vertical and horizontal ranges, as based on the coefficients 2 

of variation in depositional-element width (Cv = 1.90 for channel 3 

complexes, Cv = 1.00 for floodplain elements), in spite of a spherical model 4 

being indicated by the coefficients of variation in depositional-element 5 

thickness (Cv = 0.70 for channel complexes, Cv = 0.42 for floodplain 6 

elements). The choice of setting value ĭ = 3 for both directions was based 7 

on results from the unconditional simulations (see below). 8 

The three sets of control simulations were conditioned on a single well-array (1000 m 9 

spacing), and their function is to contribute to a further assessment of model 10 

sensitivity to input parameters.  11 

A summary of variogram parameters used as input for the six different families of 12 

SIS realizations is given in Table 3. 13 

 14 

4.1.4 Model evaluation through 2D connectivity measures 15 

The test of the forecasting method involves the quantification of the mismatch 16 

between the predicted inter-well architecture and the observed outcrop architecture. 17 

The degree of similarity between the outcrop and the realizations is evaluated in 18 

terms of two-dimensional static connectivity metrics of channel deposits, employing a 19 

geocellular model of the outcrop (Figure 12) as a reference. Two types of 20 

connectivity metrics have been considered:  21 

(i) size (cross-sectional area) distribution of the connected geobodies (also 22 

termed �connected components�, or simply �geobodies�; cf. Deutsch 1998; 23 

Renard & Allard 2013) of channel deposits, i.e. clusters of cells modeled 24 
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as channel deposit and connected in two dimensions, computed 1 

considering edge connectivity using GEO_OBJ (Deutsch 1998);  2 

(ii) vertical and horizontal connectivity functions of channel deposits, whose 3 

estimation is computed using CONNEC3D (Pardo-Igúzquiza & Dowd 4 

2003); the connectivity function is defined as the probability that two points 5 

belonging to a given phase (here, channel deposits) are connected (i.e. 6 

belong to the same connected geobody), expressed as a function of their 7 

separation in a direction (Allard and HERESIM Group 1993; Renard & 8 

Allard 2013); connectivity functions have been calculated for a rectangular 9 

subset of the grid (2 km wide, 192 m high; see Figure 12), considering 10 

edge connectivity (Pardo-Igúzquiza & Dowd 2003). 11 

The reference realization representing the outcrop geocellular model is characterized 12 

by a size distribution of the connected geobodies and vertical and horizontal 13 

connectivity functions as given in Figure 13 and 14. 14 

Through quantification of the model-outcrop similarity by means of the same 15 

connectivity metrics, the impact of well-array spacing on the realism of the simulated 16 

architecture is also assessed. 17 

 18 

4.2 Results 19 

4.2.1 Simulations constrained on net-to-gross-based indicator-variogram models 20 

Firstly, we assess the geometry of channel complexes modeled in the unconditional 21 

SIS realization (Figure 9). The unconditional realization is characterized by:  22 

(i) average channel-complex thickness (2.58 m) that is significantly 23 

underestimated in comparison with both the empirical relationship on 24 
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which the channel-deposit indicator-variogram range was based (4.44 m) 1 

and the FAKTS stratigraphic volumes displaying corresponding net-to-2 

gross ratio (4.54 m);  3 

(ii) average channel-complex width (107.5 m) that is overestimated in 4 

comparison with the empirical relationship on which the channel-deposit 5 

indicator-variogram range was based (62.5 m), but underestimated as 6 

compared with the FAKTS stratigraphic volumes displaying corresponding 7 

net-to-gross ratio (140.1 m);  8 

(iii) lognormally distributed channel-complex thicknesses and widths, in 9 

agreement with FAKTS output (Figure 9c and 9d). 10 

It is particularly noteworthy that channel-complex width and thickness are 11 

respectively under- and over-estimated in comparison with what is predicted by the 12 

empirical relationships on which the variograms were based. These discrepancies 13 

may be due to the use of indicator-variogram vertical ranges drawn from the 14 

corresponding curve (Figure 8a), without application of a correction to account for 15 

the choice of an exponential, rather than spherical model (i.e. different value of ĭ). 16 

No correction was applied because the same range value was expected to be 17 

broadly applicable to both model types. Instead, in view of these results, a tentative 18 

ĭ correction was later applied when running some of the control simulations of the 19 

Blackhawk Formation panel. These control simulations were constrained using 20 

indicator-variogram ranges based on application of the A-DQI synthetic analog to 21 

Equation 1 for both the horizontal and vertical directions (�control 3� in Table 3). The 22 

tentative correction was made by taking ĭ = 3 for both directions. Generally, it is 23 

evident that there is limited precision in transferring analog experience to sequential 24 
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indicator simulations through empirical relationships linking indicator variogram 1 

model parameters to analog information. 2 

 3 

4.2.2 Blackhawk Formation outcrop simulations 4 

The cumulative distributions of the size of channel-deposit connected geobodies in 5 

the SIS realizations generated on the basis of the three sets of indicator-variogram 6 

models (A-DQI synthetic analog, A-DQI synthetic analog with weighted width 7 

statistics, analogy based on net-to-gross ratio) are compared with the equivalent 8 

curve for the outcrop-matching geocellular model (Figure 15a and b). The 9 

connected-geobody analysis reveals the following: 10 

(i) the mean size of the channel-deposit connected geobodies tend to be largest for 11 

the sets of simulations constrained by the highest value of channel indicator-12 

variogram horizontal range (A-DQI analog with weighted depositional-element 13 

width statistics) and to be smallest for the sets of simulations constrained by the 14 

lowest value of horizontal range (net-to-gross-based analogy); 15 

(ii) SIS realizations based on the A-DQI analog tend to match best with the outcrop 16 

when variogram horizontal ranges are not derived from weighted width statistics;  17 

(iii) SIS realizations based on the A-DQI analog with weighted depositional-element 18 

width statistics are more consistently over-optimistic (as compared with the 19 

outcrop) than the realizations associated with non-weighted width statistics, since 20 

they tend to distribute channel deposits across fewer and larger connected 21 

geobodies; thus, as the A-DQI analog is known to overestimate mean channel-22 

complex widths and underestimate mean floodplain-element widths, the 23 
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simulations based on thickness-weighted width statistics return results that better 1 

match expectations in terms of connected-geobody size distributions; 2 

(iv) SIS realizations constrained on the net-to-gross-based analogy are apparently 3 

over-pessimistic, as compared with the outcrop, as they display a distribution of 4 

channel deposits across more and smaller connected geobodies, if tens of 5 

connected geobodies are considered; however, this may not be so if the size of 6 

the largest connected geobody is solely taken into account (see below); 7 

(v) noise, which is expressed as randomly distributed cells of channel deposits, and 8 

which has not been cleaned in these realizations, is evident by the tail of the 9 

cumulative distributions, especially for the simulations based on net-to-gross 10 

analogy. Application of a realization-cleaning algorithm would probably result in 11 

more optimistic styles of channel-deposit clustering, though further analysis of 12 

this is beyond the scope of this study; 13 

(vi) all three groups of realizations show an overall tendency to a better match with 14 

the outcrop connected-geobody distributions with decreasing well-array spacing. 15 

Channel-deposit vertical and horizontal connectivity functions for the SIS realizations 16 

generated on the basis of the three sets of indicator-variogram models (A-DQI 17 

synthetic analog, A-DQI synthetic analog with weighted width statistics, analogy 18 

based on net-to-gross) are also compared with the equivalent curves for the outcrop-19 

matching geocellular model (Figures 16 and 17). This comparison permits the 20 

following observations and inferences: 21 

(i) considering mean vertical and horizontal connectivity functions for groups of 22 

realizations conditioned on the most widely spaced well array (4 wells, 1000 m), 23 

we can quantify their deviation from the outcrop connectivity functions as the sum 24 

(computed according to the grid resolution) of the squared differences 25 
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(σ ( ݂௨௧(݅)  െ ݂௭௧(݅))ଶୀଵ ; where h is the number of cells in a direction 1 

and f denotes the connectivity function). This shows that realizations associated 2 

with the A-DQI analog with non-weighted width statistics return the closest match 3 

with the outcrop (vertical Ȉ(ǻ2) =0.202, horizontal Ȉ(ǻ2) =0.525), whereas 4 

realizations constrained on the net-to-gross-based analogy return the worst 5 

match in terms of vertical connectivity function (vertical Ȉ(ǻ2) =0.316), and 6 

realizations based on the A-DQI analog with weighted width statistics return the 7 

worst match in terms of horizontal connectivity function (horizontal Ȉ(ǻ2) =8.296); 8 

(ii) considering the median of the horizontal connectivity functions for groups of 9 

realizations conditioned on the most widely spaced well array (4 wells, each 10 

spaced 1000 m apart), it is significant to observe that realizations based on the A-11 

DQI synthetic analog attain a worse match in channel-deposit connectivity than 12 

the simulations based on net-to-gross analogy; this apparently contrasts with the 13 

A-DQI synthetic analog being the better analog in terms of depositional-element 14 

geometries; 15 

(iii) in terms of vertical channel-deposit connectivity function, there is a tendency for 16 

underestimation of shorter-range (ca. below 10 m) vertical connectivity coupled 17 

with overestimation of longer-range (ca. above 13 m) vertical connectivity, 18 

evident in all three groups for well-array spacings varying from 1000 m to 100 m, 19 

if mean and median connectivity functions for groups of realizations are 20 

considered; 21 

(iv)  there is a tendency for overestimation of horizontal channel-deposit connectivity 22 

function, evident in all three groups for well-array spacings varying from 1000 m 23 

to 100 m, if mean connectivity functions for groups of realizations are considered. 24 

This is particularly important in consideration of the fact that channel-complex 25 
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and floodplain-element mean widths were respectively under- and overestimated 1 

by the empirical relationships relating mean widths to net-to-gross, relative to the 2 

outcrop panel (Tables 1 and 2); 3 

(v) if the standard deviation in vertical and horizontal connectivity function exhibited 4 

by each group of 20 simulations (i.e. for each analog type and well-array 5 

configuration) is plotted against distance (Figure 18), the area under the resulting 6 

curves will provide a measure of the total stochastic variability for each group. It 7 

is apparent that a decrease in well spacing does not necessarily result in a 8 

decrease in realization variability, which is particularly evident for simulations 9 

conditioned on 4 and 7 wells. It can also been noted that, thanks to the large size 10 

of the section considered, the realizations do not appear to suffer from a problem 11 

of �volume support� (cf. Larue & Hovadik 2006; Hovadik & Larue 2007), whereby 12 

an increase in horizontal indicator variogram range of the channel deposits 13 

determines an increase in variability in connectivity due to the more variable size 14 

of the heterogeneities relative to their container. 15 

The third point above needs further examination in consideration of what has been 16 

observed in Figure 15: channel-deposit vertical and horizontal connectivity functions 17 

of the SIS realizations constrained by the net-to-gross-based analogy are too 18 

optimistic despite connected-geobody analysis revealing a pessimistic style of 19 

channel-deposit clustering, whereby, as compared with the outcrop, channel 20 

deposits are distributed across a larger number of on average smaller connected 21 

geobodies. However, if the group of realizations conditioned on four wells is 22 

considered, for example, it is possible to observe how the largest and second largest 23 

channel connected geobodies in these realizations are on average larger (1.28 times 24 

and 1.05 times, respectively) than the same connected geobodies from the outcrop 25 
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geocellular model, and long-range horizontal connectivity functions seem to be 1 

controlled especially by these largest geobodies (Figure 19). It is important to note 2 

the following: (i) whereas horizontal indicator-variogram ranges differed, the input 3 

value of vertical range used to condition these realizations was the same (10 m) for 4 

all groups of simulations and for both channel and overbank deposits, as it was 5 

derived from geostatistical analysis of the dummy-well data; (ii) the group of 6 

simulations constrained by the net-to-gross analogy displayed the highest degree of 7 

noise (Figures 11 and 15). This has likely resulted in vertical paths of connected 8 

channel-deposit cells that controlled the size of the largest geobodies. Thus, the 9 

application of two alternative analogs that are respectively optimistic and pessimistic 10 

in terms of both channel-complex and floodplain-element lateral extent did not return 11 

corresponding simulation results in terms of connectivity functions and size of the 12 

largest geobodies. The important practical implication is that consideration of 13 

alternative outcrop analogs as a way to encompass architectural variability may not 14 

result in variations in mean connectivity functions and mean size of the largest 15 

connected geobody that directly reflect variations in the geometry of net-quality 16 

reservoir units seen across the different analogs. 17 

The same analysis of channel-deposit connected-geobody size distributions and 18 

connectivity functions has been applied to the three groups of control simulations, 19 

with the scope to better test the sensitivity of sequential indicator simulations to their 20 

input (Figures 20 and 21). Results can be summarized as follows: 21 

(i) the two sets of simulations based on application of analog-informed indicator-22 

variogram models result in better estimations of distributions of channel-deposit 23 

connected-geobody size than SIS runs conditioned on indicator-variogram 24 
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parameters based on curve fitting of data from geostatistical analysis of the 1 

outcrop (Figure 20), emphasizing the value of this type of analog application; 2 

(ii) SIS realizations constrained on variograms based on the Blackhawk Formation 3 

outcrop depositional-element statistics return, on average, slightly pessimistic 4 

channel-deposit geobody-size distributions;  5 

(iii) realizations conditioned on indicator-variogram models based on the Blackhawk 6 

depositional-element width statistics return the closest match with the outcrop in 7 

terms of mean horizontal connectivity function (vertical Ȉ(ǻ2) =0.264, horizontal 8 

Ȉ(ǻ2) =0.401; Figure 21), whereas realizations conditioned on the A-DQI analog 9 

with definition of indicator-variogram vertical ranges based on depositional-10 

element thickness statistics return the closest match with the outcrop in terms of 11 

mean vertical connectivity function (vertical Ȉ(ǻ2) =0.154, horizontal Ȉ(ǻ2) =1.373; 12 

Figure 21); realizations based on variogram parameters derived from outcrop 13 

geostatistical analysis return: vertical Ȉ(ǻ2) =0.267, horizontal Ȉ(ǻ2) =0.567. 14 

Thus, the application of a better �analog� (i.e. the outcrop itself) for width statistics 15 

has determined improved reproduction of the horizontal connectivity function, 16 

whereas consideration of different values of vertical variogram range for channel 17 

and floodplain deposits (as based on analog thickness statistics) has determined 18 

improved reproduction of the vertical connectivity function; 19 

(iv) in terms of mean vertical channel-deposit connectivity function, there is a 20 

tendency for underestimation of shorter-range (ca. below 10 m) vertical 21 

connectivity coupled with overestimation of longer-range (ca. above 13 m) 22 

vertical connectivity, evident in all three groups (Figure 21); 23 

(v) there is a consistent overestimation of mean horizontal channel-deposit 24 

connectivity function for values of separation above ca. 1000 m (Figure 21). 25 
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 1 

5. DISCUSSION 2 

As applied to the prediction of the Blackhawk Formation outcrop panel, results 3 

demonstrate the utility of correlability models (Colombera et al. 2014) as tools for 4 

checking the geologic realism of sandbody well-correlation panels against the large-5 

scale fluvial architecture of outcrop analogs. The confidence in method application is 6 

strongly related to the degree of sandbody sampling, as is to be expected. With 7 

reference to this particular case study and to correlability-model applications where 8 

the approach works best (i.e. cases that allow for sufficient sand-body sampling), 9 

revisions of well correlations are advisable when values of panel-model discrepancy 10 

for each correlation distance are above 0.05. If a statistically significant number of 11 

bodies are sampled, consistency is achieved between the predictions made and the 12 

degree of panel-model match in sandstone width descriptive statistics, in terms of 13 

both magnitude and direction of panel-model deviation. This also suggests the value 14 

of simultaneously considering multiple analogs as a way to treat uncertainty 15 

associated with analog choice (Shepherd 2009), by checking subsurface correlation 16 

panels against alternative scenarios based on equally suitable analogs. 17 

Both unconditional sequential indicator simulations and SIS models of the Blackhawk 18 

Formation outcrop architecture have been constrained by indicator-variogram 19 

parameters derived from empirical relationships (Ritzi 2000; Equations 1 and 2) that 20 

express such parameters as functions of geologic attributes. There is evidently 21 

imprecision inherent in the process of transferring outcrop-analog knowledge to 22 

pixel-based reservoir models through indicator-variogram models informed by these 23 

relationships, as shown by generic unconditional simulations. In particular, it seems 24 

that the empirical relationships proposed by Ritzi (2000) for the estimation of the 25 
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indicator variogram range could be improved, possibly by rendering the ĭ parameter 1 

expressed as a continuous function of the coefficient of variation of the size of the 2 

heterogeneity. Nonetheless, it has been shown that in effect employing values of 3 

horizontal indicator-variogram range based on outcrop-analog data resulted in 4 

subsurface reconstructions that are as good as � if not better than � realizations 5 

simulated on the basis of indicator-variogram models based on curve fitting of 6 

experimental variogram values, if the quality of the prediction is assessed by static-7 

connectivity metrics. Although this observation supports our approach in transferring 8 

outcrop-analog experience to the geostatistical modeling practice, it is important to 9 

note that different groups of SIS models display styles of channel-deposit clustering 10 

and connectivity that do not match with what is expected from descriptive statistics 11 

for the different analogs considered. As an increase in horizontal range is in effect 12 

anticipated to correspond to an increase in connectivity (Larue & Hovadik 2006), it 13 

should be expected that the choice of two alternative analogs that are known to be 14 

respectively rather optimistic and pessimistic (in terms of lateral continuity of sand-15 

prone channel complexes versus mud-prone floodplain elements) would result in 16 

subsurface realizations that � on average � will predict corresponding characteristics 17 

of channel-deposit horizontal static connectivity. The fact that mean and median 18 

horizontal connectivity functions do not reflect analog depositional-element width 19 

data may be indicative of (i) problems connected with the SIS technique that seem to 20 

be overriding (e.g. noise, also evidenced by visual inspection and connected-21 

geobody analysis), or of (ii) the fact that for a fixed net-to-gross ratio smaller channel 22 

bodies effectively determine a distribution of channel deposits that is more favorable 23 

for horizontal connectivity (cf. Hovadik & Larue 2007). These considerations should 24 
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be borne in mind when applying multiple analogs to SIS as a way to account for 1 

uncertainty in analog selection. 2 

It has also been observed that an increase in the number of conditioning wells, which 3 

are therefore more closely spaced, does not necessarily result in a reduction in the 4 

variability in connectivity functions seen within each group of equiprobable 5 

realizations, and this is especially evident for the realizations conditioned to the most 6 

widely spaced well arrays; this is counter to the expectation that an increase in the 7 

number of wells should necessarily result in a decrease in model variability 8 

(Matheron et al. 1987; Felletti 2004), and so uncertainty. 9 

Whereas object- or training-image-based approaches are advisable over variogram-10 

based ones in application to the modeling of channelized units, SIS is still applied to 11 

modeling fluvial reservoirs (Ringrose and Bentley 2015), and there may be situations 12 

when particular features of a fluvial reservoir are preferably modeled using SIS. As 13 

pixel-based methods return realizations that perfectly honor all the well data, their 14 

application is particularly suitable for densely drilled reservoirs. SIS models invariably 15 

display unstructured geometries: this makes SIS inappropriate for the simulation of 16 

channelized units, but does not compromise the application of SIS to the simulation 17 

of rock units of unknown shape. 18 

Although SIS does not particularly lend itself to the simulation of channelized 19 

reservoirs, in relation to its inability to reproduce complex curvilinear geometries, this 20 

specific application is still meant to be a generic test of the approach of analog-21 

based SIS conditioning. This test has been carried out against a fluvial succession in 22 

relation to the type of analog data being available. In a real-world practice of 23 

subsurface characterization, the tested workflow for variogram parameterization 24 

described here could still be applied to (i) the simulation of sedimentary 25 
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heterogeneities within reservoirs of a different nature, possibly also through 1 

application of truncated Gaussian approaches, or (ii) to the generation of a number 2 

of equiprobable 2D well correlation panels through SIS. 3 

Two elements of uncertainty need to be considered concerning the value of the 4 

results of this work for 3D reservoir-model building. The relationship between the 5 

indicator-variogram range of a channelized unit along a given direction is not a 6 

simple function of its continuity in that direction, if the channelized unit is 7 

characterized by a complex shape (e.g. wavelength and amplitude of a sinuous 8 

channel belt; cf. Caers & Zhang 2004). Thus, the tested empirical approach cannot 9 

be readily applied to the estimation of indicator-variogram ranges that relate the 10 

downstream physical continuity of 3D channelized units (downstream-oriented 11 

indicator-variogram range for channel deposits), in view of uncertainty on the 3D 12 

shape of these units. Additionally, because of the inability of indicator variograms to 13 

capture 3D shapes, and thus the inappropriateness of SIS as a tool for the 14 

reproduction of curvilinear features, all the results expressed as connectivity metrics 15 

cannot be directly extrapolated to a 3D scenario. However, in consideration of the 16 

unstructured nature of rock domains modeled with SIS, it is conceivable that the 17 

down-dip static connectivity of channel deposits would be significantly 18 

underestimated, even if realistic values of indicator-variogram ranges for the down-19 

system direction were derived. 20 

 21 

6. CONCLUSIONS 22 
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The current study has demonstrated the two-fold application of outcrop analogs as a 1 

basis for both informing and testing predictive tools for forecasting the architecture of 2 

subsurface fluvial successions. 3 

Correlability models have been shown to serve as realistic templates for comparing 4 

the geologic realism of sandbody well correlations against outcrop analogs. Results 5 

also demonstrate that, if well arrays offer sufficient sampling of the sandbodies, 6 

different correlability models can be usefully applied to the same panel to account for 7 

uncertainty associated with analog suitability. 8 

Although there is imprecision inherent in the process of transferring outcrop-analog 9 

knowledge to variogram-based reservoir models, and results suggest that existing 10 

empirical relationships are improvable, the use of analog information in the 11 

compilation of indicator-variogram models for channel and overbank deposits has 12 

been demonstrated to be effective. Sequential indicator simulations conditioned to 13 

such variogram models display a comparable degree of realism relative to equivalent 14 

simulations conditioned to variograms based on the outcrop two-point statistics. 15 

However, there may not be a straightforward correspondence between the degree of 16 

channel-deposit connectivity in a set of models and the analog dimensional 17 

parameters used for building them, when considering multiple analogs as 18 

representative of pessimistic or optimistic scenarios on the basis of their geometric 19 

properties. 20 

These results support the use of outcrop-analog experience to build subsurface 21 

models of large-scale fluvial architecture, and stress the continuing need for analog 22 

studies and the utility of databases of outcrop-analog architecture. However, 23 

guidelines are necessary for ensuring best practice in the application of analogs to 24 

subsurface modeling problems, which can be drawn from studies of this type. 25 
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 12 

TABLE CAPTIONS 13 

Table 1: summary of channel-complex (CC) width descriptive statistics (inclusive of 14 

partial- and unlimited-width data, associated with outcrop termination, sensu Geehan 15 

and Underwood, 1993), for both the architectural panel in Figure 2 and the chosen 16 

analogs. A-DQI means highest score in data quality index. N refers to the number of 17 

observations (depositional elements). 18 

 19 
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Table 2: summary of floodplain depositional element width descriptive statistics 1 

(inclusive of partial-width data, associated with outcrop termination), for both the 2 

architectural panel in Figure 2 and the chosen analogs. A-DQI means highest score 3 

in data quality index. N refers to the number of observations (depositional elements). 4 

 5 

Table 3: summary of variogram parameters used as input for the six different groups 6 

of SIS realizations, as based on data from both the Blackhawk panel (geostatistical 7 

analysis of the outcrop geocellular model, depositional-element width statistics) and 8 

the FAKTS analogs. A-DQI means highest score in data quality index. 9 

 10 

FIGURE CAPTIONS 11 

Figure 1: location map showing the position of the outcropping study succession in 12 

the central Wasatch Plateau area (Utah, USA). 13 

 14 

Figure 2: architectural panel of part of the Blackhawk Formation depicting the 15 

distribution of channel and overbank deposits based on interpretation of the chosen 16 

outcrop. The grid overlain on the panel represents an array of 65 �dummy� wells (see 17 

text for explanation). 18 

 19 

Figure 3: scatter plots of different depositional-element architectural features against 20 

element proportions, as computed for suitable FAKTS stratigraphic volumes 21 

associated with high-quality datasets. Each data point represents a stratigraphic 22 

volume. Best-fit regression curves fitted to the data are graphed and reported as 23 

equations with associated R2 values. These curves permit prediction of depositional-24 
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element thickness mean (A, B) and standard deviation (C, D), width mean (E, F) and 1 

standard deviation (G, H), and vertical embedding coefficient (I, K). See text for 2 

definitions. 3 

 4 

Figure 4: comparison between curves of the total probability of penetration (above) 5 

and correlation (below) of channel complexes as a function of distance, and 6 

proportions of channel complexes penetrated or �correlated� for variable dummy-well 7 

separation. The total-probability curves are based on: (i) the outcrop itself, (ii) the A-8 

DQI analog, (iii) channel-complex width descriptive statistics predicted for the 9 

observed net-to-gross ratio. 10 

 11 

Figure 5: comparison between channel-complex correlability models (lines) and 12 

values of proportion-based outcrop channel-complex correlability (data points). The 13 

correlability models are based on: (i) the outcrop itself, (ii) the A-DQI analog, (iii) 14 

channel-complex width descriptive statistics predicted for the observed net-to-gross 15 

ratio. The four different sets of models and outcrop data relate to different well arrays 16 

(well spacing S reported in upper right corner of plots). 17 

 18 

Figure 6: histogram of channel-complex apparent widths (as projected into the plane 19 

of the panel) from the Blackhawk Formation outcrop; a lognormal probability density 20 

function has been fitted to the width distribution. 21 

 22 

Figure 7: bar chart of the values of outcrop versus model cumulative discrepancy 23 

shown by models for different well-array configurations, as given in Figure 5; Np = 24 
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number of penetrated channel complexes, Nc = number of �correlated� channel 1 

complexes. 2 

 3 

Figure 8: curves for the prediction of indicator variogram vertical (A) and horizontal 4 

(B) ranges as functions of net-to-gross ratio for channel and floodplain deposits; 5 

these curves are based on empirical relationships (see text for explanation); the two 6 

sets of curves refer to spherical (A) and exponential (B) indicator-variogram models. 7 

 8 

Figure 9: unconditional SIS realization (A) constrained on indicator-variogram 9 

parameters derived from net-to-gross-based relationships and chosen for model 10 

evaluation, carried out as comparison against FAKTS stratigraphic volume with 11 

corresponding net-to-gross, in terms of channel complex thickness (B, C) and width 12 

(B, D). 13 

 14 

Figure 10: experimental indicator variograms of the outcrop fluvial architecture, 15 

computed for vertical (A) and horizontal (B) directions from geostatistical analysis of 16 

dummy-well data, for well arrays with variable spacing; the actual horizontal indicator 17 

variogram of the outcrop, calculated from the outcrop geocellular model, is 18 

represented as a continuous line. 19 

 20 

Figure 11: example SIS realizations for each of the 15 scenarios (5 well array 21 

configurations, 3 sets of analog-based SIS input) of modeled outcrop architecture; 22 

the shown examples were all generated from the same seed number (which 23 

generates the random path through the grid; Deutsch & Journel 1998). 24 

 25 
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Figure 12: realization matching the observed outcrop architecture, used as a 1 

reference against which to compare SIS modeling results; the rectangular frame 2 

delineates the outcrop section employed for the analysis of connectivity functions. 3 

 4 

Figure 13: cumulative size distribution of the connected geobodies of channel 5 

deposits of the reference realization matching the outcrop architecture; the 6 

cumulative number of geobodies is ordered by decreasing connected-geobody size. 7 

 8 

Figure 14: vertical and horizontal connectivity functions of channel deposits of a 9 

selected portion (see Figure 12) of the reference realization matching the outcrop 10 

architecture. 11 

 12 

Figure 15: comparison between the outcrop distribution of channel-deposit 13 

connected-geobody sizes and the same distributions for the different sets of SIS 14 

realizations constrained by analog-based indicator variograms. 15 

 16 

Figure 16: comparison between the vertical connectivity function for channel 17 

deposits for the outcrop and the same functions for the different sets of SIS 18 

realizations constrained by analog-based indicator variograms. 19 

 20 

Figure 17: comparison between the horizontal connectivity function for channel 21 

deposits for the outcrop and the same functions for the different sets of SIS 22 

realizations constrained by analog-based indicator variograms. 23 

 24 
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Figure 18: plots of the standard deviation in vertical (left) and horizontal (right) 1 

channel-deposit connectivity function exhibited by the different groups of 20 2 

realizations, presented for the different sets of analog-based SIS input and for the 3 

different well-array configurations used for SIS conditioning. 4 

 5 

Figure 19: plots of the size of each of the five largest channel-deposit connected 6 

geobodies against the channel-deposit horizontal connectivity function at 1000 m 7 

(above) and 300 m (below), for the 20 realizations generated on the basis of the net-8 

to-gross analogy and most widely spaced (1000 m) well array; results are compared 9 

with the outcrop-matching reference realization.  10 

 11 

Figure 20: comparison between the outcrop distribution of channel-deposit 12 

connected-geobody sizes and the same distributions for the three sets of sequential 13 

indicator simulations used as controls. 14 

 15 

Figure 21: comparison between the vertical and horizontal connectivity function for 16 

channel deposits for the outcrop and the same functions for the three sets of 17 

sequential indicator simulations used as controls. 18 

 19 



 

 

 

TABLES 
 

Table 1: summary of channel-complex (CC) width descriptive statistics (inclusive of partial- and 
unlimited-width data, associated with outcrop termination, sensu Greehan and Underwood, 1993), for 
both the architectural panel in Fig. 2 and the chosen analogs. A-DQI means highest score in data 
quality index. N refers to the number of observations (depositional elements). 
 

Dataset Mean CC width (m) 
CC width standard 

deviation 
N 

All Blackhawk Fm. panel 160 171 99 

Net:gross relationships 
Predicted mean CC 

width (m) 
Predicted CC width 
standard deviation 

 

0.18 net:gross ratio (all panel) 85 81  

Synthetic analog Mean CC width (m) 
CC width standard 

deviation 
N 

A-DQI humid/subhumid system 
in foreland basin 

198 284 191 

A-DQI humid/subhumid system 
in foreland basin - thickness 
weighted statistics - 

314 431 111 

 

Table 2: summary of floodplain depositional element width descriptive statistics (inclusive of partial-
width data, associated with outcrop termination), for both the architectural panel in Fig. 2 and the 
chosen analogs. A-DQI means highest score in data quality index. N refers to the number of 
observations (depositional elements). 
 

Dataset 
Mean floodplain 

width (m) 
Floodplain width 

standard deviation 
N 

All Blackhawk Fm. panel 661 686 187 

Net:gross relationships 
Predicted mean 

floodplain width (m) 

Predicted 
floodplain width 

standard deviation 
 

0.18 net:gross ratio (all panel) 1177 1037  

Synthetic analog 
Mean floodplain 

width (m) 
Floodplain width 

standard deviation 
N 

A-DQI humid/subhumid system 
in foreland basin 

575 496 116 

A-DQI humid/subhumid system 
in foreland basin - thickness 
weighted statistics - 

634 611 116 

 

Table 3: summary of variogram parameters used as input for the six different groups of SIS 
realizations, as based on data from both the Blackhawk Fm. panel (geostatistical analysis of the 
outcrop geocellular model, depositional-element width statistics) and the FAKTS analogs. A-DQI 
means highest score in data quality index. 
 



 

 

 

Geostatistical 
analysis 

Variogram 
model 

Vertical 
range (m) 

 
Horizontal 
range (m) 

 

Architectural-panel 
indicator variogram 
(Control 1) 

Exponential 10  320  

Analog-based SIS 
input 

Variogram 
model 

Channel-
deposit 
vertical 

range (m) 

Floodplain-
deposit 
vertical 

range (m) 

Channel-
deposit 

horizontal 
range (m) 

Floodplain-
deposit 

horizontal 
range (m) 

0.18 net:gross ratio 
(all panel) 

Exponential 
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grid size: X = 4000 m, Y = 200 m (vertical exaggeration x5)
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grid size: X = 4000 m, Y = 200 m (vertical exaggeration x5)
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