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Abstract

In vivo micro-computed tomography (LCT) scanniagan important tool for
longitudinal monitoringof the bone adaptation process in animal models
However, the errors associated with the usage of in vivo uCT measusesior
the evaluatiorof bone adaptations remain uncléBine aim of this study was to
evaluate the measurement errors using the bone surface distarazchpre
right tibias of eight 14-week-old C57BL/6J female mice were casety
scanned four timem an in vivo HCT scanner using a nominal isotropic image
voxel size (10.4um) and the tibias were repositioned between each 3¢en
repeated scan image datasets were aligméide corresponding baseline (first)
scan image dataset using rigid registration and a region oéshteas selected
in the proximal tibia metaphysis for analyditie bone surface distances between
the repeated and the baseline scan datasets were evaluatedolingathat the
average (+ standard deviation) median @8tipercentile bone surface distances
were3.10 £ 0.76 um and 9.58 + 1.j{0n, respectivelyThis study indicated that
there were inevitable errors associated with the in vivo pf@asurements of
bone microarchitecture and these errors should be taken intenaddopa better

interpretation of bone adaptations measured with in vivo.uCT

Keywords: in vivo uCT, bone adaptation, bone surface distance, madae t

repeated scans



1. Introduction

Several musculoskeletal pathologies (e.g. osteoporosis) #ifeechorphology
and density of the bone over time, impairing the length anlityjoélife of the
ageing populations through increased frequency of fracdumember of subject
specific modelling approaches weabeen developed to study the effect of
pathologies and drug treatments on the mechanical properties®fskructure
[1- 3]. However, validation of such models is not trivial, becdhseadaptations
of bone density and morphology need to be quantified erpatally over time
[4, 5. Due to the limitation of image resolutiom the standard clinical
guantitative computed tomography (QCT) scanner, the QCT scato@synot
allow the assessment of bone microstructure. The high-resobgigrheral QCT
scanning allows the in vivo assessment of bone microstrunthreman subjects
[6], but the scanning region is limited to the human disdtéd and distal radius.
Furthermore, it is very difficult to carry out medic interventionpatients. Small
rodents, on the other hands, offer a cost-effective and efficient wagéd sip
the research and development of drug therapies. In additionn thieoi high
resolution micro-computed tomography (UCT) scanning can be performed
repeatedlhyonthe complete tibia of small rodents in preclinical studiesderto
estimate the adaptation$ bone density and microarchitecture over time, often
on the same bone of the same aninf@l [

In order to quantify bone adaptations in a longitudinal ahstudy using

HCT, three-dimensional3D) bone morphometric measurements (trabecular
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thicknesstrabecular numbetrabecular separationortex thickness, etc.) over a
volume of interest (VOI) (mouse tibia, caudal vertebra and ra, tdic.) were
used B - 11. However, thee morphometric measurements were averaged over
the complete bon¥OI and therefore cannot provide 3D spatial information of
bone adaptations. In order to visualise bone adaptatior3,ith& in vivo uCT
Images obtained at the same anatomical site (of the same anmradifterent
time points need to be superimposed (register€dg following rules were
applied when interpreting the superimposed longitudinabendatasets: (a) the
newly appeared bone voxels were defined as the formed bone rdpidhe (
disappeared bone voxels were defined as the resorbed bone redi(r), tae
bone voxels present at both time points were defined ascquielsone region.
However, the errors associated with the in vivo uCT measurenidmne
microarchitecture were frequently ignored when using the above rulgsrioret
bone adaptation¥[8, 11, 12], which may result in amaccurate interpretation.

While the highly reproducible bone morphometric measurements o no
necessarily imply a high degree of resemblance between two objectmria
surface distance quantifications (the median distance, the 95% gerdestance,
etc.) provide the solution to quantify the degree of resemblaeteeen two
superimposed objectt3]. Thereafterabetter interpretation of bone adaptations
in the superimposed longitudinal image datasets can be aclig\vading into

account the measurement errors assdsgéie bone surface distance approach



The aim of this study was to use the bone surface distanceaappoo
evaluate the experimental errors associated with the in \@ompeasurements

of bone microarchitecture in mouse tibias.

2. Materials and methods

2.1. Animals

Eight 14-week-old female C57BL/6J (BL6) mice were purchased from Harlan
Laboratories (Bicester, UKPrior to the experiment, the mice were allowed to
acclimate to the new environment for one week, and were housed sartiee
environmentally controlled conditions with a twelve-hoight/dark cycle at
22°C and had free access to food and water. All the procederescamplied
with the UK Animals (Scientific Procedures) Act 1986 and were revieamed
approved by the local Research Ethics Committee of the Univefsiityedfield

(Sheffield, UK).

2.2. Invivo uCT scanning

For the duration of in vivo uCT scanning, the mice were placed on a hpating
to keep them warm, maintained under anaesthetic gases ra@sefiuand the
complete right tibia of each mouse was scanned four times cdrsgcusing
vivaCT 80 (Scanco Medical, Bruettisellen, Switzerland) (approximately four
hours per four consecutive scar@tween each scan, the mouse was not woken
up but was repositioned in the sample holder to simadtngitudinal study

design The tibia was firmly fixed in the sample holder with beaded plasti@cabl



ties (Cable Ties Direct, Sheffield, UK) to prevent any moverdarihg the scan.

The scanner was operated at 55 keV, 145amntegration time of 200 ms and

a nominal isotropic image voxel size of 10.4 um. The radiatase drom the

HCT scanning was estimated to be approximately 500 mGy for each scan, which
has been proved to cause no significant effect on bone adaptfp LCT is

able to characterize the bone mineralization, but it is subjdxtam hardening
artefacts due to the polychromatic X-ray bedtf].[ Therefore, a third-order
polynomial beam hardening correction algorithm provided leyniianufacturer
(Scanco Medical AG), determined using the 1200 mg HAlwedge phantom,

was applied to all the scarsy|.

2.3. Image processing

In the image processing chalfid. 1), first, in order to facilitate the cropping of
the baseline image§i@. 19, the long axis of the mouse tibia from the baseline
(first) scan was roughly aligned to the Z-axis in the glamairdinate system
(Amira 5.4.3, FEI Visualization Sciences Group, France). After rotadiod
translation, the baseline images were resampled to generate magsvdataset
(Fig. 1b). To reduce the errors associating with the resampling prottess
Lanczos kernel, a low-pass filter (defined by a sinc function$idered to be the
‘best compromise’ among several simple filters [16], was applied to resample the
transformed baseline images. After the resampling, part of proiougd, the

distal femur, and the proximal calcaneus were removed from the images by



cropping the transformed image data$eg.(1b) into a smaller dataset which
only contained the tibiaHg. 1c). Due to the potential relative movements of the
bone segments between repeated scans, the inclusion of prékutel distal
femur and proximal calcaneus could potentially influence titeocmes of the
subsequent image registratidkfterwards, in order to enable the analysis of the
sameVOl, the repeated scan image datasEtg. (1d) were registered to their
corresponding baseline scan image dataset (fixed in the regrsipaticess) by
applying a 3D rigid registration algorithm (Amira 5.4.3), in @rhithe least
squares difference of intensities between the baseline scanrepdated scan
image dataset was minimizetl7]. To reduce the risk of converging atocal
minimum, the rigid registration algorithm consisted of a pyramid strategy
starting at a coarse resampling of the dataset and proceeding to fingtioesol
The registration was performed from the coarsest voxel sizeéhmfihest voxel
size and stopped when the finest voxel size (10.4 um) was reactatiean
convergent criterion (tolerance = 0.0001) of the least squarestllgaras met
Any obvious registration failure (local minimum) was monitotiedugh visual
inspections, and registration was performed again until nmabvegistration
failure. After registration, the Lanczos approximation was agbberesample
the registered repeated scan imageg.(16. After resampling, the newly
generated repeated scan and baseline images shared the same coordinate system
and then the same VOIs were cropped &id.(16. The VOI was set to be the

proximal tibia metaphysis, extending 1.31mm distally from the growth ptate a

7



starting at the point where the growth plate tissue was mgetovisible in the
grayscale CT slicesl]. The grayscale/Ol datasets were smoothed with a
Gaussian filter (sigma = 1.2, support = 2.0) and binarized inte @
background using a fixed single level threshold, i.e. 25.5ftadimal grayscale
value [L8]. The applied image threshold values were equivalent to an a grage
standard deviation) bone mineral density (BMiD}#23 + 11mg HA/cn?® (range
from 405 mg HA/crito 444 mg HA/cr?) and corresporeti to the valley region
between the two peaks in the BMD histograms. All the segtiens were
checked visually to ensure the proper application of the chosendlutesifues.
The bone surfaces were reconstructed fifoabinary image datasets without any
smoothing, i.e. the reconstructed surfaces were the outer surfacedofitidary
bone voxelsOn average, 391071 £ 119732 (mean * standard deviation) surfaces
and 197026 + 60215 vertices were generated to represent each @brieoV
each mouse, the three repeated scan images were superimposed telitne bas
(first) scan images and three evaluation groups were formed. In eagh the
bone surface distance at each surface vertex was evaluated (Amira 5.4&) and t
bone surface distance at each surface vertex was defined as theedhsian this
vertex to the nearest point located at the superimposed bone VOI.

The reproducibility of the bone morphometric measurements and the bone
density measurements was analysed in order to compartheqibblished data.
For this purpose, the original grayscale image datasets dibtaevOIl were

imported back to the manufacturer (Scanco Medical AG) software and the
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cortical and trabecular regions were separated using an autooost®diring
method [9]. The imported grayscale images were then smoothed using a
Gaussian filter (sigma = 1.2, support = 2.0) and binarized into lbode
background using 25.5% of the maximum grayscale value as the drgsBjo
Subsequently, the binary images were analysed (Image Processing Language,
Scanco Medical, Bruettisellen, Switzerland) to determine the bone mogpiom
measurements (BV/TV: bone volume fraction, Tb.Th: trabecular thickness,
Th.Sp: trabecular separation, Tb.N: trabecular number and Ct.Th: cortex
thickness) and the density measurements (BMD: bone mineral dangifyMD:
bone mineral content divided by the bone volume).
2.4. Statistical analysis
The normal distribution of the distance data was judgedudgfrovisual
inspections on the histogram plots.

The reproducibility of the morphometric measurements and borgtyen
measurements was characterizedhgprecision errors (PEs20], which were
expressed both as absolute values of the standard deviabpiiREsp) and as

coefficients of variation (CV) (Pkv).

PEgp = \/zm SD?/m (1)

PEyies = [y %CV7/m 2)

with



%CV; = 22 x 100% (3)
i =3

]

where, m is the subject number (m = 8he current study) ang; is the mean of
all x;; for subject j.
To determine how accurate the PEs were, the confidence intervals (CIs)

were determined for each of the /¥ values using ahs-squared distribution

x?)-

af af
X1-Zar Xy

where, df is the total degrees of freedah= 24 inthe current study).
The intraclass correlation coefficients (ICCs) were also calculated to
guantitatively measure the reproducibility of the datas&ts The ICC is the

ratio of the inter-subject variance divided by the population variance

Fo—1

ICC= Fo+(n—-1)

(5)
where, k is the ratio of between-subject mean squares over the residiigl-wi
subject mean squares and n is the number of repetitions (mthi4 study). The
values of ICC vary between 0 and 1, where 1 deragpesfect reproducibility.
More detailed descriptions about the definitionRisp, PEqcv, Cls and

ICCs can be found in Kohler et a2 and Nishiyama et all1[].

3. Results

The bone surface distances in each evaluation group were noiallyo

distributed. Therefore, the 550", 75" and 94%' percentile distances in each
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group were reportedréble 1 andFig. 2). The average (+ SD) median a9g"
percentile distances for the eight micera3.10 + 0.76 pm and 9.581.70 pum
respectivelyln all groups95.74 £ 3.08% (range from 84.38% to 99.73%the
distances was shorter than 10 pm @3d = 0.25% (range from 0.01% to 1.29%)
of the distances aslonger than 20 um. The average (£ SD) maximum distance
in all groups was 171.63 £ 61.84n (range from 73.59 um to 302.44 um)
representative visualisation of the distribution of the bom&se distances the
mouse tibia VOI is shown ifrig. 3, which indicated that the distances were
shorter than 10 pm in most bone surface regions (95,4%d)longer than@
pmonly in a few regions (0.09%) with a maximum distance of 1531823

The mean morphometric measurements, the bone density measureraents, th
precision errors (P, Phwcv and Cisy) and the intraclass correlation
coefficients (ICCs) of the measurements are reportdélote 2 The precision
error PE,cv ranged from 0.88% (Th.Th) to 3.93% (Th.Sp) and the ICCs ranged
from 0.893 (TMD) to 0.995 (Ct.Th), which indicated a high reproducytilitthe

morphometric measurements and the bone density measurements.

4. Discussion

In this study, eight mouse tibias were consecutively scannedifees using the

in vivo uCT scanner and the errors associated with the 3Divim wCT
measurement of the bone microarchitecture were evaluated usingoriee b

surface distance approach. It was found that there were inevitabls erro
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associated with the in vivo uCT measurements and for the protimaategions
analysed, the average (x SD) median ariti @& centile bone surface distances
were 3.10 £ 0.7¢tmand 9.58 + 1.7(um, respectively

Knowing the errors associated with the in vivo uCT measureoafdiine
microarchitectureis a prerequisite for an accurate interpretation of bone
adaptations in the superimposed longitudinal scan imageetat&®r an
illustration, the complete tibia of one mouse (BL6) was schmae¢he ages of
week 14 and week 18 using the scan protocol describled outrent study. After
superimposing the two image datasets and the applicdti®omobean operations,
four regions should be defined for a better interpretation of bdaptation(a)
an unclear region, the size of which is determimgthe measurement error; (b)
a bone formation region, formed by the newly appeared bone véxedsbone
resorption region, formed by the disappeared bone voaets (d)a quiescent
bone region, formed by the bone voxels present at both times@big. 4). In
this study, for the proximal tibia regions analysed, the aegta§D) median and
95" percentile surface distances were small, i.e. 3.10 + 0.76 pm 5 9.70
Kum, respectively, which means that the reconstructed bone surfacesgnaach
highly resembled each othddowever, in a few regions (0.31% + 0.25%)e
bone surface distancemelonger than 20 pnf{g.3), which could be due to the
discrepancies in these reconstructed regions caused lyathéculae, the noise
in the image datasets, or the image processing methods raegist

transformation, segmentation, etc.).
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The reproducibility of the morphometric measurements has beeaoyskyv
evaluated in a few studied(, 11 22]. Among them, one studyl(] was
comparable to the current wolky the study set-up (analysis region, scan
protocol). Similar reproducibility results were found, i.e. for h# parameters
analysed, the absolute differencePddcv ranged from 0.24% (TMD) to 1.46%
(Tb.N) and those of ICC ranged from 0.028 (Th.N) to 0.319 (TMRple 2).
The small differences might be due to the discrepancy in thesipragessing
methods. While the optimization measure of mattes mutual infamand the
linear interpolation was applied in Nishiyama et &l0]] the Eucidean
optimization measure and the Lanczos interpolation were used in tblis. art

In this study, a couple of points need to be noted. Firstptbasurement
errors obtained in this study can be considered as ther lssund among the
values generated from other interpolation methdtss is due to the application
of the Lanczos interpolation kernel, which produces the resuitparable to the
B-spline kernel 23] and the lowest interpolation error compared to other
interpolation methods (i.e. the nearest neighbour and &adimterpolations)
[24]. Second, even though the values of the in vivo uCT measureamens
depend on the uCT scanner, the scan protocol, the image procestimayls
etc., the current study proposed a methodology, i.e. the bone surfaaacdist
method, to estimate ¢hin vivo pCT measurement errors

On the other handome limitations should be noted in this stueélyst, the

first scan of each mouse was considered as the baseline scarnteneéence
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for the comparisons. The comparisons between the repeated scanstweada
Nevertheless, the inevitable errors associated with theann@a measurements
were fourd. Second, bone surfaces with jagged edges were generated, because no
smoothing was applied when generating the surfaces fronybmages. These
jagged edges may contribute to the measurement errors caladatgdhe bone
surface distance approach. Nevertheless, the interpretation of degrtateon is
based on the binary images. Last but not Jéhstmice were not woken up
the repeated scanghich is a necessary step when the in vivo longitudingiss
are performed. However, it would take a few hours for the mice to refrower
anaesthesia and thus to complete the four-time scans wittaelte-up procedure
between would take around 48 hquasthin which period the bone adaptation
would have a significant influence on the reproducibility bk tbone
morphometric parameter24] and also on the measurement error analysed by the
bone surface distance approachhe procedure employed in this study
dramatically reduced the effect of bone adaptation by completinigpundime
scans of each tibia within four hours. Furthermore, in thigded procedure, the
measurement error was evaluated in the in vivo scenario and éhpsténtial
motion artefacts induced by the mouse breathing, whichdcoatur in the
longitudinal study, were also accounted for in the analysis

In conclusion, this study used the bone surface distanceagbptio evaluate
the errors associated with the in vivo PCT measurement of bone

microarchitecture and it was found that the average (z SD) medih®5n
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percentile bone surface distances were 3.10 £ 0.76 um and 9.58 +m,70

respectively, for the proximal tibia analysddthis study implied that for a better

visualisation and quantification of bone adaptations, thatalde measurement

errors should be taken into account when interpreting the isypeed 3D

longitudinal scan image datasets.
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Table 1. The 2%, 50", 75" and 9% percentile bone surface distances between

the three repeated scan datasets and the baseline scan dataseidbt theuse

tibias.
Bone surface distance [um]
25% 50% 75% 95%
percentile | percentile | percentile | percentile
RS1 .vs. BS* 1.06 1.97 3.56 6.28
Mouse | RS2 .vs. BS 0.94 1.94 3.40 5.89
1 RS3 .vs. BS 1.18 2.48 4.28 7.15
RS1 .vs. BS 1.49 2.49 4.91 9.30
Mouse | RS2 .vs. BS 1.55 2.77 5.08 9.53
2 RS3 .vs. BS 1.88 3.57 6.23 11.16
RS1 .vs. BS 1.26 3.77 6.17 10.68
Mouse | RS2 .vs. BS 2.20 4.25 6.69 12.12
3 RS3 .vs. BS 1.96 3.74 6.54 11.44
RS1 .vs. BS 1.46 2.73 6.03 10.39
Mouse | RS2 .vs. BS 1.61 2.32 6.00 9.50
4 RS3 .vs. BS 1.83 4.38 5.82 11.16
RS1 .vs. BS 1.24 2.61 4.76 8.41
Mouse | RS2 .vs. BS 1.29 2.57 4.62 7.82
5 RS3 .vs. BS 1.31 2.58 4.70 8.15
RS1 .vs. BS 1.19 2.39 4.38 8.01
Mouse | RS2 .vs. BS 1.56 3.23 5.61 9.85
6 RS3 .vs. BS 1.61 3.36 5.93 10.52
RS1 .vs. BS 1.50 3.41 4.99 9.67
Mouse | RS2 .vs. BS 1.48 3.08 5.95 9.67
7 RS3 .vs. BS 1.87 4.53 6.93 12.00
RS1 .vs. BS 1.85 2.94 5.89 9.91
Mouse | RS2 .vs. BS 1.69 3.12 5.53 10.22
8 RS3 .vs. BS 1.96 4.33 6.63 11.14

(* RS: repeated scan; BS: baseline scan)




Table 2 The mean * standard deviation (SD) values of all the morphicraetd
density measurements (eight mice and four scans for each maodisiée

corresponding reproducibility data (Eprecision error of SD; REy: precision

error of the coefficient of variation; &l,; 95% confidence interval of Bky;

ICC: intraclass correlation coefficient) and comparisons with literature

Data from this study Dat_a from
Nishiyama et
Parameter al. 2010 [L0]
Mean PEsp | PEwc Closw ICC PEwcv ICC
v(%) | (PExcv) 0
+SD (%) (%)
Tb.Th [mm] | 0.053 £| 0.000| 0.88 0.72- | 0.98| 1.77 |0.790
0.004 1.16
5 6
Th.Sp [mm] | 0.473 +| 0.019| 3.93 3.19- | 0.95| 2.65 |0.904
0.080 5.17
0 2
Th.N 2.190 £/ 0.080| 3.61 293- | 0.95| 2.15 |0.928
[1/mm] 0.360 0 4.76 6
Ct.Th[mm] | 0.158 +| 0.001| 0.65 0.53- [ 0.99| 0.95 |0.950
0.013 0.86
0 5
BV/TV (%) | 4.690 | 1.060| 2.25 1.73— | 0.99| 298 |0.818
1.280 2.80
0 4
BMD 398.11| 7.480| 1.88 1.53- | 096| 1.41 |0.776
[mgHA/Ccm?] + 37.02 0 2.47 3
TMD 987.63| 11.87| 1.20 0.98- | 0.89| 096 |0.574
[mgHA/cm3] + 34.67 0 1.58 3
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Fig. 1. Overview of the image processing chain; the original bassetan image
(a), the transformed baseline image (b), the cropped baseline if@pgee
repeated scan image (d), the registered repeated scan(gpatye volumes of

interest for both the baseli{® and the repeated scan images (Q)
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Fig. 2. The25", 50", 75" and 9% percentile bone surface distances between the
three repeated scan datasets and the baseline scan dat#seteight mouse
tibias.
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Fig. 3. A representative plot of the distribution of the bone surfacardiss in

the mouse tibia volume of interest; lateral view (a) and proximstatview (b)
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(the numbers in the parentheses represents the percentage of idgtavitdin

the specified distance ranges)

®)

Image at week 14

- ‘ — :
(@ (®) /

M Image at week 14 M Constant bone
M Image at week 18 B Formed bone
Resorbed bone

Unclear region

@) Image at week 18

Fig. 4. A representative illustration for interpireg bone adaptations in the mouse
tibia images obtained at the ages of weeks 14 and 18; tiséered images (a),
the cross-sectional images at week 14 (b) and wW&ek), the superimposed
cross-sectional images (d) and the interpretatidmone adaptation considering

the measurement er(e).
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