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MILP formulation for controlled islanding of power netwark

P. A. Trodde@*, W. A. Bukhsh, A. Grothey, K. I. M. McKinnor?

aSchool of Mathematics, University of Edinburgh, JamesiCaxwell Building, King’s Buildings, Mayfield Road,
Edinburgh EH9 3JZ, United Kingdom

Abstract

This paper presents a flexible optimization approach to tbelpm of intentionally forming is-
lands in a power network. A mixed integer linear programm(ikidLP) formulation is given for
the problem of deciding simultaneously on the boundarigb@fslands and adjustments to gener-
ators, so as to minimize the expected load shed while ergsnarsystem constraints are violated.
The solution of this problem is, within each island, balahgeload and generation and satisfies
steady-state DC power flow equations and operating limitsmatical tests on test networks up
to 300 buses show the method is computationdligient. A subsequent AC optimal load shed-
ding optimization on the islanded network model provideslatson that satisfies AC power flow.
Time-domain simulations using second-order models ofesgsdynamics show that if penalties
were included in the MILP to discourage disconnecting liard generators with large flows or
outputs, the actions of network splitting and load sheddindghot lead to a loss of stability.

Keywords: optimization, integer programming, controlled islandibtackouts

1. Introduction

In recent years, there has been an increase in the occumémgde-area blackouts of power
networks. In 2003, separate blackouts in Italy, [SwedefDenmark P] and USACanada 3]

affected millions of customers. The wide-area disturbanc®0620 the European system caused
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the system to split in an uncontrollable wal},[forming three islands. More recently, the UK net-
work experienced a system-wide disturbance caused by apecied loss of generation; blackout
was avoided by local load sheddir).|

While the exact causes of wide-area blackouffedifrom case to case, some common driving
factors emerge. Modern power systems are being operatedrdio limits: liberalization of the
markets, and the subsequent increased commercial pressudehange in expenditure priorities,
has led to a reduction in security margiigs 7, 8]. A more recently occurring factor is increased
penetration of variable distributed generation, notabdyrf wind power, which brings significant
challenges to secure system operati@n [

For several large disturbance everasy, [3], studies have shown that a wide-area blackout
could have been prevented by intentionally splitting th&tem into islands]0]. By isolating the
faulty part of the network, the total load disconnected méhent of a cascading failure is reduced.
Controlled islandingor system splittings therefore attracting an increasing amount of attention.
The problem is how to split the network into islands that aseclasely balanced as possible in
load and generation, have stable steady-state operatintspathin voltage and line limits, and
so that the action of splitting does not cause dynamic inlgialrhis is a considerable challenge,
since the search space of line cutsets grows exponentigliyngtwork size, and is exacerbated
by the requirement for strategies that obey non-linear pdloe equations and satisfy operating
constraints.

It is not computationally practical to tackle all these agpeof the problem simultaneously
within a single optimization, and approaches in the literatditer according to which aspect
is treated as the primary objective. Additionallyffdrent search methods have been proposed
for defining the island boundaries. An example where the @nnobjective is to produce load
balanced islands islLl]. This proposes a three-phase ordered binary decisionaiiagOBDD)
to generate a set of islanding strategies. The approachaussduced graph-theoretical model
of the network to minimize the search space for islandingygrdlow analyses are subsequently
executed on islands to exclude strategies that violateatipgrconstraints.g, line limits.

In other approaches the primary objective is to split thevoek into electromechanically sta-

ble islands, commonly by splitting so that generators witherent oscillatory modes are grouped.
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If the system can be split along boundaries of coherent gémegroups while not causing ex-
cessive imbalance between load and generation, then tiensys less likely to lose stability.
Determining the required cutset of lines involves, as aisdany objective, considerations of load-
generation balance and other constraints; algorithmsdecéxhaustive search?], minimal-flow
minimal-cutset determination using breaddepth-first searchlf3], graph simplification and parti-
tioning [14], and metaheuristicdp, 16]. The authors of]7] propose a framework that, iteratively,
identifies the controlling group of machines and the corgimges that most severely impact sys-
tem stability, and uses a heuristic method to search foridisglstrategy that maintains a desired
stability margin. Wang et al.18] employed a power flow tracing algorithm to first determine
the domain of each generatae., the set of load buses that ‘belong’ to each generator. Subse
qguently, the network is coarsely split along domain intetiems before refinement of boundaries
to minimize imbalances.

The current paper presents an optimization framework fotrotled islanding. The method’s
primary objective is to minimize the expected amount of Itizat has to be disconnected while
leaving the islanded network in a balanced steady state. pbkeislanding dynamics are not
modelled explicitly in the optimization, as this greatlgirases the computationafiitulty of the
problem. Instead penalties are used to discourage larggeldo power flows, and it is shown by
simulation that this results in the islanding solutionsigedlynamically stable.

The proposed approach has two stages: first, a mixed-integar programming (MILP)
islanding problem, which includes the linear DC flow equasi@nd flow limits, is solved to de-
termine a DC-feasible solution; secondly, an AC optimadishedding optimization is solved
to provide an AC-feasible steady-state post-islandingaip®y point. Integer programming has
many applications in power systems, but its use in netwoliktisig and blackout prevention is
limited. Bienstock and Mattiall9] proposed an IP-based approach to the problem of designing
networks that are robust to sets of cascading failures amglatoid blackouts; whether to upgrade
a line’s capacity is a binary decision. Fisher et 80][ Khodaei and Shahidehpow2]] propose
methods for optimal transmission switching for the problgiminimizing the cost of generation
dispatch by selecting a network topology to suit a particldad. In common with the formula-

tion presented here, binary variables represent switdiesopen or close each line and the DC
3



power flow model is used, resulting in a MILP problem. Howeirethe current paper sectioning
constraints are present, and the problem is to design bedaelands while minimizing load shed.
The organization of the paper is as follows. The next sectiotines the motivation and
assumptions that underpin the approach. The DC MILP istaptbrmulation is developed in
Section3. The AC optimal load shedding problem is described in Sactidn Section5 compu-
tational results are presented. In Sect&rihe dynamic stability of the networks in response to

islanding is investigated. Finally, conclusions are dramw8ection?.

2. Motivation

An application of islanding which has received little atien is islanding in response to partic-
ular contingencies so as to isolate vulnerable parts of ¢tark. For example after some failure,
part of the network may be vulnerable to further failure, suapected failure of monitoring equip-
ment may have resulted in the exact state of part of the n&tlagng uncertain. In such a case an
action that would prevent cascading failures throughositigtwork is to form an island surround-
ing the uncertain part of the network so isolating it from tieet. A method that does not take
into account the location of the trouble when designingidtamay leave the uncertain equipment
within a large section of the network, all of which may becoimgecure as a result. Figui€a)
illustrates the situation: uncertain lines and buses adeated by a “?”. Figurel(b) shows a
possible islanding solution for this network: all uncemtbuses have been placed in Section 0 and
all uncertain lines with at least one end in Section 1 areatisected. The following distinction
is made betweesectionsandislands The split network consists of two sections, an “unhealthy”
Section 0 and a “healthy” Section 1 with no lines connectimgtivo sections, and all uncertain
equipment in Section 0. However, neither section is regtiodbe connected so may contain more
than one island: in Figurg(b), Section 1 comprises islands 1, 3 and 4, and Section O is &sing
island. The optimization will determine the boundarieshaf sections, the number and boundaries
of the islands, the generator adjustments, and the amowatobf load that is planned to be shed.

A balance has to be found between the load that is planneddiodzband the residual load that
is left in Section 0, which may be lost because that sectionliserable. This can be achieved by

taking as objective the sum of the value of the loads remgimrboth sections after the planned
4



(a) Network prior to islanding

Section 1 : Section 0 ‘ Section 1

<1i wfjj\ ,f

Island 1 Island 2 ' Island 3 Island ¢

(b) Network post islanding

Figure 1: (a) lllustration of a network with uncertain busesl lines, and (b) the islanding of that

network by disconnecting lines.

load shedding minus a proportion of the the value of the le@adaining in Section O after the

planned load is shed.

3. MILP isanding formulation

This section presents a MILP formulation for the problem ofling a steady state islanded
solution in a stressed network, while minimizing the expddbad lost.

Consider a network that comprises a set of budes{1,2,...,n®} and a set of line£. The
two vectorsF andT describe the connection topology of the network: a lire £ connects bus
R to busT,. There exists a set of generatgrsand a set of load®. A subselG, of generators is

attached to bub € B; similarly, Dy, contains the subset of loads present atlbasB.

3.1. Sectioning constraints

Motivated by the previous section, the intention is to piani the buses and lines between

Sections 0 and 1. It is suspected that some subet B of buses and some subsgt C £ of
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lines are faulty or at risk. No uncertain components arenaitoSection 1.

A binary variabley, is defined for each bus € B; y, is set equal to 0 ib is placed in section 0
andy, = 1 otherwise. A binary variablg, is defined foreache £; p, = Oifline | is disconnected
andp, = 1 otherwise.

Constraints 18 and (Lb) apply to lines inC \ £° A line is cut if its two end buses are in
different sectionsie. y = 0 andy; = 1, ory, = 1 andy; = 0). Otherwise, if the two end
buses are in the same section then< 1, and the line may or may not be disconnected. Thus,
these constraints enforce the requirement that any cdteirbetween sections 0 and 1 shall be

disconnected.

o <1+y —y,Vlel\Lo (1a)
p<1—w+y,Vlel\Lo (1b)

Constraints1c) and (Ld) apply to lines assigned #°. Alinel € £°is disconnected if at least
one of the ends is in Section 1. Thus, an uncertain line e{ihehall be disconnected if entirely
in Section 1, (ii) shall be disconnected if between sectidaad 1, or (iii) may remain connected

if entirely in Section 0.

p|§l—y|:|,V|€£0, (1C)
plgl_yrHVIe‘CO? (1d)

Constraints 1e) and (Lf) set the value of, for a busb depending on what section that bus
was assigned ta3! is defined as the set of buses that are required to remain tio8dc It may
be desirable to exclude buses from the “unhealthy” sectiod, such an assignment will usually

reduce computation time.
¥ =0,Vb e B°, (1e)
w=1Ybe B (1f)
Given some assignments RY, B* and £°, the optimization will disconnect lines and place
buses in Sections 0 or 1, hence partitioning the network$ections 0 and 1. What else is placed

in Section 0, what other lines are cut, and which loads anérg¢ors are adjusted, are degrees of

freedom for the optimization, and will depend on the objexfunction.
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3.2. DC power flow model with line losses

The power flow model employed is a variant of the “DC” model.iAthe standard DC model
it assumes unit voltage at each bus and uses a linearizdtiGincbhoft’s voltage law (KVL), but
unlike the standard DC model the variant also accountstierlbsses. Kirchhd's current law is
applied at each bus e B:

Dope= D R+ D = D, (o —Hh), (2)
9€Go d€Dy leLFR=b leLT=b
Wherepgj3 is the real power output of genera®k G, at busb, pf is the real power demand from
loadd € Dy,. The variablepy is the real power flow from bub; into the first end of lind, and
pr— HIL is the flow out of the second end of lihénto busT;, the diference in the flows being the
lossht.

The standard DC model has no line loss,, ht = 0, but this model results in the load loss
being underestimated. Actual line losses are non-linaastians of voltages and phase angle dif-
ferences, and these can be approximated in the DC model legewpise linear function. However
investigations have shown that thifers little or no improvement in the objective over a simple
constant-loss approximation, but adversefieets computation22]. In this paper, therefore, a

constant loss model is employed. The loss for limgegiven by

h- = pht, 3)

whereh? is the loss immediately before islanding. The inclusiorpofirives the loss to zero if
the islanding optimization cuts the line.

The linearized version of Kirchibis voltage law (KVL) has the form

pr = —Br(d — dn), (4)
whereB} is the susceptance of lideand p- an auxiliary variable for the real power flow. When
the linel is connected then it is required that = P, but when it is disconnected theh = 0 and
P is free. This is modelled as follows.

PR < pr < B, (5a)

—(1 - p)R™ < B — pi < B - p), (5b)
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whereP-"# js the maximum possible magnitude of real power flow througinel, andlﬂlea"
should be large enough to allow two buses across a discathéoe to maintain diciently
different phase angles. (Note that at the very mininﬁhﬁi‘x > ptmax) If p = 0, thenp| = 0 but
pr may take whatever value is necessary to satisfy the KVL caims$t(4), while if o = 1 then
pr = Pr

Line limits P-™® may be expressed either directly as MW ratings on real poaregdch line,
or as a limit on the phase angldl@rence across a line. Since in the model the real power throug
a line is just a simple scaling of the phasé&elience across it, then any phase angle limit may be

expressed as a corresponding MW limit.

3.3. Generation constraints

In the short time available when islanding in response tordingency it is not possible to
start up generators. Generators that are operating cagr éidtve their input power disconnected,
in which case their real output power drops to zero, or theipat can be changed to a value within
a small intervaI{PgG*, PgG+] say for generatog, around their pre-islanded value. The limits will
depend on the ramp and output limits of the generator, andrtfaint of immediate or short-term
reserve capacity available to the generator. This altermalperating regime is modelled by the

constraint
(P~ < pg < LR 6)

where(y is a binary variable. 1€y = 0 then generatog is switched @& and pg = 0; otherwise

{y = 1 and its output ip§ € [PS~, PS*].

3.4. Load shedding

Because of the limits on generator power outputs and netaankstraints it may not be pos-
sible after islanding to fully supply all loads. It is theveé necessary to permit some shedding
of loads. Note that this isitentionalload shedding, not automatic shedding as a result of low
voltages or frequency. To implement this in the real netwtbeke has to be central control over

equipment.



Suppose that a loadl € D has a constant real power deméaefti It is assumed that this load

may be reduced by disconnecting a proportiondy, where 0< ay4 < 1, so the load delivered is
PE = auPy. 7)

3.5. Objective function

The overall goal in islanding is to split the network and ke@vin a secure steady state while
maximizing the expected value of the load supplied. SuppassvardMy per unit is associated
with the supply of loadd. However if this load is part of Section 0, then because tagisn is
vulnerable, itis assumed there is a risk of not being ableppky power to that load. Accordingly,
a load loss penalty & By < 1 is defined, which may be interpreted as the probability afidpe
able to supply a load if placed in section 0. I8l is placed in Section 1, a rewakd}, is realized per
unit supply, but ifd is placed in Section 0 a lower reward @fMy < Mg is realized. The expected

value of the load supplied Gc:

Joc = Z MaPu(BaOog + O14),

deD
where,
Oy = Ogq + O1q,Vd € D, (8a)
0<ayw<1VvVdeD, (8b)
0<ay<wVbeB,de D, (8c)

Here a new variableg, is introduced for the load delivered in Sectios € {0, 1}. If , = 0, (and
so the load at bub is in Section 0), themy = 0, agqg = ag and the reward i$3MyPsaq. On the
other hand, ify, = 1 thena,y = ag anday = 0, giving a higher rewartl4Pya4. Thus maximizing
Joc gives a preference fgg, = 1 and a smaller section O.

The DC optimal islanding problem with objective of maxinmgiJyc usually has multiple
feasible solutions with objectives close to the optimauealThis flexibility is exploited by intro-
ducing two penalty terms to the objective which are smallugionot to #ect significantly the
primary objective, but improve the computational perfono@and provide the flexibility to guide

9



the search towards solutions with good dynamic behavidue. modified objective is to maximize

Joc— & Y, W(L—p)—& ) Wyl —J) ()

leL\Lo geg

where the\, &, Wy ande; are non-negative weights. The valueJgt in the optimal is denoted
by J5c- The penalties discourage the disconnection of healtlesland generatorse. they
encourage the binary variablgsand{, to take the integer values 1 in the LP relaxations. This
improves computationaligciency by reducing the size of the branch and bound tree.

A uniform weight,e.g, W = 1,VI, will discourage equally all line cuts, while cuts to high-
flow lines may be more heavily discouraged with= 5-°, wheres is the pre-islanding apparent
power flow through the line. Generation disconnection igarmly penalized by settingy, equal

to the generator’s capacil?gmax.

3.6. Overall formulation

The overall formulation for islanding is to maximiz8)(subject to constraintdj to (8). The

resulting problem is a MILP.

4. Post-islanding AC optimal load shedding

The solution of the DC islanding optimization includes \eduor loads shed and generator
real outputs. In general, however, because these valuesftom a linearized model that ignores
voltage and reactive power, these values will not be exaitymal or feasible for the true AC
problem. Therefore, to determine a good feasible AC satut the islanded network, an AC
optimal load shedding (OLS) problem is solved after thendiag optimization using the islands
and generator disconnections determined by the DC islgndin

The AC-OLS optimization problem has the same form a stan@#& problem except that
the objective is to maximize the expected value of load sadplThe AC-OLS is solved for the
network in its islanded state. That is, the geis modified by removing lines for whicp, = O.
Furthermore, any generator for whigh = 0 has its upper and lower bounds on real power set to

zero; others are free to vary real power output within a ref&td region, as described previously.
10



The problem is to maximize the total value of real power sigojto the loads:

e = maxz RyaqPy, (10)
deD
subject to,
f(x) =0, (11a)
g(x) <0, (11b)
(0, dg) € Og,Vg € G, (11c)
(P> dg) = aa(Py, Qg), ¥d € D. (11d)

Here,Ry is the reward for supplying loadi and is equal td/y if the load has been placed in Section
1 andfBsMy if placed in Section 0. The equality constraifii@ captures Kirchhfi’s current and
voltage laws in a compact fornt;denotes the collection of bus voltages, angles, andgreaative
power injections across the islanded network. The inetyuatinstraint {1b) captures line limits
and bus voltage limits.

The sey is the post-islanding region of operation for genergt@nd depends on the solution
of the islanding optimization and pre-islanded outputefgenerator. 1€y = 1 the unit remains
fully operational, and its output may vary within some rageround the pre-islanded operating
point; most generally§,d) € Og(p§° ag°), where(pgP, d3°) is the pre-islanding operating
point andQy is defined by the output capabilities of the generating ulfitreal and reactive
power are independenty € [Py, Py*] andgy € [Qy~, Q5*]. If, converselyy = 0, then real
power output is set to zerqog‘ = 0. In that case, the unit may remain electrically conneabed t
the network, with reactive power output free to vary withomee specified intervgdlQS-, QS*].
Each load is assumed to be homogeneaeas,real and reactive components are shed in equal
proportions.

The AC-OLS is a nonlinear programming (NLP) problem and meaysblved éiciently by

interior point methods.
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Table 1: Pre- and post-islanding generator outputs for hbux test example.

Bus 1 2 7 13 14 15 16 18 21 22 23
Pre 184 184 211 236 0 167 155 400 400 300 660
p® (MW)
Post 184 184 216 224 0 164 155 400 400 300 660
Pre 7 4 49 98 115 110 80 73 -8 -39 46
q® (MVAr)

Post 71 19 66 100 137 110 76 53 96 1 38

5. Computational results

This section presents computational results using theaianding formulation. First, a
demonstration is given of the islanding approach on a 24Aetsork. Following that, the con-
struction of the further test problems is described, themmatation times for dferent conver-
gence criteria for the MILP islanding calculation is giveand finally the accuracy of the DC

solutions are assessed by comparing them with the AC sahitio

5.1. 24-bus network case study

The IEEE Reliability Test Systen28] network comprises 38 lines and 24 buses, 17 of which
have loads attached. Total generation capacity is 3405 MW 82 synchronous generators. The
total load demand is 2850 MW.

The islanding scenario is described as follows. With thevoet operating initially at a state
determined from an AC OPF, it is suspected that bus 9 has & & it is decided to island this
bus to avoid further failures; hence, bus 9 is assignesftdt is assumed thgky = 0.75,vd € D.

In obtaining a new steady-state solution for the islanded/oik, each generator is permitted to
varying real power output by up to 5% of its pre-islandingualor switch €. In the objective,
a unity rewardRy = 1, is assumed for each load, and small penalties are plackdeocuts and
generator disconnections; (= 0.001,W =1, & = 0.01,W, = PgGmaXin (9).

Figure 2 shows the optimal islanding solution, obtained by solving DC MILP islanding
problem. Tablel shows the real and reactive power outputs at each genenagotbbth prior

to, and after, islanding. All individual unit outputs aretin limits. Table2 shows the objective

12



Figure 2: Islanding of the 24-bus network.

value—the expected load supply—and total values of geineraind load for the DC islanding
solution, and compares these values with those obtainedtfie post-islanding AC OLS. Buses
9, 11, 14, 16, 17 and 22 have been placed in section 0. No gerehave been switchedto Of
the original 2850 MW demand, 469 MW has been placed in th&ytisection 0, and 348 MW
of load has been shed (as determined by the AC OLS). The extk@ OLS solution is feasible
with respect to system line flow limits and all voltages arenaen 095 and 105 p.u.

Note that islanding bus 9 alone would have resulting in tiss laf the entire 175 MW load at
that bus, plus further possible losses in section 1 in ordléralance the system. The optimized
solution places more buses and loads in section 0 than ¢$l\tnecessary, but allows balanced,

feasible islands to be obtained with minimum expected |dedls

5.2. Further islanding test cases

A set of islanding test cases was built based on test netwaitksbetween 9 and 300 buses.
For a network withn® busesn® scenarios were generated by assigning in turn each singléobu
B°. No assignments were madelsé.

The possible post-islanding range of outputs for genegaidnen it is generating were defined
13



Table 2: Comparison of DC islanding and post-islanding ACSQdolutions for the 24-bus net-

work.
DC MILP ACOLS
Objective 9) 271229 270681
Penalties @M1 000
Exp. load supplyJj. or Jx- (MW) 271230 270681
Generation (MW) 286357 288654
Load supplied (MW) 28273 281542
Load shed (MW) 227 3458
as

[PS~, P = [PI™, PI™ N [pg° — RS, ps° + RS,

whereP"" andP"** are the minimum and maximum steady-state limits when géingrapS® is
the pre-islanding generation arﬁzj is the limit on change of output owing to ramp rate limits
andor generator reserve. For the 24-bus network, for which reaigs are giveng is set to the
maximum change over 2 minutes. For all other netwd®§ss set to equal to 5% op3°. The
pre-islanding generation levels are those obtained byrspan AC OPF.

Where no line limits are present for a network, a maximum preagyle diference of 3 rad
is imposed for each line. In the objective function, a valti®.@5 is used for the load loss penalty
B4, While the values ok; ande, in (9)—the penalties on line cuts and generator disconnection

respectively—are @ and 00001, with\f = 1 andWj, = PgG+.

5.3. Computation times and optimality

The speed with which islanding decisions have to be madendispan whether the decision is
being maddeforea fault has occurred, as part of contingency planning wiskeiture OPF, aafter,
in which case the time scale depends on the cause of the gentip. Especially in the second
case it is important to be able to produce feasible solutratisn short time periods even if these
are not necessarily optimal. Results are therefore preddot a range of optimality tolerances:

‘feasible’i.e. first integer feasible solution found, and relative MIP gap5%, 1% and 0%.
14
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Figure 3: Mean, max and min times for finding, téfdrent levels of optimality, islanding solutions

for different test networks.

Problems were solved on a dual quad-core 64-bit Linux machiith 8 GiB RAM, using
AMPL 11.0 with parallel CPLEX 12.3 to solve MILP problems. i@putation times quoted in-
clude only the time taken to solve the islanding optimizatio the required level of optimality,
and not the AC-OLS, and are obtained as the elapsed (wa#)usad by CPLEX during th&1ve
command. A time limit of 5000 seconds is imposed.

Figure3 shows the times required to find obtain feasible islandingtsms to varying proven
levels of optimality. Minimum, mean and maximum times ardaaied for each network by
solving each of the® scenarios once. The first set of times show that all problemsalved
to feasibility well within 1 s. In all cases, a feasible sabatwas found at the root note, without
requiring branching.

For a MILP problem solved by branch and bound, the optimalgat solution is bounded from
below (for maximization) by the highest integer objectiaue found so far during the solution
process, and from above by the maximum objective of the eglaolution among all leaf nodes
of the tree. The relative MIP gap is the relative error betwinese two bounds. FiguBindicates
the progress made by the CPLEX solver, in terms of the timgsired to reach relative MIP gaps
of 5%, 1% and 0%i(e., optimality) respectively. Performance is very promisiogsolving to 5%,
with all problems solved to this tolerance within five secendimes to 1% and 0% gaps are of
the same order for the smaller networks (up to 39 buses)hleus1-, 118- and 300-bus networks

can taken significantly longer to solve to these tolerances.
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Table 3: Relative errors (%) between optimal and returndutienms.

Feasible 5% gap 1% gap

Min 0.00 000 0.00
Mean 857 042 004
Max 2500 386 0.80

Table3 shows the means of the relative errors between the solusireveturned at termina-
tion of the solver and the actual optimum, where this has lo&¢sined by solving the problem to
full optimality (0%). The actual gaps between early termimasolutions and the true optima are
nearer zero than the 5% or 1% bounds. Therefore, good isligrsdilutions with respect to the DC
model can be provided even when the solver is terminategt aad moreover these solutions can
be found quickly. Moreover, because the DC model is an appration of the AC model, there is

little advantage in solving it to proven optimality.

5.4. Feasibility and accuracy of DC islanding solution

The post-islanding AC-OLS showed that some of the islandoigtions were AC infeasible,
i.e., there was no solution to the AC-OLS lying within normal \agé bounds. Relaxing the
normal voltage bounds by an extraD@ p.u. gave a solution in all cases; however, this is not
always possible for practical networks.

It was noted that in many of these AC-infeasible cases, thee sificient global reactive
power capacity in each island. However, reactive power atége is a local problem, and hence
achieving a global reactive power balance is ndfisient to ensure a normal voltage profile. This
is an issue that is overlooked by most controlled islandoigemes, and instead it is assumed that
reactive power can be compensated locally. This is not avegystifiable assumption, however,
and further research is needed on methods for obtaininggcttly islands with a healthy voltage
profile.

Table4 gives the number of these AC-infeasible cases as well asutier that did not solve
to 0% optimality gap within 5000 seconds. For all the remagriases the fferences between the

objectives as predicted by the DC islanding optimizatioth e actual value from post-islanding
16



Table 4: Number of unique problems included in the compasso

n® 9 14 24 30 39 57 118 300

MIP gap> 0% 0O 0O O o0 o0 1 1 17
\oltageinfeasible 0 2 7 7 9 6 17 72

Cases compared 9 12 17 23 30 50 100 211

(%)
S

* *
JDC“]AC
*

JAC
N D O

o,mlﬂlclxél 77777777 ju
9 14 243039 57 118 300
nB

Figure 4: Mean, max and min relative errors between DC and Bj€abive values.

AC-OLS was calculated as is shown in FigureThe adopted islanding solution in each case is
that from solving the problem to full optimality.

The comparison in Figuré shows how well the DC model predicts the AC objective. There
are a few cases where the DC objective is a significant otanate, however on average the

objective values are within.8%.

6. Dynamic stability

Solving the MILP islanding problem and, subsequently, tie@LS provides a feasible steady-
state operating point for the network in its post-islandiogfiguration. Since the objective mini-
mizes the load shed and the constraints limit the changesrtergtor outputs, the proposed solu-
tion will naturally limit, to some extent, the disruption tbe system power flows. Nevertheless,
since neither the transient response is modelled whenmagiglands nor the generators are nec-

essarily grouped according to coherent modes, it is passiiait the islanding actions may lead
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Table 5: Results of time-domain simulations with originaklcut and generator penalties.

n® 9 14 24 30 39 57 118 300

Casescompared 9 12 17 23 30 50 100 211

Unstable 0 0 1 0 0 0 1 12
Stable 9 12 16 23 30 50 99 199

to dynamic instability. This section therefore describes tise of a time-domain simulation to
investigate this issue. Results are presented for theque\d- to 300-bus islanding cases to test
whether or not the act of islanding induces dynamic insiigbil

Time-domain simulations for all of the islanding scenarttescribed in Secs.3 were per-
formed using PSAT 24]. Second-order non-linear models of synchronous machymarmtics
were used with machine parameters taken fr@%,[with a damping coficientD = 0.5. The
loads were assume to have no dynamics. In practice the damipdings and the control systems
(turbine governor, AVR) would act to dampen the oscillas@more than in the simulation making
the real system more stable than in the simulations. Eachlaiion is started from an undisturbed
pre-islanding operating point, at which all generatorsehan angular frequency of 1 p.u. and the
network is balanced.

The results are given in Tabte In total, 14 out of 452 islanding solutions were found tadlea
to instability. Investigation of the individual cases falihat, in all cases, severe transients were
caused by cuts to high-flow lines. However, re-solving theniding optimizations with increased
penalties on high-flow lines{ = s° ande; = 1074 Y4 PD) and switching-& of generators
W, = PgG+ ande, = 1) resulted in all cases being stable.

As expected these larger penalty ffa@ents caused a drop in the primary DC objective value,
Jic. However Table6 shows that this degradation is small, and is an acceptaddie-ut for
removing all of the unstable cases. As an added advanta§egy@ae5 shows, solve times for the

larger networks are shorter with the heavier penalties.
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Table 6: Decrease in objectivg. (%) for line-cut and generator penalties increased versed-p

ous penalties.

nB 9 14 24 30 39 57 118 300

Min 0.00 000 000 000 000 000 000 000
Mean 016 078 059 003 034 006 020 046
Max 048 1085 287 068 509 100 270 7.03

10—
o original penalties
103} * new penalties

tcomp (S)
H
Q

ALY

102

9 14 24303957 118 300
nB
Figure 5: Mean, max and min solve times to optimality withgoral penaltiesg; = 0.1,W = 1,

& = 10", W, = P$*) and new penalties{ = 10 * 34 P?, W = §°, &, = 1, W, = BSY).

7. Conclusions

In this paper, an optimization-based approach to conttadianding and intentional load shed-
ding has been presented. The proposed method uses MILPetordgied which lines to cut, loads
to shed, and generators to switch or adjust in order to is@atuncertain or failure-prone region
of the network. The optimization framework allows lineatwerk constraints—a loss-modified
DC power flow model, line limits, generator outputs—to belexiby included in decision making,
and produces balanced, steady-state feasible DC islaf@sl#&nding solutions are found via the
subsequent solving of an AC optimal load shedding problehe dynamic stability of resulting
islanding solutions is assessed via time-domain simuratio

The approach has been demonstrated through examples ogeaahtest networks, and the

practicality of the method in terms of computation time hagr demonstrated. Good feasible
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islanding solutions can be found very quickly. While the dgmc response is not explicitly mod-

elled in the optimizations, time-domain simulations of tslanding solutions have indicated that
instability is avoided by appropriate choices of penaltierguts to high-flow lines and disconnec-
tions of generating units, both of which discourage disaurpto the network. Furthermore, it was

shown that these penalties had a smf#a on the amount of load required to be shed.

This paper has also served to raise the issue of ensuringiakeepactive power and a healthy
voltage profile after controlled islanding, and issue aveked by most approaches, which instead
assume that reactive power may be compensated localihdfudsearch is needed in this area.

Future research will investigate the inclusion of consiisafor dynamic stability in the prob-
lem, the generalization of the method to partitioning th&tesn following slow coherency analysis,

and the modelling of reactive power in the optimization ts@e a healthy voltage profile.
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