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Abstract blocks [5] are becomingmore popular ina bid to achieve

The growth in demand for Information Technology (lT)greater energefficiency within the data centreMoving the

systems and the requirements to better control carb\c/>vr"i‘ter loopto the cabinet reduceshe traveling distance of

. X ' . conditionedair, neverthelessuchtypes of hybrid liquidwater
emissions is a large challenge for data ced&sign. Air . . . )
; C copled solutions arestill based on aicooled designas
cooled data centres are becoming more efficient by layout and_.

. . . depicted by the coloured arrows in Figure 1
the adoption of compressor free cooling, Hat higher T hi Hici i ¢ h
densities further efficiencies can be achieved wiliquid 0 achievean energsefiicient cooling performance, the

(water) cooled systemsyhere liquid is either brought tine next geneetion, highdensit.y,f:iata centre.designeed;lto be
cabhet oris fed directly into the IT systems. This paperba&d on a solution that eliminatdge requirement foair heat

makes a comparisoof the full energy consumptiobetween transfer and pe replgcd_ﬂy direct liquidcooling. There are a
hybrid air-cooled and direct liquidooled system&ased on ”U”.‘ber Of. direct liquicooled data centrg:oncepts a.nd
real operational systemssing comparabldT components. d_es!gns wh|crrely onthe use of noonducting (dielectric)
The results based on real data demonstrate a significant Iel\'félt"ds that are enher_pulmped],[@ely on phase changié] or
of energy reduction foa high densitydata centre solutiothat MaKe use of natural liquid convecti{] which claim tohave

uses enclosed, immersed, direct ligoabled servers higher efficiencieshan conventional design

Dy Air Computer

Keywords Cooler| Conditioning | Nodss

Direct dielectric liquid cooling  immersed d=-- :
microelectronics, data centre cooling o
1. Introduction ‘

In the case ofhigher power consumption and denser - |
Information Technology (IT) equipment beimgployed, the | et mEmE
temperature onthe microelectroniccomponerg becomes
critical and traditional aicooled methoslare beingoustedto Traditional Air Cooled Advanced / Water-Air hybrid
their thermal limis [1]. One of the most common solutioins Data Centre Data Centre

use today is chiller and air conditioning to gain a lower
temperature gage in order to maintain th&roprocessor
temperature within the IT equipmenimits [2]. Thus an air
cooled based data centre can achieve hehi§ density and
performancebut the use of fans and chillers are extra energy
costs that result itower energyefficiency.

Alternatively, more advanced cooling technologiase

being developed to improve the cooling efficienoyhere Directfully immersed)Liquid Cooled
recentadvanced cooling methsdhat use chilled water to the solution

datacom cabinetndare compare for their energy efficiency. o
1.2 Energy efficiency of data centres

1.1 Advanced coolingtechnolqgies N To evaluate the efficiengyor rather the effectiveness of
An approach that can improve energy efficiency, buhe consumed powemf a data centre, onef the most
mairtain theperformancef thedata centrés to includeliquid  common metrics in useis the Power Usage Effectiveness

/ waterto thecabinets in the data centceoling design3].  (PUE)[9]. The PUEis stated as theotal facility power usage
This approach offeran improvement ovetraditional aif  divided by the IT power usage;

cooled system by movinipe water loop closer to the running Total Facility Power
integrated circuit (IC)components solutions such aback =
door watercooled heat exchangerg4] and watercooled

IT EquipmenfPower
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The total facility power incluegsall of the IT equipment
power, thesupporting power for lighting and monitoring,
power distribution andoolingwithin the data centre building.
The IT equipmentioad generdy means everything inside the
server / computer, storage and netwcakines.

PUE: Power Usage Effectiveness
DCE: Data Center Efficiency

Building Load
Demand from grid

Total Power IT IT Load
Facility * Switchgear Equipment * Servers
Power * UPS Power = Storage
< = = Battery —— > # Telco
N backup equipment
* Etc. s Etc.
Cooling
= Chillers
* CRACs
= Etc.

Figure2 Illustration of how PUEvalueis calculated in a
datacenter[9].

Most data centrelT infrastructure hassome fan based
cooling componentssuch ason central processing units
(CPWs) and within rack mountegower supply unitsRSUs).
In this casetheir energyconsumptionis includedin the IT
Equipment Power (the denominatof the PUE calculation)
Therefore the calculatedPUE value of the data centrevould
become smallefwhich may appear desirabla)ith larger
inefficiencies of thdT fan based cooling componenksjt the
true overall energy efficiency of the data centravould be
worse when comparg to systers that have fewer or no

cabinetlevel fans. Brady et al [9a] discussed such issues with

the PUE calculation.

The Peformance peiWatt (PPW) is easy to understand
since it is the performance undamit power loadand usually
measured as FLOPS/Wherethe termFLOPS refers tdahe
number ofFloatingpoint Operationgper Second butits value
of IT work is still software application dependent [L1lIn
High Performance Computing (HPQ)et TOP50(12] listing
is used asa measure of system performance since litaised

on maximallinpack performance whatever the energy cost,

whereaghe GREEN50(13] listing uses PPWEor example,
the BlueGene/Qsystembuilt by IBM hadthe highest PW

back inNovember2010 running at 1.68 GFLOPS/W [43].

However,the PPW value is somehow too specificdescribe
the performance of generaldata centraince;

1. FLOPS isone of many performance metritts measure
systemperformanceand isreally specific to compute
intensive operationsuchas HPC

2. Different computer handare or even differensoftware
hasan influence on theesuls of FLOPS performance,
for example between CPU and GPU compufit); and

3. The FLOPS/W description might only ba useful
comparison metric in which 2 data cestéravesimilar
hardware structures oidentical software application
requirements

The PUE andPPW metrics are complementary in
expressing the energy efficiency and task performance o

Chi et al. Data centre using direct liquid-cooled servers.

data centre and therefobeth units will be used in this work
to evduate the performance afdata centre.

2. Fully immersed liquid-cooled data centre system

The fully immersed direct liquid-cooled data centre
solution which is used toprovide data for the energy
calculationsused later, waduilt and supplied by Iceotope
Ltd. [15] and uses the natural convective propertiestio#
fluoro-organic dielectric coolantThe heat transfefrom the
microelectronics to the water jackedlies on density driven
natural convectionFigure 3 shows how the dielecthiquid is
in directcontactwith the microelectronic components atalwv
profile heat sinks.
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Figure3 Liquid-immersed system module in detail

The module shown in Figure 3 has quick connect valves
that enable it to be hatwappable in a cabindghat hasa
carefully designed water circulati@ystemthat is thermally
coupled totransferthe heat to the outside environmersee
Figure 4 This water circulation system can be flexible to
connect with other applications, such as facikiater or
methods of wasteheat re-use The preparation of the
microelectronics for this enclosure is described in the
appendix.

2.1Fluoro-organic dielectricliquid properties

The main problem of fully immersed liquid-cooled
microelectronicss the choice of liquid ageywhich will be in
{iia{ect contactvith the electronicomponents. Though water a
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good choice from théeat transfemperspective,t is also a
good electrical conduct@nd woulddamagehelive circuitry.
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Figure4 Schematiof the liquid-cooled system cabinet

il

Plenum

\
‘\g

‘\‘\
\A_r@

b

=

b

X
€&

Head Tank

The suitability of low viscosity dielectric liqusdvith large
thermal expansivityor this taskwas &monstratedn Hopton

and Summers [8Minerals oils whilst having an appropriate
dielectric strength, do not haveetsame propensity for natural

In general air hasa very low density (about 1/1000 of
water) and to carry a given quantity of heat (between two
fixed tempeatures) requires &rge volume of air (ie high
speed rather thansmall volume of liquid (ie low speed. In
some cases, such as density driven natural convedlien,
fluid velocity is very lowand thereforeliquid would be a
better choice with a largespecific heat (peunit volume)
Computational fluid dynamics simulations of the naturally
convective flow inside the enclosed modutess identified
thatthe fluid velocity istypically 5m/min

Along with the significant thermal advantage, there are
some other benefits of liquidtooled solutions. A liquid
cooled data centre usualhequires fewerfans androtaing
components thereforeexpending less energy and providing
increased reliability due to fewer moving paris. a fully
immersed liquiedcooled saltion the primary coolant is
contained in a stati¢sealed)condition as shown earlier in
Figure 3 A typical 500kW data centre witfully immersed
liquid-cooled gstemswould requireonly 32 pumpsinstead of
more than 1000 spinning fans in an equivaleintcaoled
solution and thenoise level of a fullyiquid-cooledapproach
is negligible

Further benefis of a direct liquidcooled data centre are
that all the computenodes will be inside a sealed container
and in a fully controlled environment, whichould have
minimum level of dust and vibrationVith the high heat
capacity of liquids, there is also a large thermal inertia, which
could be beneficial for power disruptions.

convection for the task and would therefore need to be
pumped. Mineral oils also have the drawback of being3 Disadvantages of liquid-cooled systems

flammable.

In recent years a family dfuoro-organicliquids has been
developed to replacthe HCFC rangeof coolans [17] and
they have beeshown to posess the requiredrgperties for
enclosedmmersionof microelectronic$8].

2.2 Advantages of liquid-cooled systems

The main advantage of direct liquidcooled solutionis
the higherheat transfercapacity per unitFor the indirect
liquid heat transfer, i.e. in the water jack#tie additional
property ofhigh conductivity, especially in a systemth pure
liquid-to-liquid heat exchangewill
temperaturerops

Table 1 compares the fluid propertieseofuoro-organic
dielectricwith that of water and air.

have much

lower

Property Unit Water Air Dielectric

Density kg/nm 997.0 1.18 1660
Specific heat | J/(kg'K) 418 1005 1140
capacity

Thermal W/(m-K) 0.6 0.025 0.069
Conductivity

Kinematic cST 0.89 0.01568 0.71
Viscosity?

Thermal 1/K 0.000257 0.0034| 0.00145
Expansivity”

Tablel Thermal properties of coolants.

(1): At 25°C

Chi et al. Data centre using direct liquid-cooled servers.

Although direct liquidcooled systems hawbe described
benefis over other aircool based systems, the major
disadvantagés in ensuringliquid sealing ad thus avoiding
leakageproblems In most liquidcooled designs thprimary
coolantis required tobe pumped around the data centre
Leakage dtection systems are requirdor safety of both
personnel and equipment. In addition, understanding the
pressure variations within a liquid system (typicaH{0.5
atnospheres gage) is important to ensure correct specification
and management of pumps.

3. Methodology

This paper makean energyand performanceomparison
betweentwo data centre solutions, one basedanlvancd
hybrid  airliquid cooled cabinets and the other using
enclosed, immersed direct liquidcooled system. The
configuration andexperimental data is acquired fromtwo
operational systems #te University of Leedandthe datais
used later to construct2 hypotheticalequivalentsystemsto
form a detaid comparison

3.1 Air-water hybrid system and fully immersed liquid-
cooled in the University of Leeds
Table 2 lists the details of the two operational systems at
the University of LeedsThe enclosed, immersed, direct
liquid-cooled computer server systewas deployed ina
laboratory environment dhe University of Leeds(see Figure
6) in late2012 and the analysis of the energy consumptan

30th SEMI-THERM Symposium



the immersed direct liquid cooled systemeasuredlirectly The system withimmersed liquidcooled modules atthe
from the facility. The cooling configuratiorof the HPC  University of Leedsis not a @ll cabinet as shown in Figure 6
systens atthe University of Leed¢see Figure 5)which uses on the other handhe university's HPGystemis a complete
rear door liquidoop he&t exchangers connected to large scalgata centreand combinesa varigy of old and new server
chillers on the buildingroof, is adopted for comparison. Air nodes,so assumptions have ée made in this work to scale
cooled system level measurements were conducted on a sirtke real facilities to construct2 hypothetical systens with
server desktop apparatus identical IT hardware but usingthe two different cooling

strategies

Real systenat | HPCsystems Immersel Direct

University of | (Figure 5. liquid-cooledcabinet, Fabricated Air-water hybrid Fully immersed

Leeds (Figure §. system sysem liquid-cooled

Facility 250 3 system

capacity kW) Target facility | 250 250

Computer Sun, HP and SGI | Dual socket Capacity kW)

system blades SuperMicro Computer SuperMicro X9D | SuperMicro X9D

CPU Mix of Intel/ AMD Mix of Intel / AMD system series series

Rack cooling | Mixture of passive | Enclosed, immersed,| | CPU Intel (E52670) Intel (E52670)

method and fan based activedirect liquid cooling Rack cooling backdoor water Fully liquid cooled
reardoor water (Iceotopel_td) method cooled (based on | (based oriceotope)
cooled Airedale OnRaR"

External heat | Airedalechillers Passive air cooleda 28kW)

rejection with free cooling domestic radiators External heat | Airedalechillers Airedale free

Table2 Configurationof the HPCsystemsandthe fully- rejection with free cooling cooling

immersedliquid-cooled system in the University of
Leeds

Table3 Hypothetical aiiquid hybrid system andully
immersediquid-cooled systensonfiguration

In Table 3 the fully immersedliquid-cooled system has
been scaled up to match the size of the University of Leeds
HPC system, both hypothetical systesnsassumed to use the
same motheboard / CPUarrangement(SuperMicro X9D
with Intel 2670 Xeong and the Aiedale Ultima Compact
FreeCoolchillers are included to complete thetal energy
calculation. With the above listedsumptiosit is clear to see
that the only physicabifferencebetween the systemss in
the in-rack coolhng methods, which willultimately be where
. the energy is saved

Before comparingthe 2 hypothetical systeméisted in
Table 3 a series of testusing theactual running systenwre
performedto provide the fundamental data for teeergy
calculationsEnergy efficiency tests are perfnedwith (i) the
cabinet of direct liquiecooled module#n the universityii) a
single node of thdirect liquidcooledsystem (node 107) was

=%, taken out and run in a single -@moled rack to condudhe
same energy efficiency tesbut in air rather thn the
dielectric. The results form th@ tests provide the basic
o3 : temperature and energy efficiency data build up the
y hypothetical direct liquigcooled andhybrid air-cooled data
centres.

Figure5 Photo of part of thélPC systenin the data centre
at the University of Leedd48].

3.2 Fully immersed liquid-cooled system test

To construct the hypbétical data centre based on
immersed liquigcooled systems requiresnergy efficiency
= . resuls to beobtainedfrom the running system.The primary
configuration of the liquietooled system in Leeds University

Figure6 Cabinet with themmersediquid-cooled modles is outline in Table 4.

in a lab at the University of Leefls6]

Chi et al. Data centre using direct liquid-cooled servers. 30th SEMI-THERM Symposium



Name Model Number | Spedfic | Load Name | output | Number | Specification | Model / other
ation PM1 | W 1 Up to Built in

Power Avocent 1 380V /| Upto 22KW 3.2KW380V / | Avocent

Distribution | PM3000 3 phase| actuaBKW 3 phase PM3000

unit to 220C total PM2 | W 2 220V /

Power Super Mcro 2 220V / 1.6KW X2 1.6KW

Supply unit | PWS 1 phase = 3.2KW PM3 | W 1 Model

1K62P 1R to 12V vz Tw 1 2000MU-UK

Computer | Iceotope 11 12v Variable (L61AQ)

module Module FM1 | m¥h 1 Upto 12 Imin | N/A

Centre GRUNDFO 1| 2.6nh ™1 | °C 2 Up to 80C Center

heated S ALPHA2 (AT) DT610B

Pump L . Thermometer

Rji'ator XV"Z%/fl”;%” 1| 3.5m’h Table5 Meter readings configuration of the fully immersed

pump : _ liquid-cooled system

Table4 Fully immersed liquiecooled system rack

configuration

With the temperature (TMland flow meter (FM1yalues
the rate of energy transfer irthe water systentan be
The configurationpower and water distribution of the calculated based ompecific heat capacity (SHQ)f the water
single cabinet containing ¢h 11 immersed direct liquid-  andthe water density (p) to give a value for PM5 as,
cooled server modules is shown ihe following schematic, SHC- FM1-TM1

Figure 7
’ E (1)

The virtual power meterPM5, which combines the values
of FM1 and TM1, indicates how much of the cabinet heat is
capured in the building water, which, in the case of the
system at the university, is the amount thermal energy that is
transferred to the domestic hot water radiators.

Table 6 tabulates how the meter readings yield the partial
PUE, i.e. as the Total FadjliPower / IT Load.

PM5 =

—

Power meter (PM1 PM2)

Power distribution Unit

Name Part Terms
: e oe Total Facility Complete system PM1+PM3 +PM4
Liguid cocled 25U Chassis water loop Power
IT Load Iceotope Module PM2 or (PM2-PSU
(+PSU) loss)
Dovarmerze pvy | PArialPUE (PM1 + PMB +PM4)
Chassis Pump IPM2
Tveotope Modsles m ﬁ m m m m Table6 Partial PUE calculation
Jutuuuot

The partial PUEis realised by monitoring the 4 power
meters during the tests and their values are showmables 7
and 8 below. Table 8hows the thermal status of the server
modules during the tests. The system temperatures are
monitored via their IPMI.

Table 7 tabubtes the power meter values and their
efficiency, which are read directly from the Avocent binilt

Figure 8 indentifies a number power (PM), thermal (TMmonitoring At the same time the other two power meter
and flow (FM)metesthat are used to calculate the full systemeadings for the pumps are detailed Table 8.Note: The
efficiency. AMD CPUs do not give a detailed temperatteading via the

Table 5 in line with Figure 8 lists €eadingsthat are SuperMicro IPMI services; instead they only show thermal
required to evaluate the partlUE of the system. Note that states as low, medium, high or overheat€dble 10 gives
partial PUE is used here since the total facility power is basgétails of partial PUE and, using equation (1), PM5
only on power distbution, cooling and the IT load. The calculationsThe value PM2 indicates that 2128W of power is
values of PM1 and PM2 are available directly from the provided tothe IT modules, but PM5 indicates that 761W is
Avocent PM3000and the temperature metdiM1, actually actually transferred to the secondary water circuit, that is in
measures the temperature difference since itzhélsermal  the case of the University facility, to the domestic hot water
couplesthat are connected to inlet and outléte 6 meters are radiators.
monitored throughout the tests

@) | Dowsr mater (PM4)
TELIW, 40.3%
radiator

Waterin  PUMP

i b Water heat 1oas (2315

Figure7 Schematic of power and water distribution.

Flow meter (FM1)
s
Thermal meter (TM1)

Chi et al. Data centre using direct liquid-cooled servers. 30th SEMI-THERM Symposium



Phase Power Efficiency

X 1076 W 97%
Y 1052w 96%
Total out (PM2) 2128 W 96.5%
Total in (PM1) 2205.1W

Table7 Fully immersed liquiecooled system power load
via PDU communication port

Pumps Term | Name Min Max Average
power | power
Rack PM3 | Grundfos 75W 85W 78W
water ALPA 2L -
15-60
Radiator | PM4 | Wilo Smart 16W 16W 16W
A-25/4130
Total 94w

Table8 Fully immersed liquiecooled rack in the University
of Leeds pumps power consumption

diameter of 75mm and a length of 400mm. This was found
sufficient to characterize the outlet temperature from a single
measurement. The mean velocity was calculated by taking a
series of measurements across the pipe diameter, and thus
calculating the mean airflow.

A single 2U rack chasisnode (SuperMicroCSR17HQ
R1K62MB [20]) with single motherboard has been uded
conduct this test The servenit is actually converted from
one ofthe fully immersed liquietooled systes(ID: 107 in
Table 9) (SiperMicro X9D with 2 Intel Xeon E2670 cores)
and enables direct compson of the two cooling
methodologies. Theess make use of 2 software tools to load
the server(StressLinux and LinPaclgt close t0100% load,
which should be ideally close the operatingondition of an
HPC data centre under full performancehis resulted in a
total energy load readiraf 305W, whichdoes nofncludethe
server fans athese are powered externally

Temperature and velocity readings were taken at a range

Module | System | CPU1/CPU2 CPU- CPUL of points over the diameter of the exhaust pipe and are shown
ID Temp Temperature SystemAT | CPU2AT in Table 11 Thesereading became stable after 2 hours of
101 53°C Medium N/A N/A | continuousunning
102 51°C 79°C/76C 25~-27C 2°C Location Velocity | Temp | Areaof
103 N/A Medium N/A N/A UGS
rings
104 51°C 70°C / 69C 19~18C 1°C Mm T °C 2
105 52°C 75°C /1 69C 22~16C 6°C
Inlet 0.5 23.8
106 50°C Low / Low N/A N/A - - - -
Radial distance
107 53°C 70°C /1 69C 18~16C 2°C
. — . 30 2.2 34.3] 0.00083939
108 51°C 71°C/77C 20~18C 2°C
109 47°C Medium N/A N/A 25 4.7 36.2 | 0.00051051
110 46°C Medium N/A N/A 20 4.9 36.7 | 0.00047124
111 51°C 7¥C/69C | 20-17C 3°C 15 48| 36.8| 0.00043197
Table9 Fully immersed liquiecooled system temperature 10 4.9 37| 0.0003927
reading via IPMIView 5 5 37 | 0.00035343
(Centre) O 5.3 37 | 0.00141863
- - Average (based
E?AT&UPUE ca:;::ﬂlgtlor(PMlleerNB + PN;?A/A,PMZ e onarea) 4.45 36.34
artia : :
22051 W 2128 W 28W 16W 1.081 Table11 Xg:giﬁ)é Zri]ict)iﬁzergﬁre readsof the outlet
External water loop heat load (PM5) calculation '
FM1 Inlettemp Outlet temp AT (TM1) The key temperatures are listed in Table 12 and are based
110 Vmin 32°C 38°C 6°C | on te values in Table 11, the IPMI readings and a
Water SHC | Water density Calculated thermometer.
PM5 - -
Location TemperaturéC | Device
4178  994.1kgim3 761W : perat v
JI(kg°C) Inlet / Ambient 23.8 Thermometer
Table 10 Iceotopecabinet athe University of Leeds external [cpy1 69 IPMI
water loop data
P CPU2 70 IPMI
3.3 Advanced hybrid air/water-cooled system tests
d . . CPU average
In constructing theecond system based on air cooling, th 69.5
temperature difference of the major component (CPU | System 36 IPMI
temperature and system) that a singlecadled computer | Temperature delta (inlet
nodeis required. An experiment was set up to monitor the to outlet) 12.54
inlet andoutlet temperatuse and the airflow rate to obtain Temperature deltan(et
typical temperaturencreases over the inlet temperature for the_to CPU) AT
main componerg To capture a realistic outflow temperature Table7 Temperature reading via IPMI View and
the outlet air was funneled into a duct with an exhaust thermometer

Chi et al. Data centre using direct liquid-cooled servers.
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From Table 12, the temperature delta from the inlet to the 55D
outlet is 12.59C. Underthe exhaustonditions of37°C the air
density p, is approximatelyl.138kg/m®, and the mass flow
rate m, of the outlet can be calculated as,

m=p XA Xv
where Ais the surface area of the outi@1)04418n°, and?” is
the averaged air velocity of the outlét45m/s as indicated
in Table 11 The reslt is that the mass flow rate is
m=0.0223kg/s. 5]

The averagespecific heat capacitySHO of air between
inlet at 28C and outlet at37°C is approximately 1005 d
J/(kg°C), andsincethe delta temperature from the inlet to
outlet AT, is 12.54C the total hatflux Q thatis released into
the air would be,

Q =m XSHC X AT
yielding a value ofQ of 282W, whichis close to the system
power of 305W and heat loss through the server chasis is
expected.

MotherBoard
PSU X4 (N+N)

Server
Modules (X8)

E\\b

Figure9 Hypotheticalfully immersed liquidcooled system
computer / PSU node layout

The set up of the hypothetical systems will lead to
3.4 Hypothetical systems configuration identical total computiig performance based on the same
The hypothetical ailiquid hybrid systen in this workis  motherboards andpower consumption. They can be directly
based onthe SuperMicro 2U rack design (CSE7HQ comparable and the difference between them woalsl
R1K62MB) [20], which containst 1U motherboardsinside a expected, benly due tothe cooling efficiencyat thedifferent
2U packages depicted in Figure. 8 this configuration there levels (IT level, cabinetlevel and facility leel).
is anN+N redundant PSU layofnr eachcomputer node, and
4 computer boards towards 1+1 PSU.

Air Flow ~ ﬁ
ss

80mm fan X4

. PSU node Computer node
Computer node PSU node

Figure 10 Front view layouts ofia-water hybrid system
chassis (left) andnmersedirect liquid-cooled
systenchassis (right).

PSU X 2 (N4N)

Sever (X4)

MotherBoard

Figure8 2U Air-water hybrid system computer / PSU node
layout 4, Result

The full set of calculated results for the two hypothetical
systems aréetailedin Table 13 for a target @50kW of total
power consumption for bothir-water cooled hybrid and fully
immersed liquiecooled solution.

From Table 13it can be seen that thially immersed
liquid-cooled solution is able to achieve a parflE of
aroundl.14 at full load compard to an equivalent aiwater

\A}gybrid system, which has ®UE of 1.48 However this is
based on the assumption that the computer systems are fully
oaded and that for the hybrid aiater cooled systems, chiller

The hypothetical fully immersed liquicboled system is
based on the enclosed, immersed, direct ligoidled servers
with 8 computer nodes and 2+2 PSU nodesaich rack level
as demonstrated in Figure 9

Although the akwater hybrid system and fullynmersed
liquid-cooled system havéifferent layous, they have the
same computer node to PSU ratio (4:1), which from the po
point of view gives them identicabpologiesfor the energy
efficiency calculation. The front view of the server nodes an L L i
power supplies is shown for bothssgm configurations in free cooling is not PSEd’ Wh'Ch 1S awor;t cesenario.
Figure 10 which also indicates the cabinet space requirements Usually mostair-conditionings / chillers havan EER
for each solution. With the immersed, dirdiuid-cooled (Energy Efficiency Ratip of around 3.0 underfully loaded

system, servers are loaded in both the front and the back of §&ditiors, which resultsin the partial PUE of the data centre
cabinet. that is at leastl.33 when the chillersi operating at 100%

mechanicalload The HPC data centre at tHeniversity of
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Leedshas systems running near to peak load and is consumsygtemoad which yields a partial PUE df.4.
approximate 100N of cooling powerto manage &506kW

Type Unit Load Number Hybrid dr-wate | Liquid-cool
cooled power power
consumption consumption

Server /| SuperMicro X9DTT / Intel Xeon 305W 48%x14=672 204.9&wW 204.9&W
IT level | System E5-2670 X2

CoolingFans | Nidec VBOE12BS2 23.4W 48x14=672 15. 7w N/A

Storage Intel SSD 330 0.85W 48x14=672 0.57KkW 0.57kW

PSU Fan Nidec R40W12BGCA | 15.8W 24x14=336 2.65%W

168 active
PSUloss Super Micro PWS 7% loss 24x14=336 15.67kW 14.4%KW
1K62 168 active
Theoretical 166x2 GFLOPS | 166x2 GFLOPS
performance 223.1TFLOPS 223.TTFLOPS
Total load 223.9KW 206.2kW
GFLOP3W 996.4 1081.6
Cabinet | Cabinetfan Airedale LogiCool 161w 14 2.254W N/A
level OnRak LOR6042U
C0280
Pump GrundFos Alpha 2L 45W 2x14=28 N/A 0.6KW
14 active

Telco D-Link 33.4W 2x14=28 0.93%W 0.93%W

Equipment DGS 121048

PDU Avocent PM3000 3.5% loss 2x14=28 7.84&KW 7.84KW

component 11.0%kW 8.7&W
Total load 234.94W 215.0%W
Total UPS APC Symmetra PX | 4% loss 2 9.4kW 8.6(kW
Facility 250kw
Power Chiller Airedale Ultima EER=3.03 2 77.54kW N/A
Compact Chiller Chiller on
UCFC250D8/2 EER=19.3 2 N/A 11.14W
Chiller off
Ventilation Airedale 880W 10 8.8kW N/A
(CRAH) AlpaCoolDF25A /
CUS8.5
component 95.7&kW 19.74W
Total load 330.6 kW 234.8kW
Total PUE 147 1.138
MFLOPSW 674.7 950.2
Total cooling 98.17kW 11.77kW
power
Power saving 95.88kW
Table8 Overall power data of a hybrid waterfaimoled data centre compared to one based on enclosed, immersed

direct liquid-cooledserver technologf21-29]

It is also possible to dioly compare the Performance Perliquid-to-liquid heat exchangers and the systems’ higher

Watt (PPW) of these 2 hypothetical systesimee they contain
identical computing hardware. Frofiable 12 the aircooled
system israted to 674.7 MFLOPS/W whicis close to the
10th (TianhelA) in the 2012 green 500 data riees, while
the liquidcooled systenis rated a®50 MFLOPS/Weclose to

the4th (RIKEN AICS)in the sameanking list [12]

Onereasonwhy theimmerseddirect liquidcooled system

operating temperature as highlighted in Table 14

FromTable 14it canalsobe seenhat the hybridair-water
cooledsolutionhas amaximum detia temperaturéhatis 18C
greater than that of the solutions based on immedéedt
liquid-cooledsystemswhich is the reason why tlehillers are
assumed to be operating in mechanical cooling mode to deal
with the additional cooling requirements.

avoid usingmechanical coolingas indentified in Table 13s
dueto the higher efficiency othedirect thermal coupling with

Chi et al. Data centre using direct liquid-cooled servers.
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Air-cooled system Liquid-cooled system 2. Evans, Tony. "The Different Technologies for Cooling
medium | Temperature| medium | Temperature Data Centers.APC White Pape§9, 2012
in [ out n [out 3. lyengar, Madhsudan, et al. "Server liquid cooling with
Ambient Arr 25°C | Air 25°C chiller-less data center design to enable significant energy
. S 5 savings." Semiconductor Thermal Measurement and
Chill R407c/ 25°C | 20°C | Wat 38°C | 32°C .
rer Waterc ater Management Symposium (SEMHERM), 2012 28th
Building | Water | 20°C | 22C | Water | 32C | 38C Annual IEEE [EEE, 2012 _ _ _
water 4. Almoli, Ali, et al. "Computational lbid dynamic
Ventilation | Air/ 24°C N/a investigation of liquid rack cooling in data centres."
water Applied Energy89.1 pp156155, 2012
Rack Air 24°C | 36°C | Water 33°C | 39°C | 5. Zimmermann, Severin, et al. "Aquasar: A hot water cooled
Computer | Air 36°C | Water 33C | 39C data center with direct energy reus&fergy43.1 237
node Dielectric 53C 245, 2012 o o
19 [Deteons| 10 | © Allesey, Cnad Dani. casma reok syen for ko
t'\g%"pgf:tire Syt thile Ciy o Ambent array.” U.S. Patent No. 7,905,106. 15 Mar. 2011.

~

Tuma, Phillip E. "The merits of open bath immersion

Table9 Temperature staep data of anair-cooled data

centre compares to a liquiboled data centre cooling of datacom equipmentSemiconductor Thermal

Measurement and Megement Symposium, 2010. SEMI
THERM 2010. 26th Annual IEEEEEE, 2010

8. Hopton, Peter, and Jonathan Summers. "Enclosed Liquid
Natural Convection as a Means of Transferring Heat from

d Microelectronics to Cold PlatesSemiconductor Thermal

" Measuremeinand Maragement Symposium, 2013. SEMI

THERM 2013. 29th Annual IEEEEEE, 2A.3

9. Belady, Christian, et al. "Green grid data center power

efficiency metrics: PUE and DCiEthe green grid1-9,

2008

10. Brady GA; Kapur N; Summers JL; Thompson HM
case study and crid assessment in calculating power
usage effectiveness for a data cenhtEnergy Conversion
and Managemen¥6, 155161,2013.

11.Chun, ByungGon, et al. "An energy case for hybrid
datacenters."ACM SIGOPS Operating Systems Review

a 44.1,76-80, 2010

EQ.Websitewww.topSOO.org

13.Website: www.green500.0rg

191.Scogland, Thomas, Balaji Subramaniam, and-dWun
Feng. "Emerging trends on the evolving Green500: Year
three." Parallel and Distributed Processing Workshops
and Phd Forum (IPDPSW), 2011 IEEE International

5. Conclusion

This work hascompard the energyefficiency between a
data centre based on an advanbgtrid air-water cooling
solution with a data centre that uses enclosed, immerse
direct liquid-cooled modules. The analysis has been
completed undea number ofissumptionswhich include the
IT systems are operating at full load &hd supply and return
temperatures of the facility water being elevated such that the
air-cooled solution requiss full mechanical coolingUsually
both liquidcooled and aicooled data centre would have
completely different deghs and hardware configurations,
which arguablymakesdirect comparisolifficult in practice.

The data centre based on the hybadt-water cooled
systens is calculated to operate with a parfdJE of 1.48.
This is comparedvith the enclosed, immersed, dirdicfuid-
cooledbased data centre, which is calculated to operate
partial PUE of 1.14 — 34% more efficient Comparing the
PPW valies based a theoretical linpack performance yields
value for he hybrid air-water cooled system of
621.80MFLOPS/W, which can be comparetb the fully
immersed liquigcooledbasedsydemof 875. 7MFLOPS/W-—
40.8% better performancethan thehybrid air-water system. Symposiunon. IEEE, 2011

E 'Tj?gf’cég‘fe‘éatsa S‘ig”treur?;;f‘ie‘:t”a lﬁn;?ssljeﬁrﬁi:d g(')r:SCLtjmelsS.Lee, Victor W., et al"Debunking the 100X GPU vs. CPU
9 ystes) P ' myth: an evaluation of throughput computing on CPU and

i 0
95.88kWIesspowe_r,wh|ch saves 29% of_the_ total power and GPU."ACM SIGARCH Computer Architecture Newsl.
up to 88% of cooling power ovéhe hybrid air-water cooled 38 No. 3. ACM. 2010
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constructing the keotope modules involves;

1.Removal ofthe onboard battery from the mother
board. Since the battery is a sealm, it might have
sealing issue that interfere with the liquidcooled
system.

2. Liquid tight cabling and signal portare adopted
Careful engineering redesigs required forall of the
signal transfer portssgch as USB, Ethernet, RE]
infiniband, etc.). All of these pos transferelectronic
signabk from the liquid immersednicroelectronicsto
the outside with ntiquid leakageor signal loss.

3. Standardheat sinks forall of the microprocessors
(CPUs, North Bridge, etcare replaced with profiles
that suit the liquid-cooled environment andare
optimally designed for optimutmeat transfer.
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