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Abstract—We consider dynamic networks where the distur-
bances and control actions take discrete values. We briefly survey
some of our recent results establishing necessary and sufficient
conditions for the existence of robustly globally invariant (hyper
box) sets, as well as sufficient conditions for global attractivity of
such sets. We then establish connections between these results and
existing results in the literature for the setup where all the inputs
are analog. Finally, we derive tight upper and lower bounds on
the smallest such set in the special case of a degenerate network.

I. INTRODUCTION

Both production networks and distribution networks can be
modeled as network flow systems, using graphs or hypergraphs
whose nodes are associated with available raw materials,
products, or resources, and whose arcs are associated with
flows. The accumulated discrepancy over time of the input
and output flows at n interconnected nodes is captured by the
n-dimensional state of the system: Practically, this represents
resources and or products available (stored) at the n ware-
houses. The control input denotes the controlled flows (i.e. the
production or distribution) and the disturbance input denotes
the uncontrolled flows (i.e. the raw material or demand). The
dynamics of the system are thus linear, with the matrices
defining the model describing which and in what quantity
resources and products are involved in a unit flow. In this
context, the existence of robustly control invariant sets is a
question of interest, as are their properties when they do exist.

These and other similar questions have been previously con-
sidered in the literature, for instance in [5] [6] where polytopic
invariant sets are considered and in [4] where ellipsoidal sets
are considered. The existing results typically assume analog
control and disturbance actions. In contrast, the novelty of our
treatment is in the discrete nature of the inputs, justifiable
from practical as well as theoretical perspectives. From a
practical standpoint, materials and goods are usually processed
in batches. From a theoretical standpoint, the study of systems
under discrete controls and disturbances has sparked much
interest in recent years as evidenced by the literature on
alphabet control [?] [?], [7], mixed integer model predictive
control [1], discrete team theory [?] and boolean control [3].

In this case, the problems of interest may often be formulated
as min-max games [2].

In this paper, we consider a general discrete-time model of
dynamic networks where the control actions and the distur-
bances are assumed to take their values in prescribed finite al-
phabet sets. We focus on three questions, namely the existence
of robustly control invariant hyperboxes, global attractively of
these sets, and the size of the smallest such invariant sets.
We begin by surveying our recent results, presented in [?],
in which we derived a necessary and sufficient condition for
the existence of robustly control invariant hyperboxes and
we showed that a stricter version of this same condition is
sufficient (though not necessary in general) to guarantee robust
global convergence of all state trajectories to the invariant set.
Next, we show that the combinatorial conditions derived in
[?] imply set inclusion conditions that are strikingly similar to
existing results in the literature where the inputs are assumed
to be analog [5] [6]. Finally, we derive upper and lower bounds
on the size of the smallest robustly control invariant set in
the simplified scalar setting, and we illustrate our theoretical
derivation with a simple example.

The paper is organized as follows: We introduce the system
model, state the questions of interest, and explain their sig-
nificance in Section II. We briefly survey our relevant recent
results in Section III. We elaborate on the connections between
our results and existing results in the literature in Section
IV. We derive tight upper and lower bounds on the size of
the smallest invariant set for the special case of a degenerate
network in Section V and we present a simple illustrative
example in Section VI.

A word on notation: R, Z, R+ and Z+ denote the re-
als, integers, non-negative reals and non-negative integers,
respectively. [x]i denotes the ith component of x ∈ Rn.
hull{S} and int(S) denote the convex hull and interior,
respectively, of S ⊂ Rn. Bn denotes the set of vertices
of the unit hypercube, that is Bn = {0, 1}n. For A ⊂ Z,
M ∈ Zn×m, MAm denotes the image of Am by M , that
is MAm = {a ∈ Zn|a = Mb for some b ∈ Am}. Given a
set X = [0, x+

1 ] × . . . × [0, x+
n ] ⊂ Rn, VX denotes its set of

vertices, that is VX = {x ∈ Rn|[x]i ∈ {0, x+
i }}.



II. PROBLEM SETUP AND SIGNIFICANCE

A. System model

Consider the system described by

x(t+ 1) = x(t) +Bu(t)−Dw(t), (1)

where time index t ∈ Z+, state x(t) ∈ Rn, control input
u(t) ∈ Um and disturbance input w(t) ∈ Wp. The control
alphabet set U = {a1, . . . , ar} ⊂ Z and the disturbance
alphabet set W = {b1, . . . , bq} ⊂ Z are discrete, ordered sets
with a1 < . . . < ar and b1 < . . . < bq . Matrices B ∈ Zn×m
and D ∈ Zn×p are given.

B. Questions of Interest

Definition 1: A hyperbox X = [0, x+
1 ] × . . . × [0, x+

n ] ⊂
Rn is robustly control invariant if there exists a control law
ϕ : X → Um such that for every x(t) ∈ X , x(t + 1) =
x(t)+Bϕ(x(t))−Dw(t) ∈ X for any disturbance w(t) ∈ Wp.

Remark 1: When X = [0, x+
1 ] × . . . × [0, x+

n ] is robustly
control invariant, then so is any other hyperbox X ′ =
[x−1 , x

−
1 + x+

1 ] × . . . × [x−n , x
−
n + x+

n ]. Indeed, control law
ϕ′ : X ′ → Um defined by ϕ′(x) = ϕ(x − x−), where
[x−]i = x−i , verifies this assertion.

Definition 2: A hyperbox X = [0, x+
1 ]× . . .× [0, x+

n ] ⊂ Rn
is robustly globally attractive if there exists a control law ψ :
Rn \ X → Um such that for every initial condition x(0) ∈
Rn \ X and disturbance w : Z+ → Wp, the corresponding
state trajectory satisfies x(τ) ∈ X for some τ ∈ Z+.

We are interested in answering two questions for the dy-
namic networks described in (1):

Question 1: Under what conditions does a robustly control
invariant hyperbox exist?

Question 2: Under what conditions does a robustly globally
attractive and control invariant hyperbox exist?

Question 3: When a robustly control invariant hyperbox
exists, what is the size of the smallest such set?

C. Significance of the Problem

The dynamics in (1) describe a unified but fairly general
abstract model for three types of logistic networks: Production
networks, distribution networks and transportation networks.
In the first scenario, the nodes of the network represent
“products”, be they raw materials, intermediate products or
finished products. The ith component of the state vector thus
represents the amount of product i. The hyperarcs of the
network represent production processes or activities, some of
which may be fully or partially controlled by the operator of
the network. Additionally, the network may interact with its
external environment through both controlled and uncontrolled
flows representing (generally uncertain) supply of raw material
and demand of various products. The Bu−Dw term thus en-
codes the various production processes, supplies and demands,
with matrices B and D representing the network topology and
inputs u and w representing the controlled and uncontrolled

flows, respectively. Likewise in the second and third scenarios,
the nodes of the network represent warehouses and transporta-
tion hubs, respectively, with the ith component of the state
vector thus representing the quantity of commodities present
in the ith warehouse/hub. The Bu − Dw term encodes the
various transportation routes, distribution protocols, supplies
and demands, with matrices B, D representing the network
topology and inputs u and w again respectively representing
the controlled flows and uncertainty in the system.

In this setting, it is intuitively desirable to contain each
component of the state vector within two bounds, a zero lower
bound and a positive upper bound. In the case of production
networks, the lower bound guards against shortages and inter-
ruptions in the production process. In the case of distribution
and transportation networks, the lower bound guards against
the underuse of distribution and transportation resources. In all
scenarios, the upper bound ensures that the storage capabilities
of the system are not exceeded. The question of existence of
robustly control invariant sets, specifically hyperboxes (Ques-
tion 1 in Section II-B), thus naturally arises.

Moreover in this setting, the model of uncertainty (specif-
ically the choice of set W) encodes the typical uncertainty
encountered in day to day operations. Since it is impossible
to rule out rare occurences of large unmodeled uncertainty
(be they emergencies or catastrophic events) that would drive
the system away from its typical operation, it is reasonable to
question whether the system can recover from such events:
The question of robust global attractivity of the robustly
control invariant hyperboxes (Question 2 in Section II-B) thus
naturally arises.

Finally in this setting, it is desirable to make the robustly
control invariant sets as small as possible, to cut down on the
storage requirements and costs. The question of computing the
smallest robustly control invariant set (Question 3 in Section
II-B) thus naturally arises. Of course, this question is generally
not well defined unless a specific norm is chosen. The partic-
ular choice of norm is dependent on practical considerations,
with weighted l1 as well as l∞ norms presenting reasonable
choices.

III. SURVEY OF RECENT RESULTS

In our recent work [?], we derived necessary and sufficient
conditions for the existence of robustly control invariant sets,
as well as sufficient conditions for ensuring global attractivity.
We summarize our main results in this section.

We begin by introducing some relevant notation. Consider
the following sets for i ∈ {1, . . . , n}:

U i+ = {u ∈ Um|[Bu−Dw]i ≥ 0,∀w ∈ Wp},
U i− = {u ∈ Um|[Bu−Dw]i ≤ 0,∀w ∈ Wp},
U i+∗ = {u ∈ Um|[Bu−Dw]i > 0,∀w ∈ Wp},
U i−∗ = {u ∈ Um|[Bu−Dw]i < 0,∀w ∈ Wp}.

Associate with every x ∈ Rn+ a signature, namely an n-tuple
(s1, . . . , sn) with si = + if [x]i = 0 and si = − if [x]i > 0,



and two subsets of Um defined by

Ux = U1
s1 ∩ . . . ∩ U

n
sn
,

U∗x = U1
s1∗ ∩ . . . ∩ U

n
sn∗.

We can now state the main results derived in [?]. The first
provides a complete answer to Question 1:

Theorem 1: The following two statements are equivalent:
(a) There exists a set X = [0, x+

1 ] × . . . × [0, x+
n ] that is

robustly control invariant.
(b) The following condition holds

Uz 6= ∅, ∀z ∈ Bn. (2)

The second proposes a sufficient condition for the existence
of a robustly control invariant set that is globally attractive,
thus giving a partial answer to Question 2. In general, this
condition need not be necessary!

Theorem 2: If the following condition holds

U∗z 6= ∅, z ∈ Bn (3)

there exists a robustly control invariant and globally attractive
set X = [0, x+

1 ]× . . .× [0, x+
n ].

IV. CONNECTIONS TO EXISTING RESULTS

The necessary and sufficient condition (2) for existence of a
robustly control invariant set, as well as the sufficient condition
(3) for global attractivity are both formulated in terms of
combinatorial conditions. In contrast, conditions derived in the
literature for the existence of robustly control invariant sets for
discrete-time dynamic network flow models with continuous
inputs are typically presented as set inclusion conditions. More
specifically, in [6] the authors prove that

BUm ⊇ DWp

is necessary and sufficient for a robustly control set to ex-
ist. In light of this, in this section we attempt to connect
our combinatorial conditions with appropriate set inclusion
conditions. In particular, we show that (2) implies another
condition, formulated in terms of the convex hull of BUm and
DWp. Likewise, we show that (3) implies another condition,
formulated in terms of the interior of the convex hull of BUm
and the convex hull of DWp.

However, it should be emphasized that this exercise is
mainly academic for two reasons: First, the set inclusion
conditions are known to be NP-hard to verify in general, as
hence do not offer much promise of a substantial reduction
in computational burden. Second, the directions of the impli-
cations are such that the set inclusion conditions can only be
used to draw negative conclusions about the network in the
cases where they are violated.

Theorem 3: Condition (2) implies

hull{BUm} ⊇ hull{DWp}. (4)

The converse is not true.

Proof: If Ux 6= ∅ for all x ∈ VX , we have a control
uj ∈ Um such that, for all w ∈ Wp, the state difference
lies in the jth orthant, Buj −Dw ∈ Oj for all orthants Oj ,
j = 1, . . . , 2n. We can then consider the subset of 2n controls
(one per each orthant in the n-dimensional state space) U =
{u1, . . . , u2n} and, for all w ∈ Wp, the associated set BU−
Dw := {Bu − Dw|u ∈ U}. Now, as by construction the
set BU −Dw has one point in each orthant then its convex
hull will include zero, that is, 0 ∈ hull{BU − Dw} for all
w ∈ Wp. Now, consider the set BU − DWp := {Bu −
Dw|u ∈ U, w ∈ Wp} and observe that hull{BU−DWp} ⊇
hull{BU−Dw}, for all w ∈ Wp. This last condition yields
0 ∈ hull{BU−DWp}. From hull{BU} ⊆ hull{BUm} and
taking BUm −DWp := {Bu−Dw|u ∈ Um, w ∈ Wp} then
we obtain 0 ∈ hull{BUm −DWp} and therefore also (4).

To see why (4) does not imply Ux 6= ∅ for all x ∈ VX
consider a set parametrized in w P = {p1(w), . . . , p2n

(w)}
where pi(w) ∈ Oi for all w ∈ W . Observe that 0 ∈ hull{P}.
By Caratheodory theorem, as 0 ∈ hull{P} then we can always
extract from P n+1 points (assume without loss of generality
the first n+1 points of the set) p1(w), . . . , pn+1(w) such that
0 ∈ hull{p1(w), . . . , pn+1(w)}. Now, suppose that the set of
controls Um = {u1, . . . , un+1} so that Bui−Dw = pi(w) for
all w ∈ W and so we have 0 ∈ hull{BUm −DWp} which
implies (4). At the same time, we also have BUm −DWp ∩
Oh = ∅ for some h ∈ {1, . . . , 2n} which means that there
does not exist a uh ∈ U such that Buh − Dw ∈ Oh which
in turn means that there exists x ∈ VX such that Ux = ∅ and
this concludes our proof.

Theorem 4: Condition (3) implies

int(hull{BUm}) ⊃ hull{DWp}. (5)

The converse is not true.
Proof: If U∗x 6= ∅ for all x ∈ VX , we have a control

uj ∈ Um such that, for all w ∈ Wp, the state difference lies
in the interior of the jth orthant, Buj −Dw ∈ int(Oj) forall
orthants Oj , j = 1, . . . , 2n. We can then consider the subset
of 2n controls (one per each orthant in the n-dimensional state
space) U = {u1, . . . , u2n} and, for all w ∈ Wp, the associated
set BU−Dw := {Bu−Dw|u ∈ U}. Now, as by construction
the set BU−Dw has one point in the interior of each orthant
then its convex hull will include zero in its interior, that is,
0 ∈ int(hull{BU − Dw}) for all w ∈ Wp. Now, consider
the set BU − DWp := {Bu − Dw|u ∈ U, w ∈ Wp} and
observe that hull{BU − DWp} ⊇ hull{BU − Dw}, for
all w ∈ Wp. This last condition yields 0 ∈ int(hull{BU −
DWp}). From hull{BU} ⊆ hull{BUm} and taking BUm−
DWp := {Bu − Dw|u ∈ Um, w ∈ Wp} then we obtain
0 ∈ int(hull{BUm −DWp}) and therefore also (5).

To see why (5) does not imply U∗x 6= ∅ for all x ∈ VX
consider a set parametrized in w P = {p1(w), . . . , p2n

(w)}
where pi(w) ∈ int(Oi) for all w ∈ Wp. Observe that
0 ∈ int(hull{P}). By Caratheodory theorem, as 0 ∈
int(hull{P}) then we can always extract from P n + 1
points (assume without loss of generality the first n +



1 points of the set) p1(w), . . . , pn+1(w) such that 0 ∈
int(hull{p1(w), . . . , pn+1(w)}). Now, suppose that the set of
controls U = {u1, . . . , un+1} so that Bui − Dw = pi(w)
for all w ∈ Wp and so we have 0 ∈ int(hull{BUm −
DWp}) which implies (5). At the same time, we also have
BUm − DWp ∩ Oh = ∅ for some h ∈ {1, . . . , 2n} which
means that there does not exists a uh ∈ Um such that
Buh −Dw ∈ int(Oh) which in turn means that there exists
x ∈ VX such that U∗x = ∅ and this concludes our proof.

V. SMALLEST INVARIANT SET

In this section, we consider the special case of scalar
dynamics where the smallest invariant set is independent of
the choice of norm. In this setting, we explicitly derive lower
and upper bounds on the size of the smallest invariant set.

Consider the dynamics described by

x(t+ 1) = x(t) + αu(t)− ηw(t) (6)

where α and η are given non-zero scalars, u(t) ∈ U and
w(t) ∈ W .

In this setting, the sets defined in Section III can be
computed by simply checking the signs of the entries of the
following table, reminiscent of the payoff table in a zero sum
game between two non-cooperating players

u/w b1 . . . bq

a1 αa1 − ηb1 . . . αa1 − ηbq
...

...
...

ar

Specifically, we have four subsets of U as follows:

U+ = {u ∈ U|αu− ηw ≥ 0,∀w ∈ W}
U− = {u ∈ U|αu− ηw ≤ 0,∀w ∈ W}
U∗+ = {u ∈ U|αu− ηw > 0,∀w ∈ W}
U∗− = {u ∈ U|αu− ηw < 0,∀w ∈ W}

as well as one additional subset defined as

Uc = {u ∈ U|u /∈ U− ∪ U+}.

Note that Uc, U+ and U− are pairwise disjoint and their union
is U : Thus they partition U . Also note that U∗+ ⊆ U+ and
U∗− ⊆ U−.

We are now ready to derive upper and lower bounds on the
size of the smallest invariant set. We begin by defining

δ+(u) = max
w∈W

αu− ηw

δ−(u) = min
w∈W

αu− ηw.

Note that δ+(u) > 0 when u ∈ Uc ∪ U+, and δ+ ≤ 0 when
u ∈ U−. Likewise, note that δ−(u) < 0 when u ∈ U− ∪ Uc
and δ−(u) ≥ 0 when u ∈ U+.

Now let

Lo1 = min
u∈U+

δ+(u)

Lo2 = min
u∈U−

|δ−(u)|

Lo3 = min
u∈Uc

δ+(u)

Lo4 = min
u∈Uc

|δ−(u)|.

Theorem 5: (Lower Bound) Let l be the size of the smallest
robustly control invariant set. We have

l ≥ max
{
Lo1 + Lo4, L

o
2 + Lo3

}
− β, ∀β > 0 (7)

.
Proof: Suppose without loss of generality that the interval

[0, l] is robustly control invariant. Then in particular when
x(t) = l − ε, where

0 ≤ ε < min
u∈Uc∪U+

δ+(u)

we require x(t+ 1) ∈ [0, l]. Equivalently, we require

0 ≤ l − ε+ αul−ε − ηw ≤ l, ∀w ∈ W
⇔ −l + ε ≤ αul−ε − ηw ≤ ε, ∀w ∈ W

⇔

{
αul−ε − ηw ≤ ε, ∀w ∈ W

αul−ε − ηw ≥ −l + ε, ∀w ∈ W

⇔

{
max
w∈W

αul−ε − ηw ≤ ε
min
w∈W

αul−ε − ηw ≥ −l + ε

⇔

{
δ+(ul−ε) ≤ ε

δ−(ul−ε) ≥ −l + ε
.

The first inequality implies

δ+(ul−ε) < min
u∈Uc∪U+

δ+(u),

which holds iff ul−ε ∈ U−. In this case, the second inequality
reduces to

ε− δ−(ul−ε) ≤ l⇔ ε+ |δ−(ulε)| ≤ l,

which implies that

ε+ min
u∈U−

|δ−(ulε)| ≤ l⇔ ε+ Lo2 ≤ l.

Finally, noting that this inequality holds for any ε ∈[
0, min
u∈Uc∪U+

δ+(u)
)

and noting additionally that

min
u∈Uc∪U+

δ+(u) = min
u∈Uc

δ+(u) = Lo3,

we conclude that

l ≥ Lo2 + Lo3 − β, ∀β > 0.

Likewise, a similar argument can be made for x(t) = ε
where

0 ≤ ε < min
u∈Uc∪U−

|δ−(u)|



to show that
l ≥ Lo1 + Lo4 − β, ∀β > 0.

We thus conclude that

l ≥ max
{
Lo1 + Lo4, L

o
2 + Lo3

}
− β, ∀β > 0.

Theorem 6: (Upper Bound) Let l be the size of the smallest
robustly control invariant set. We have

l ≤ min
u∈Uc

(
max

{
Lo1 + |δ−(u)|, Lo2 + δ+(u)

})
. (8)

Proof: We begin by noting that any control law ϕ that
renders the set X = [0, lϕ] robustly control invariant may be
used to establish an upper bound on l. Let

uo1 = argminu∈U+δ
+(u),

uo2 = argminu∈U− |δ−(u)|,

and for each u ∈ Uc consider the control law ϕu : [0, lu]→ U
defined by

ϕu(x) =


uo1 x ∈ [0, |δ−(u)|)
u x ∈ [|δ−(u)|, l(u)− δ+(u)]
uo2 x ∈ (l(u)− δ+(u), l(u)]

.

It is straightforward to ascertain that ϕu renders [0, l(u)]
robustly control invariant provided{

|δ−(u) + Lo1 ≤ l
l − δ+(u)− Lo2 ≥ 0

⇔

{
l ≥ |δ−(u) + Lo1

l ≥ δ+(u) + Lo2
.

Next, noting that for any u ∈ Uc, we have δ−(u) ≥ Lo4 and
δ+(u) ≥ Lo3, we conclude that picking

l(u) = max
{
Lo1 + |δ−(u)|, Lo2 + δ+(u)

}
is sufficient to ensure robust invariance. Finally, the best upper
bound corresponds to minimizing this choice of l(u) over all
u ∈ Uc.

VI. ILLUSTRATIVE EXAMPLE

Consider the scalar dynamics (n = m = p = 1) given by

x(t+ 1) = x(t) +Bu(t)−Dw(t)

with alphabets U = {−100,−2, 3, 150} and W = {−6, 4}.
We begin by computing sets U+ and U− (no need for indices
‘i‘ in this case) by inspecting the table below, whose entries
are simply the values of ‘Bu−Dw’:

u/w −6 4
−100 −100B + 6D −100B − 4D
−2 −2B + 6D −2B − 4D
3 3B + 6D 3B − 4D
150 150B + 6D 150B − 4D

We have U+ 6= ∅ and U− 6= ∅ iff{
−100B + 6D ≤ 0
−100B − 4D ≤ 0

and

{
150B + 6D ≥ 0
150B − 4D ≥ 0

.

We thus conclude that a robustly control invariant set indeed
exists iff

B ≥ max{0.6D,−0.04D}

and is moreover globally attractive provided strict equality
holds. Now consider for example the case where B = D = 1,
for which a robustly control invariant set is guaranteed to exist.
We now proceed to compute

Lo1 = min
u∈U+

δ+(u) = 156,

Lo2 = min
u∈U−

|δ−(u)| = 104,

Lo3 = min
u∈Uc

δ+(u) = 4,

Lo4 = min
u∈Uc

|δ−(u)| = 1

from which we conclude that X = [0, 157] is the smallest
robustly control invariant set.

VII. CONCLUSIONS & FUTURE WORK

We considered dynamic networks where the disturbances
and control actions take discrete values. We surveyed our
recent results establishing necessary and sufficient conditions
for the existence of robustly globally invariant hyperboxes and
sufficient conditions for global attractivity of these sets. We
showed that each of these conditions implies a set inclusion
condition reminiscent of existing results in the literature for
the setup where all the inputs are analog. We then derived
tight upper and lower bounds on the smallest robustly control
invariant set in the special case of a degenerate network, and
we concluded with a simple illustrative example.

Future work will focus on extending the established lower
and upper bounds to the general setup, as well as exploring
special structures that may allow us to verify the combinatorial
conditions in a more computationally efficient manner.
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