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Open Directory Project based Universal Taxonomy for
Per sonalization of Online (Re)sour ces

Jurica Seva*, Markus Schatten, Petra Grd

University of Zagreb, Faculty of Organization and Informatics, Pavlinska 2, 42 000 Varazdin,
Croatia

Abstract. Content personalization reflects the ability of content classification
into (predefined) thematic units or information domains. Content nodes
single thematic unit are related to a greater or lesser extent. An existimgceo
tion between two available content nodes assumes that the udee witerest-

ed in both resources (but not necessddlithe same extent). Such a connection
(andits value) can be established through the process of automatentotas-
sification and labelingOne approach for the classification of content nodes is
the use ofpredefined classification taxonomy. With the help of such classifi-
cation taxonomy it is possible to automatically classify and label egistin-
tent nodes as well as create additional descriptors for future usetémicpar-
sonalization and recommendation systems. For these purposes exesbiri
rectories can be used in creating a universal, purely content, lotesssification
taxonomy This work analyzes Open Directory Project (ODP) web directory
and proposes a novel use of its structure and content as the basih farctas-
sification taxonomyThe goal of a unified classification taxonomy is to allow
for content personalization from heterogeneous souhcdhis work we focus

on the overall quality of ODP as the basis for such a classificatiomdexy
and the use of its hierarchical structure for automatic labhdling to the struc-
ture of data in ODP different grouping schemes are devised and tegied to
the optimal content and structure combinationadproposed classification tax-
onomy as well as automatic labeling proessghe results provide ain-depth
analysis of ODP and ODP based content classification and automatindab
models. Although the use of ODP is well documented, this questismat
been answered to date.

Keywords: Recommendation systems, content personalization, automatic con-
tent classification, automatic content labelihormation Extraction, Infor-
mation Retrieval, Open Directory Projeector Space Modelingd F-IDF

1 Introduction

The beginning of the 21st century has witnessed a hyper productiigitafly avail-
able content. One of the most important processes was made in the reflesiys-o
papers for the digital generation as they began to present their content dhkne.
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downside of this evolution is defined by the paradox of informatisis: the pob-

lem of accessing needed information does not lie in the fact that etformis inac-
cessible, but just the opposite; the vast size of digital information users ranensied

with makes it difficult to access appropriate information. One approacédircing

the effects of information crisis is the process of content persati@tizrough rec-
ommendation systems. This process can be automated by usimgattitoontent
classification and labeling models which is the focus of this work. Automatteron
classification has been widely researched and is not a new research field. There are
many approaches used in automatic content classification including buhitetllto
Bayesian classifiers, Support Vector Machines (SVM), Artificial Neural Networks,
ard clustering techniques (Borges & Lorena, 2010, p. 130). Onkeoissues with
automatic content classification from heterogeneous sources is therediftatego-
rization structure. Additionally, there are no universally accepted expdahuztaset

for large scale hierarchical classification yet, so related work is based oremntiffer
datasets for evaluation (e.g. ODP, the Yahoo! Directory or some other domain-
specific datase}gHe, Jia, Ding, & Han, 2013). Although different datasets are used
in different research efforts we can give an overview of weightingnsebeaised,
classification approa@sand their results for recent reviewed research efforts that are
comparable with this work. We propose the us®©biP' Web directory as a unified
classification taxonomy. As of time of writing this articleiardepth analysis of ODP
and its use as a unified classification taxonomy is not present.

This paper is based on an approach that combines methods and techniiques of
formation extraction (IE) (Cowie & Lehnert, 199&)atural language processing
(NLP), information retrieva (IR) (Salton, 1983; van Rijsbergen, 1979) and Vector
Space Modeling (VSM) (Salton, Wong, & Yang, 1975) for creatirgghime under-
standable classification models used for automatic content classification/labeling. |
order to prepare the content of digital textual documents for furtheegsimg IE and
NLP techniques are used. NLPagart of Artificial Intelligence (Al) research that
allows us to process content presented in natural language and extract talgtigeow
from it. NLP is used to prepare input documents through remgqants of their con-
tent that are not useful for further processing. Prepared contémerisrepresented
with one of possible weighting schemé&esulting models and their performance are
evaluated based on standard IR measures: precision (P), recall (R) @ilddefined
below). Python programming language and its extensions R(BKd, Klein, &
Loper, 2009) gensim (Rehiifek & Sojka, 2004) and scikit-learfi(Pedregosa et al.,
2011) have been selected as the implementation platform. NLTK offerech iy
for manipulating human written language and offers a set of togisepare the data
for further steps and VSM. Genism allows us to represent prepared ddsumen
selected weighting scheme, willir-IDF® weighting scheme used in this worke-

IDF is the oldest and most used weighting scheme in VSM and was init&fihed
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in (Salton, 1975)It’s measure was later expanded upon with idf measure reasoning
for which is given in (Robertson, 2004}t is used primarily for VSM, which pro-
vides a basis for information retrieval technique(s) used heBeikit-learn provides
the basis for IR measures implementation and classification model performance.

This paper focuses on testiifgODP presents a good classification scheme for
both content-based node classification as well as labeling. We provide several group-
ing approaches and test optimal number of documents for models in dgrfingiing
schemes for best classification and labeling results. This study aimsetotime fol-
lowing objectives:

(G1) representing ODP content with a set of key words that describédiraiv
nodes based ofF-IDF weighting scheme.

(G2) using ODP structure for automatic classification and labeling based on the
content representation definedGi

The rest of the paper is organized as follows: section 2 presents an ovdrigew o
lated work and research efforts this work is based on and compatedéxtion 3 an
overview of used research methodology is given whilst in sedtithe research re-
sults are presented and analyzed. Section 5 concludes on the obtainecergdaits
the significance of achieved results in the field of intelligent informagigstems and
gives an overview of future work

2 Related work

The use of folksonomies and/or taxonomies for enhancingniafiion retrieval re-
sultsis well documented in relevant literature. They are usually used as additional
descriptors in various application domains and annotate resources vetimeddset
of possible labels. In this context there are several web directories available fior us
creation of classification taxonomies (AboutUs.org, Biographicon, LmakS
Google Directory, Intute, Lycos’ TOP 5%, Yahoo! Directory, Zeal .ekr9m all
possible and available web directorl@®P has been identified as the most suitable
for our research agenda due to a number of rea®@®R itself was the first organized
effort to classify Web domains manually into predefined categories anérdrasits
beginnings, relied on human editors and their manual efforts in clagsgfylmmitted
Web domains. Therefore it represents an expert-based, pre-labeled colléctimn o
uments The hierarchical structure is presented through 17 root categories and has 0.7
million possible categories (Zhu & Dreher, 2010) with the numbeafains listed
in the directory exceeding 4.5 million entries. Besides the number offieldsseb
domains, it also presents a hierarchical categorization scheme where each categorized
domain belongs to one or more categories that are organized in (maxir@unigyar-
chical levels. All categories are described with one or multiple documentheyd
represent possible labels in automatic classification/labelling system.

One of the main problems in using existing taxonomies (e.g. @DAE structure
of data presented in the taxonomy and its combination in created classification mod-
els. The majority of research efforts try to utilize preexisting connectindshierar-
chical structure from each specific data source used in automatic classification re-



search efforts. In case of ODP, classification models can be created bagéeremntd
grouping schemes as presented in this work. Documents usedsdificddion models
can be grouped based on parent-child relations or sibling relations. Adtijticem
alternative way of grouping data is via symbolic links that are present inpreziz-
fined web directories. A symbolic link is a hyperlink which makes a diremiadec-
tion from a webpage along one path through a directory to a page aluthgrapath
(Perugini, 2008)As their results show, almost 97% of symbolic links results with
multiclassification and‘majority of symbolic links (>77%) are multiclassification
links which connect two categories which share at least the first two |dvepio
specificity’ (Perugini, 2008, p. 927). The majority of symbolic links premul-
ticlassification this approach will not be used as their use generates additional noise in
the classification and labeling process. Additionally, reviewed researchsetitfer
based on VSM weighting scheme used (mos#ylDF) as well as the range of the
taxonomy used (domain-specific branches or the entire taxonomg)majority of
research efforts that use ODP for automatic classification are domain-spesdfic
TF-IDF weighting scheme and limit the number of ODP documents, bdtkeiar-
chical branches as well as hierarchical depth, used in created classification models
Marath, Shepherd, Milios, & Duffy2014)focus on the Yahoo! Directory and pre-
sent a unified classification model or framework for highly imbalanéecatthical
datasets. In their work ODP was used as the validation data set. Thepricgssib-
set of ODP and use 17,217 categories and 130,594 web pages froma@Dmhilst
we focus on the entire directory. Additionally, their work uses standechine
learning algorithms for classification whilst we focus on VSM based matd IR
Classification results are evaluated using F1 measure and as reported theg achie
macro-averaged F1-Measure of the DMOZ subset of value 848@5R is used as
the testing set again in (Rajalakshmi & Aravindan, 2013). This appuses just the
URL of a document for its classification but they use 3-gram notatiofeédure ex-
traction whilst we use 1-gram notation. Classification models are builtSM¥ and
Maximum Entropy classifier. Their testing set was again limited, this tinie! root
categories, anBl was used as the evaluation metric, with classification results around
80% for each of selected root categories, which is lower than our r&uitaga & Ji
(2013) use ODP for the classification of data available over Twitter. He et al) (2013
focus on hierarchical classification of rare categories in ODP. They propcge an
proach based on LO¥Blei, Ng, & Jordan, 2003)Their classification models are
created by SVM and use term frequency vectors for document representaieir
experiments where performed on Chinese Simplified branch of the Ddi@ztory
which hasl3root categories and a hierarchical depth.d&dain, we use a larger part
of ODP data in our classification modefs evaluation measures standard P, R and
F1 measures were used. Their overall classification results based on their lajigoroac
below 80% for all proposed classification schemes. Amini, Ibrahim, Othman, &
Nematbakhsh2015)use ODP in combination with other web directories for a refer-
ence ontology in the scope of scientific publishing. From all available categories in

6 Latent Dirichlet Allocation



ODP, they focus on the Computer Science section of the directory leheimg8471
general entries.

Fathy, Gharib, Badr, Mashat, & Abraha0(4) use ODP for improving search
results based on user preferences. ODP and its concepts are used as adehtional d
scriptors for user search queries. Reference taxonomy, bas€H-I@F weighting
scheme, chooses the first 30 URLs for each concept based on thnawtiezh they
are represented by ODP. ODP is additionally used for construction udaespro
where search results clicked by the user are classified into concept®DBmvhich
are then used together to build the profileiong, Uddin, & Nguyen2013)also fo-
cus their research efforts on enhancing search results iy @BIR as the basis for a
reference ontology used to additionally label visited documents. Again, datsiin
ODP were represented witi--IDF weighting scheme based vectors. These vectors
are then used to search for similar ontological concepts. Their researchdedmn
user searches in academic domain of computer science and therefomadtels
only include that branch of ODP. Their experimental data set consi8iEdafoncepts
and 15,326 documents that were indexed under various concepts. Reseltsvalu-
ated on P, R and F1 measures although results are only presented gyaphicall

In (Lee, Ha, Jung, & Lee, 2013) ODP was used as an additional desariphe
domain of contextual advertising. They prune down ODP data usedafioing and
testing down to 15 root categories, 95,259 domains, 5,178 nodes raagdimum of
nine levels that are used to create the taxonomy. Documents are represented based
TF-IDF weighting scheme values. Their results are evaluated based on P, R and F1
with best P results at 0.863argiu, Giuliani, & Armano 2013)also focus on contex-
tual advertising and use collaborative filtering for classification models credtion.
uses ODP and its data to classify the page content and to suggest suitable atis accor
ingly. The userF-IDF weighting scheme to transform prepared documents for classi-
fication. They use Rocchio classifier to created centroids and classidp¢henent in
to one or more ODP categories.

Two recent research efforts in were based on the entire ODP dataset. Yun, Jing,
Yu, & Huang @012)focus on combining data from ODP and Wikipedia where ODP
is used to defina set of terms that are then compared with Wikipedia concepts. Their
work is combined in Two-level Representation Model (2RA) and usdsciynin-
formation and semantic information extracted from Wikipedia data. Term-b&ddd
and TF-IDF weighting scheme are used in syntactic level to record the syntactic in-
formation. Semantic level consists of Wikipedia concepts related to the tertmes i
syntactic level. Their classification approach, defined with Multi-layer classification
(MLCLA) framework, is designed to handle large scale data with congridxhigh
dimensions lagr-by-layer. Their best achieved classification results, measure with F-
score measure, differ for SVM classification (0.9942) and 1NN classification algo
rithms (0.8468. Ha, Lee, Jang, Lee, & Le@({14)focus on using various classifica-
tion algorithms for text classification and conclude that training data expansioh signi
icantly improves the classification performan@@ey focus their research efforts on
the best approach of hierarchically pruning the ODP tree while traversiilglde
branches from root node towards deeper hierarchical levels. They alsocerénmv
categories (Regional and World respectively) from training and testing data which



leaves them wit 182,003 categories and 1,228,843 web pagssthe weighting

scheme they also utiliz€F-IDF weights and base their classification approach on

generated merge-document and merge-centroid vedtbey measured the accuracy

of a classifier as the number of correctly classified test data divided by totélen

of test data, based on two F-measure values (macroaverageg @ndFmicro-

averaged (mif F-measure). Although they give a comparison of differerssdiaa-

tion algorithms used, their best classification results yields at approximately 36%.
Compared to presented approaches in reviewed literature we use ODP purely as the

basis for a universal classification taxonomy. The focus of our agpisdo enable

personalization of news articles from various online news portals. Obeitdetero-

geneous classification scheme a universal classification scheme is nepoadde a

general classification scheme. For these purposes we analyze the entire ODP conten

and don’t exclude categories either based on their depth or the number of documents

describing the category. Although ODP is used in different application domahs s

an approach is not currently presented in recent research e@artsvork also uses

specific steps in preparing ODP data for classification models by utilizing NdLFEan

tools and techniques for dimension reduction. Additionally, we propose-stép

classification approach where the first stage is focused on general classification and

second stage attaches multiple labels to the classified resource. For these puposes w

show different approaches in grouping ODP content and compareetfairation

results. Compared to presented relevant research efforts, our appesémims as

good or better.

3 M ethodology

IE was defined and first presented in (Cowie & Lehnert, 1996) wgtboal defined
as‘“creating a system that finds and links relevant information while igneitrg-
neous and irrelevant informatidnR “deals with the representation, storage, organi-
zation of, and access to information it&€nfBaeza-Yates & Ribeiro-Neto, 1999). It
was presented as a topic in the early 1950°s with the emergence of computers and its
scope has increased in 1970’s through the work of Van Rijsbergen (van Rijsbergen,
1979) and Salton (Salton, 1983). Salton also presented the foundations cp/SM
proach for document modeling in (Salton et al., 19¥89M in general, as a model
for IR, is first proposed in (Salton, 1979).

TF-IDF is a combination of two measures describing a document compaeed to
document collection (classification model): TF (term frequency) and IDF &aver
document frequency). The weighting scheme is then defined as

TF-IDF (t, d, N) = tf (t, d) *idf (t, N), Q)
with
tf (t,d) = t/d; 2

and



idf, = log (N / df) 3

where t is the observed expression, d is a document from the collectibdoxiu-
ments, 4 is the number of times term t appears in a single docymeist the total
number of terms in the document aifdis the number of documents from N contain-
ing term t. This measure assigns a value to the observed expressidacuiment d
that is:

e greatest where tis common in a small number of docugnent
e smaller when t is less common in d, or when it appears in manyngmtsi,
e smallest when t appears in all documents in N.

As stated in (Yun et al., 2012YSM is the most popular document representation
model for text clustering, classification and information retriévakt of measures
for IR model evaluation, with precision (P), recall (R) and F1 measises in this
work, were first presented in (Salton & Lesk, 19@8)ecision (P) is defined as the
fraction of retrieved documents that are relevant:

#(relevant items retrieved) _

Precision = - , = P(relevant|retrieved) (4)
#(retrieved items)

Recall (R)is defined as the fraction of relevant documents that are retrieved:

#(relevant items retrieved .
Recall = & , ) = P(retrieved|relevant) (5)
#(relevant items)

F-measure is defined as the weighted harmonic mean, known as F1, oRP and
F1= 2<PxR/(P+R) (6)

ODP and its content and structure data files are freely available on the ODP Web
pag€ in RDF® format. For a detailed presentation of the data available in ODP RDF
dump files see (Kalinov, Stantic, & Sattar, 2010). Due to its structure ODPakata
be grouped together in order to create useful classification modelss Madhi there
are several grouping schemes devised, as prese in 3.3.

The reason for different comparison models is to determine the following:

1. overall quality of the proposed universal taxonomy for automastiuimient
classification via ODP-based comparison models

2. optimal grouping scheme and model size for future use, bottidssifica-
tion and automatic labeling

NLTK framework is a platform that offers interfaces for cog@nd lexical re-
sources like WordNet (Miller, 1995) which makes it easier to impleneaded natu-
ral language processing tasks as explained in (Perkins, 2010jJrarhework, in this
work, has been used for data cleaning purposes and removing all wxtaghat

7 http://rdf.dmoz.org/
8 Resource Description Framework
9 Collection of‘real word texts used in NLP analysis



didn’t have any value for further analysis (e.g. HTML tags, stop words, first/last
names, grammatical PGSparts of text). Additionally NLTK was also used for
stemming with Porters stemming algorithm (Porter, 2006). Stegfisndesigned to
remove and replace well known suffixes of English wdr@&erkins, 2010, p. 26) thus
giving us the root form of selected word. This way document contamalization

can be achieved

aliases

catid
alias_catid
[522.356 rowd

I altlangs
I odeatia
[
/ language
JI resource
I [758.594 row
|
L external pages
I\ catid
&/:O‘ link
i — I Title
categories 4'/ ! Description
catid =L [4.450.947 roy]
Topic e ]
Title Yy ’ o
Description :\' o
e | "Osicatid
letterbar :JJ newlszggo:é‘]z row{
fatherid ) :
767.131 rowd f —
! \\ related
" Oxjcatid
! rcatid
| [687.553 row
{
\ sunbolice
O«catid
symbol
scatid

|922.356 row

Fig. 1. Open Directory Project MySQL structure

ODP data was extracted and storedaiMySQL database with help of the open
source tool suckdméz The database scheme created by this tool is presiefigl |
Two created database tables are especially interesting for further analysis:
‘dmoz_categoriesand ‘dmoz_externalpagesThey offer a list of classified domains

10 part of speech
11 http://sourceforge.net/projects/suckdmoz/



available in ODP along with their respective descriptions. These descriptions are the
basis for crated classification and labeling models. The overall process of aggb us
mining is presented 2. Steps specific for this research, wittogt@creating
ODP-based universal classification models which will be described in more detail i
the following subsections, are as follows:

1. data preparation

2. indexing

3. similarity evaluation
4. model evaluation

Instructions I i i
| Usage Data Gathering
Raw Data
Instructions N - _
> Usage Data Preparation
Prepared Data
Queries |
> Navigation Pattemn Discovery ‘
System  <€«——  Result MNavigation Pattems
Administrator Pattems 3
Pattern Andysis & Visualizaion
Result Pattems
A
Instructions N .
> Pattermn Applications

Fig. 2. Generalized Web usage mining system (Hu, Zong, Lee, & Yel3) 200

3.1 Datapreparation

Raw dataavailable through ODP database dump, has been prepared for further da-
ta analysis. During the preprocessing phase firstly two categoriesr@rapved from
the ODP data dump. ODP branches for root categofidsit’ and ‘World’ were
excluded from further analysis due to their content either not being writ&nglish
or being multimedial data (e.g. digital images). After that 15 root categeriesred
Afterwards hierarchical depth levels were defined based on two approaches: (1)
URL-based classification scheme descriptor with delimiterand (2) bottom-up
approach, based on parent-child relationship, usin¢fdtteerid column, where each
document on level n is described with bdttherid and‘catid values (as shown in
. In this approacHatherid’ on level n reference®atid value on leveh — 1.
Depth information is stored in the colurrdepthCategory



Finally, entries with an emptyDescriptiori column in tablesdmoz_categoriésas
well as ‘dmoz_externalpagésvere assigned a special valtd’ in column fil-
terOut. This value marked all database rows that were excluded from both training
and testing data.
Using the above mentioned filtering steps available data in tédnesz categories
and ‘dmoz_externalpageésvas reduced as showrf in Table 1.

Table 1. Available data after filtering

Database table Original rows | Prepared rows | % of rows left
‘dmoz_externalpages| 4 592 105 2637412 ~57%
‘dmoz_categories 763 378 496 007 ~65%

3.2 Indexing

Indexing is focused on extracting text featur€ke algorithm for this process
which is a modified version from (Greenwood, 2001), reads asvgillo

1. While there are documents load the next document
2. Split the document into tokens in 1-gram notation (defineé pyedefined
delimiter)
3. Remove:
a. HTML element tags (e.g. <HEAD>, <BODY>, <DIV> etand
special formatting HTML tags (e.g. <b>, <i> etc.)
punctuation signs
known male/female first names
single alphanumeric characters
stop words (two stop word lists were used; NLTK based list as well
as manually created list)
4. Stem resulting tokens
5. If there are more documents, go to 1.

cooo

The overall reduction of the number of words is approximately 4 Mighwshows
that by using the steps in the presented algorithm one can achieve a sigdifiten-
sion reduction for further analysis.

3.3 Similarity evaluation

The prepared data is represented WiEhIDF weighting scheme and serves as in-
put for the classification modelTwo main approaches for creation and testifig
prepared models have been devised. Each model is defined through used 4P
grouping scheme and number of documents in created modeltsRawiitheir evalu-
ation are shown in the next section.

Available content for classified web domains is first grouped together bassd o
ther‘catid’ or ‘fatherid column values and are as follows:



e GENERAL grouping, where a single document in a category modepis-
sented by a single document from a specific category

e CATID grouping, where a single document in a category model is represent-
ed by all documents with the sarfeatid’ value from a specific category

e FATHERID grouping, where a single document in a category model is repre-
sented by all documents with the satfegherid’ value from a specific cate-

gory
Next, for each grouping scheme two main size model families were created:
1. Percentage models, where, for each of the main 15 categories, first 25,
50, 75 and 100% of documents were used in model creation:
2. Limit models where, for each of the main 15 categories, first 10@D), 25

5000, 7500, 10000 and 20000 documents were used in mod@&rcrea
The purpose of different grouping and model document numbemsstis to test:
1. if ODP is a good source for the proposed universal classificationdexon
and
2. if there are differences in evaluated IR measures for different modéborea
approaches related to different grouping schemes and number ofetdsum
used.
The model creation procesmsas follows:
1. prepare input data, following steps from section$ 3.1 ard 3.2
2. create dictionary, with the list of all tokens/words taken from the databas
for each specific category
3. create corpora
4. create VSM representation based 6fIDF weighting values
The difference between models is defined in the first step. Files, created as the result
of this stage, are then used in testing and model evaluation.

3.4 Mode evaluation

The data available from ODP was divided in two distinct, $etging set and test-
ing set, with their ratio being 80/2Bchieved results were evaluated with standard IR
measures P, R arfedll. Evaluation results answered two research question defined in
sectiof 1. The results of the evaluations were stored in a MySQL databésehier
analysis.
The overall steps for model evaluation where the same for both reseastiog
and re as follows
1. Getn sample documents from testing data set
2. For each sample document:
a. Prepare the sampled documents (following the steps described in
sectionf 3] afd 3.2)
b. Load comparison model fité
c. Calculate similarity value of each sample document against loaded
comparison model with the following constraints;

12 Gensim generatefF-IDF weighting scheme file



b) Rank documents by similarity value (descending)

c) Filter out documents with similarity value below set
minimum similarity valué® (limited to 1000 most simi-
lar documents)

3. Evaluate results

4 Evaluation Results

Results evaluation is focused on answering two research questions:
1. Overall classification quality of ODP by comparing training set models from
category X against testing set data for all categories
2. Best grouping scheme for automatic labelimg comparing training set
models from category X against testing set data for category X for each
grouping scheme
The first research question is focused on determiifi@DP is a suitable candidate
for content classification of unclassified documents. The results gbtbéess are of
vital importance for the rest of research agenda. Furthermore, dudtipleTpossi-
bilities of combining ODP data multiple grouping schemes were devised. Hence
second research question was devised and tested to show which grechenge
yields best classification results
Data available in ODP, prepared as explaimesection§ 3.J1 afd 3.2, was divided
in two document sets: training document set, used to create classification mndels,
testing document set, used to test classification models. A requirement was set fo
both data sets: they should have at least one document each with theaiighand
fatherid values In both approaches the evaluation was done by comparing the clas-
sification models on the document training set data and comparagl’ and/or
‘fatherid” values, depending on the grouping scheme tested, of the inpunents
and the returned documents sorted by descending similarity valugediies were
evaluated with standardized IR measuresRRNdF1. Next, a detailed presentation
and explanation of evaluation results is provided.

4.1 Overall classification quality of ODP

First we determined whether ODP can be used as a classification taxonomy at all.
For these purposes a simple testing scheme was derived and implembated
based on moaiments form category X, a set of documents from the testing/as
evaluated against every created model for each of the proposed greapames
(GENERAL, CATID and FATHERID).

Calculated similarities for tested documents against different groupimgme
models where summed for each compared category. Stored data tested telgioh ca
ry, based on the overall sum of all returned similarity values, hadghest cumula-

13 Documents in comparison model whose similarity to the analyzedrdmtuis below set
similarity value



tive similarity value; that category was shown as the most similar one dioh%
possible categories in comparison to testing data from category X.

Table 2. Overall classification results of root categories

Grouping cheme/ | - 1 | FATHERID | GENERAL
classification category
Positive 4.4 8.5 8.3
Negative 10.6 6.5 6.7
Number of categories 15 15 15
% positive classification 30 56 55

The overview results are showr{in_Fig. 3. When it comes to tipoged group-
ing schemes, the grouping based on CATID (positive with valué®lahd negative
with value 10.6/15) showed the worst results based on cumulative gymialue
This is to be interpreted as follows: from all testing data document onitgapyate-
ly 30% were classified in to their original category. The devised classificatltame
performs better for other two proposed grouping schemes es st{dable 2.

12] CATID FATHERID GENERAL
Mean(Positive): 4,4 Mean(Positive): 8,5 Mean(Positive): 8,3
Mean(Negative): 10,6 Mean(Negative): 6,5 Mean(Negative): 6,7

Nr. of categories
@ - a ) ~ o ©

b

Classification results
M Positive
M Negative

Fig. 3. Overall classification quality of ODP

This shows the potential of using ORRBa universal taxonomy and suggests that
the classification quality directly depends on how the data is preparegraunged
together.



Although these results can be interpreted as not sufficient when wielgamidi-
tional constraints for each grouping scheme and limit the numbescointents in-
cluded in testing models we get a better overview of the nature of ODP and .its data
This overview suggests that ODP based classification models provide bagsdor
overall content classification when limiting the number of documerdsidad in
classification models. For all three grouping schemes several modelmilieddave
been devised to test models with different document numbers. The resutzoam

in[Fig. 4 and presented in detai] in Table 3.
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Fig. 4. Overall classification quality of ODP with different grouping sceem

When it comes to number of documents used in generated classification models
evaluation results show that percentage-based models are behavingasubaetual-
ly, due to the different number of documents they are madeongaise the amount of
noise in the created models. Limit based models provide far better eesilitiseir use
in future research is suggested by these results. As far as used grstipgme is
concerned, CATID grouping scheme yields the worst results aeia, but this time
independeny to the number of documents used in classification moB&EHERID
and GENERAL grouping schemes perform below par when used ihication with
percentage models but yield better results when used in combination with limit mod
els. Additionally, as the number of documents used in classificatioelmotreases
classification results worsen. It is easy to deduce that the groupingeschaot the
only factor in achieving good classification results but is additiomaproved when
limiting number of documents used for classification models. Our evatugdBults



suggest that smallest classification models are to be used for overall classification
they include enough information for good overall classification with GENERA
grouping scheme models providing best results (100%)

Table 3. Overall classification results of root categories with different groupihgmes

GROUPING CATID FATHERID GENERAL
RESULT | Positive | Negative | Positive | Negative | Positive | Negative

°§' “ 25 1 14 1 14 1 14

£ 3 50 1 14 1 14 1 14

S g 75 1 14 1 14 1 14

& 100 1 14 1 14 1 14

1000 11 4 14 1 15 0

§ 2500 5 10 15 0 13 2

2|..5000 6 9 13 2 13 2

s| 7500 8 7 13 2 12 3

&l 10000 6 9 13 2 12 3

20000 4 11 13 2 14 1

4.2  Choosing best grouping scheme for automatic labeling

The goal of this process is to finely tune the classification and to appdynatic
labels to the active document, as well as to test the quality of ODP as a possible label-
ing scheme. In this step only labels from the most similar categoglassified in
previous section, are usefivaluation is based on the same steps and data as used in
previous sectionThe IR measures used are calculated on the ratio between tested
document(s) (input value) and returned most similar document (owtjud.vCom-
pared values are either for database fielstid’ or fatherid’, depending on the
grouping scheme used (CATID and FATHERID respectively). Evaluadsalts are
presented and discussed next.

Table 4. Best grouping scheme evaluation for automatic labeling (overall)

Groupingscheme/ | a1 | EATHERID | GENERAL
IR measures

Precision 0,92617 | 0,904447 | 0,92037

Recall 0,60799 | 0,21546 0,91859

F1 0,70016 | 0,31114 0,91651

First we determine which of the proposed grouping schemes is leebktirushe
process of automatic labeling. Overall labeling results, for differenuping
schemes, are shown 4. The results show that, groupingesetise, the
differences between different grouping schemes are small but anthefd® value.
The results for other two measurBecall and~1, indicate that the GENERAL group-



ing scheme based models are to be used for automatic labeling. They are fojowed
CATID and FATHERID grouping scheme based models.

CATID FATHERID GENERAL
1,12] Mean(P): 0,92617 Mean(P): 0,90447 Mean(P): 0,92037
1,08 Mean(R): 0,60799 Mean(R): 0,21546 Mean(R): 0,91859
Mean(F1): 0,70016 Mean(F1): 0,31114 Mean(F1): 0,91651

P, Rand F1 values
=

3'12 IR measures
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' = BiRecall
FIRTRniigis
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Grouping scheme / Training model size

Fig. 5. Best grouping scheme evaluation

A more detailed look gives us a better insight in to the suggested scheffae.as
the number of model documents to be used for automatic labeling is cethcesn
presented ih Fig.]5 and shown in deta[l in Tafjle 5, the proposed Percenidejs m
are returning poor results as far as R Bhaneasures are concerned, while P measure
results are satisfactory. The results are conclusive across all three grscipémges
and the best performing percentage model (100% percentage model) isnjpegrfo
worse than the worst performing limit model (20 000 limit doents).

Limit models proved to yield better results for automatic labeling. Differenees b
tween different limit models fluctuate. The best limit model results, as sinfvable]
are given for limit model500and GENERAL grouping scheme with all other limit
models performing better than percentage models. The results are praasifangs
the process of automatic labeling is concerned. These results will be ulsgdrén
research dealing witbDP-based content labeling.



Table5. Best grouping scheme for automatic labeling detailed results

Grouping CATID FATHERID GENERAL
IR
Mod- | meas- P R F1 P R F1 P R F1
el size ure
© 25 | 0,867| 0,258 0,372| 0,918 0,151 | 0,238 0,906 | 0,914 | 0,908
g % 50 0,881 0,366 | 0,491| 0,850 | 0,110 0,178| 0,758 | 0,777 | 0,763
§ g 75 0,885 0,431| 0,553| 0,787 | 0,082 | 0,136 0,874 | 0,872 | 0,866
§ £ 100 | 0,891| 0,482| 0,596 0,711 | 0,070 | 0,117 | 0,978 | 0,962 | 0,966
1000 | 0,984 | 0,871| 0,920 0,988 | 0,345 | 0,480 | 0,993 | 0,986 | 0,989
% 2500 0,973 0,817| 0,883| 0,988 | 0,239 0,365( 0,995 | 0,988 | 0,990
E 5000 0,967 0,762 | 0,840| 0,978 | 0,237 | 0,352 0,996 | 0,990 | 0,993
..E 7500 0,956 0,732| 0,815| 0,966 | 0,283 | 0,395| 0,997 | 0,991 | 0,993
.§ 10000 0,944 0,718 | 0,799 0,942 | 0,331 | 0,440( 0,996 | 0,988 | 0,991
20000 0,915 0,643| 0,733| 0,918 | 0,305| 0,411 0,987 | 0,968 | 0,973

5 Result analysis and futurework

The objectives of this study were to test ODP as the proposed univemsairay for
classification and automatic labeling. Such a taxonomy is used in the dormait of
ommender systems when dealing with multiple sources, each with itsirdor-
mation structure. Such a classification can be achieved in two steps; firstsifieclas
document is classified in one of 15 root categories identified in ODPsecwhdly
additional categorization labels are attached to the analyzed docubuento the
structure of ODP there are several possibilities for organizing its conteciasifi-
cation and labeling models. Our research presents an in-depth look irb&stheay
of grouping ODP data together and optimal number of documents in cotadsdi-
cation models. For these purposes three grouping scheme ambtebsize families
have been devised. Based on evaluation results, best grouping ancddéle have
been identified both for classification as well as labeling steps. Suchtamsiee
ODP analysis has not been found in the reviewed literature.

When it comes to the classification step first the overall adequacy of ODP as the
proposed taxonomy was evaluated. Evaluation tested if an original docwitidre
classified in the originating category or if it will be classified as a nezraban alter-
native category. Possible categories were 15 root categories left after ODRegata p
ration. The results show that, as far as the overall classification quality of ODP is
concerned, evaluation results depend on the used grouping scletasidéionally to
the number of documents used in classification model. Best results aneedohteen
using GENERAL grouping scheme model based on 1000 docunrems @DP
When it comes to the second step, automatic labeling, same labeling modelmgegar
grouping scheme and size limits are used. The purpose of thisitwalis to deter-
mine the best grouping scheme and size limitation combination for automatic label-



ing. The results show that limit models perform better than percentage models in all
cases and that the best performing model is based on GENERALrgy@ahieme and
7500 documents. This is expected as percentage models take different number of
documents in consideration while creating labeling models. Limit modelseathbr
hand use the same number of documents for labeling models. When edmjidr
related and reviewed work, our classification approach and created models achieve
better results both for overall classification (with our best performingifitzegion
model achieving 100% precision) as well as automatic labeling (98&)have to
stress out that these results are achieved when evaluating on ODP testing data.
Although current results are satisfactory for two of three prxgbogrouping
schemes there is room for improvement by using additional con&pénation tech-
nigues (e.g. n-gram notation with n > 1). Additionally, we can, basedchieved
results deduce that frequency based analysis is not the best appmo#uk feeb
directory. Besides additional steps in preparing ODP’s content LDA can be used as
the basis for classification models. Next to IR we can also test different machine
learning techniques as used in the several reviewed articles. One analysis that is miss-
ing is algorithm performance in terms of speed of execution. Adth@ur results are
satisfactory there are several news taxonomies that one can use in add@DR to
such as Wikidatd, DBpedid® ontology and other dictionaries to create better per-
forming models when classifying actual news iteffise results of this research are
implemented as part of the system RecommerifiMe
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