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Abstract

The argon oxygen decarburizing process is an increasingly
important method of stainless steel manufacture. In the present
paper, a nonlinear dynamic model is presented which represents
approximately the refining process. Finite dimensional
optimisation techniques are used to calculate an optimal
switched control, and infinite dimensional gradient methods
are applied to discover an optimal continuous strategy. Control
is achieved by varying the ratio of argon and oxygen in the
supplied gas. Results with a realistic cost function indicate
that substantial improvements in operating practice may be
achieved,

The feasibility of implementing the suggested control

schemes is discussed,
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List of principal symbols
A = activity of species indicated by subscript
7 = gaverage carbon content of melt
ZETL = average chromium content of melt
Cr = weight of chromium in melt
f = state tramsition function
Fe = weight of iron in melt
g(t) = gradient
H = Hamiltonian
K = equilibrium constant
M = atomic weight of element indicated by subscript
PCO = partial pressure of CO
i = temperature of melt
tf = total blowing time
u = control ratio
u; s, = rates of oxygen and argon injection
UypoUygolyy = first, second and third stage controls
v = total gas flow rate
VAI’VOZ = argon and oxyggn flow rates
VCO = amount of CO generated per unit time
W = weight of melt
X = sgtate vector
By = carbon and chromium content of melt
o = empirical rate constant
o, = single variable optimisation step length
Bi = parameter in conjugate gradient method
Y = activity coefficient of carbon

|
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A = costate vector

P = 1integral costs
¢1,¢2,¢3,¢4 = chromium, oxygen, argon and operating costs
<a,b> = inner product of functions a and b

chemical symbols

Ar = argon

Cr = chromium

Cr.O = i i
r2 3 chromic oxide

Fe = 1iron

FeO = iron oxide

0 = o0Xygen
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1. Introduction

Until recently the established technique for the production of
stainless steel has been the melting of scrap in an electric arc
furnace, followed by oxygen lancing. The relatively high initial
concentration of carbon in the scrap is decreased by oxidation to
obtain the desired metallurgical specification of the steel, An
unfortunate consequence of the required oxidation is that the
useful chromium content of the scrap metal is also decreased. To
meet the chromium specification of the end product it is necessary
to add expensive low-carbon chromium at the end of the refining
period; it being uneconomical to recover a significant amount of
chromium from the slag. In order to favour the carbon oxidation
it is also possible to maintain the furnace at a high temperature,
but this will lead to excessive refractory wear.

The difficulties encountered in stainlé;s steel production
using electric arc furnaces, have been largely overcome by the
recent introduction of a process termed argon oxygen decarburizing
(AOD)1’2’3. After melting scrap in a conventional arc furnace the
metal is transferred into a separate AOD vessel, where oxidation
is achieved by blowing okygeﬁ'mixed with argon from openings, or

'
tuyeres, at the base of the vessel, Whereas chromium oxidation
produces a solid slag the carbon oxidation produces predominantly
carbon monoxide gas which is diluted by argon. The dilution has
the effect of encouraging the necessary carbon reaction and hence
restricting the undesirable chromium oxidation. The gas blowing

through the vessel has the added benefit of producing a thorough

stirring action in the melt. The advantages of AOD steelmaking

: ; ; . 3
have led to the increasing adoption of the process by world producers
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The major control problem occurring in the AOD process is the

selection of an 'optimal' blowing strategy. The ratio of argon
to oxygen in the input gas may be varied as the refining proceeds
in an attempt to minimise production costs. Although Fruehan4
and Asai5 have investigated dynamic models of the process, the
control problem has generally been approached by ad hoc methods
and systems of recommended operating practice, It is well known
that as the refining progresses it is desirable to increase the argon
content of the gas . It is therefore common practice to refine
over three stages, increasing the A/0 ratio between stages. In
the present paper, optimal three-stage control strategies are
developed using finite~dimensional optimisation methods. TEdt
is possible to continuously change the gas ratio with time then an
improved control may be obtained, and in the present work the
necessary conditions of the nonlinear optimal control are solved
using infinite-dimensional gradient methods.  The physical
conditions of the AOD process make it virtually impossible to
measure the state of the system and consequently metallurgical
corrections are made at the end of the process after a sample has
been analysed. For the saméifeason feedback control cannot be
implemented, without waste gas analysis and accompanying noise
filtering. Open-loop control is therefore proposed, in which a
control strategy is specified from known initial conditions and
which can be implemented by a small computer or by a manual look

up table,
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2. Mathematical model of the AOD process

A reasonably simple nonlinear dynamic model of the AOD process
has been developed by Fruehan4 based on the following assumptions.
The injected oxygen primarily oxidizes chromium in the region of
the tuyeres to form chromic oxide (Cr203). As the chromic oxide

particles move upwards with the argon bubbles, they react with the

carbon., The oxidation of carbon by Cr is assumed to be the

0
2°3
rate controlling reaction and is limited by the liquid-phase mass
transfer of carbon to the bubble surface, The validity of the
model, which is derived in Section 8, has been confirmed by comparisons

; 4 . ’ y
with plant data . Expressing the main equations of the process

model in state space form, we have

%1 = —qg X, + L)
|

where a,Bl,Bz are constants defined in Section 8, and

X, = carbon content of the melt (ZC)

il = rate of carbon oxidation (%C/min.)

X, = chromium content of the melt (Z%Cr)

iz = rate of chromium oxidation (%Cr/min.)
- . 3 oa

u, = rate of oxygen injection (m”/min.)
G i 3 3, .

u, = rate of argon injection (m”/min.)

Rearranging eqn. 1 gives

B, (x )2 + | 0B, x -aB, - ~Egm X - a —Eg— X = 0 (2)
21 20 1 22.4 1 22.4 1
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Equation 2 is a first-order nonlinear differential equation

and is in the form of a quadratic expression in i1. Therefore

¥, can be written

1
u 2
= |oB, % ~aB, - 2 +,\/ aB,x —af_- 2 + 4B amuz
271 1 22,4 | 271 1 22.4 2°22.4

x, = 28 (3)

Since Bz,a,uz can never be negative, only one of the above roots
predicts a decreasing carbon level and is therefore physically
meaningful, Consequently, only the negative sign need be considered.

As shown in Section 8 there is a limit to the rate of

decarburization represented by eqn. 3 and this may be expressed by

g 2 y
N (22.4) (4)

The actual rate is determined by the minimum:.of eqns. 3 and 4.

The rate of oxidation of chromium is given by

i f {( u ) B )
§ cr 1 2 e J
% = a - 2% (5)
2 18 (1305 2 N

where M o’ £, W, 82 are defined in Section 8.
c
Although the gas ratio is varied it is normal to maintain a

constant total blowing rate and therefore the two control inputs

may be replaced by one equivalent input. Thus
u
2
ul + uz

The model of the AOD process therefore consists of two nonlinear
State equations in two state variables. The nenlinearity is

intensified by the necessity of the square root in eqn. 3 and by



the switching condition between eqns. 3 and 4.

In order to optimise the process described by the model equations
it is necessary to define a suitable cost function, In the case of
the AOD process this is relatively simple, since the costs of the
components of the model are accurately quantifiable, A suitable

objective function is represented by

tf tf 75
T =y Gomxy ) + oy, [oude + ¥y [ u,de + v, [ dt (7
o (8] o]
where tf = total blowing time

Xy: = initial chromium content

Xy = final chromium content

¢1 = cost of replacing lost chromium

w2 = cost qf oxygen

w3 = cost of argon

w& = overhead running costs (which may be neglected

provided that the operating time for the AOD process
is less than that of charging and melting in the

associated arc furnace)

s Optimal switched control

In order to achieve acceptable control without continuous
intervention it is possible to use a three-stage switched control
strategy. The control trajectory u(t) is defined by the piece-wise

constant segments,




u 3 0 Tttt

01 1
u(t) = U, z t:1 St < t2
"23 3 BRIt

where t = 0 corresponds to the initial time and t = t, corresponds
to the final time tf,
The optimisation problem may now be expressed as

Min J.

o 1 “Up12Yyp2Yy3g)
01°%12°%93

where the function Jl is obtained by digital simulation of the model,
given the control input u(t), and assigning the resulting cost J

to Jl. Any convenient finite-dimensional optimisation method may
be used to compute optimal values of uOl’u12’u23 from initial
guesses, and in the present work the simplex method of Nelder and
Mead8 and a quasi-Newton method of Gill and Murray9 have been used,
An alternative to finding optimal levels uOl’u12’u23 is to hold
these constant and to optimise the switching times t1 and t2.
Programs have been written in FORTRAN for an ICL 19068 computer

to implement both schemes, Typical data and results are shown in
Table 1 and Figs. 1 and 2, The optima obtained were found to be
fairly sensitive and initial guesses within ten percent of the true
solution could give twenty percent increases in cost, The most
important cost factor which the optimisation was able to reduce

was that of the chromium loss,
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Table 1: Data for simulation
Parameter Value
Melt weight W 76000 kg.
Melt temperature T 1948 °k
3, .
Gas flow rate V 51 m™ /min.
Initial carbon X1 0.66%
Initial chromium x_. 107

21

Chromium cost ¢1
Oxygen cost wz

Argon cost w3

Operating cost w4

2100 units/%Cr
; 3

0.05 units/m

0.4 units/m3

0.0 units/m3
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Fig, 1 Optimal level, three-stage control

a,b,c Carbon, chromium and control trajectories
400 time units = 36,2 minutes
Objective function value = 1318.2 units
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Fig. 2 Optimal switching time, three-stage control

a,b,c Carbon, chromium and control trajectories

Objective function value = 1332.8 units
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4. Optimal continuous control

If it is possible to adjust continuously the supply of argon
and oxygen to the AOD vessel, then an improved control strategy
may be obtained. The computation of such a strategy is a
significantly more complex problem than the 2= or 3=dimensional
optimisations discussed in the previous section. A simple approach:
would be to discretise the control in 50 to 100 constant time
intervals., This would lead to a very high dimensional optimisation
problem which may require excessive computer resources for solution.
A more attractive approach is to apply the theory of infinite-
dimensional optimisation recently developed by a number of
authorslo’11’12’13’14. The objective function which it is desired

to minimise may be restated as

tf
3= Mx ]+ wxwae (8)
[0}

where M represents the end point chromium cost and ¢ represents
the remaining costs,

The minimisation must be carried out subject to the dynamic
constraints of the process model given by

¥ = f(x,u) , x(0) = X, (9)

Defining the Hamiltonian

H(x,0,0) 2 2TE(x,0) + p(x,u) (10)
< oH of T Y
where A o= = o = (Eg) - (11)
A(tf) = (%ﬂ) (12)
X/ p=tf
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and letting

g0 = 2o (LW (13)

The infinite dimensional analogue of the steepest—descent method
may be written as

(1) Select an arbitrary initial guess uo(t).

(2) Using uo(t) integrate the state equations (9) forward
in time, and the adjoint equations (11) and (12) backward in time.
Evaluate gi(t) for the current approximation using analytical
expressions for eqn. 13.

(3) Select a scalar multiple of the negative gradient which
produces a minimum cost and add this to the control trajectory.
This step requires a one-dimensional optimisation represented by

iy () = ui(t) - uigi(t) . ' (14)

1+1
where J(ui(t) - uigi(t)) < J(ui(t) - agi(t)) for all «a.

(4) If convergence has been obtained stop, otherwise repeat
from step (1).

If the algorithm is implemented on a digital computer it is
necessary to discretise the control trajectony ui(t), however the
infinite-dimensional nature of the algorithm is preserved by
applying numerical integration techniques in computing the desired
functions.

The steepest-descent method is a first-order method and as
such has good initial convergence but does not perform well in the
neighbourhood of the minimum, When applied to the AOD control
problem, 113 iterations were required for convergence, corresponding

to 13 minutes of computing time on a large mainframe computer. In
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order to promote rapid convergence the method of conjugate gradients10
may be applied. This technique has often been used in finite-
dimensional problemsl5, and for n-dimensional quadratic objective
functions, is known to locate the minimum in n steps. The method
modifies the search direction used in step (3) above as follows:

(3) Select a scalar multiple of a search direction Si(t) which’

produces minimum cost and add this to the control trajectory, where

5;(8) = =g () +8, 5 () (15)
< g, (), g.(t) >

T AN GO F s

1 By M ¥ Biay

At the first iteration, some of the above quantities are
undefined and a steepest descent step is taken.

Convergence of the conjugate-gradient method is often improved
in the finite-dimensional case by resetting the algorithm every kth
step with a steepest—descent iteration. Luenbergerl6 has shown
that for quadratic problems this may be related to the spectrum of
the quadratic operator. In order to investigate the value of
resetting in the infinite-dimensional case a number of experimental
computer runs were made, Tﬁé results are shown in Fig.3, and it
can be seen that for the AOD control problem an optimum resetting
constant is 10-12 iterations.

The control and state trajectories found using the conjugate
gradient method are presented in Fig.4. It is apparent that
chromium loss has been eliminated by the optimal strategy and that
the value of the cost function is significantly lower than those

of the switched controls. Although it has not been proved that
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100l

20

2 6 10 14 18 22
reset constant

Fig. 3 Variation of convergence with reset constant

N = no. of iterations required to achieve cost < 589.7 units
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‘the minimum located by the present technique is an absolute minimum,
experience with different initial guesses and alternative solution
methods has indicated that the minimum is indeed a global one.

In both the switched and continuous control methods it is
possible to allow the end time tf to vary. In the three-stage
control optimisation tf may be specified by continuing the integration
until the end point carbon is satisfactory, or alternatively fixing
the end time and penalizing any deviation in carbon end point with
an added quadratic cost. In the infinite~dimensioﬁal case a

time scaling method proposed by Quintana and Davison may be appliedlB,

5. Discussion of results

Optimal three stage trajectories for both variable control
ratios and variable switching times have confirmed the validity
of current operating practice in AOD steelmaking. By repeatedly
running the optimisation program with different initial conditions
it would be possible to build up a table of optimal strategies.
Depending on the validity of the model used, Fuch a table may provide
some guidance to operators concerned with selecting a gas input
strategy for a particular melt. The main advantage of this scheme
would be ease of implementation and the establishment of a look-up
table is the only requirement. If a process computer was
available, either online optimisation or the maintenance of a
data base of controls would be feasible, Also the availability of
a computer model of the system would enable operators to experiment,

and become more familiar with the process.
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Objective function values for optimal continuous control have
been found to be much lower than those of equivalent switched
controls, the improvements being mainly caused by the elimination
of chromium loss. However, it is questionable if such an
improvement could be realized in practice. The model of the process
neglects various factors such as the occurrence of other metals in
the melt, The improvements predicted by the model are therefore
certainly over optimistic, However it is probable that large cost
savings may be achieved by implementing some form of continuous
control. The difficulty involved in applying this type of control
is greater than that of the switched strategies, in that new
equipment would be required. In current practice, the gas supply
valves are set manually, and for continuous control, automation
would be necessary. However, the cost of theghardware required
would not be expected to be high, and the savings achieved could
outweigh the initial expenditure. Once again, provided that the
control was described by a small number of linear segments, the
data processing requirement would be limited to a small online

look-up table supported by a large number of off line studies.

6. Conclusions
A nonlinear dynamic model of the AOD process has been presented.
The optimal three-stage switched control has been found by the
application of standard finite-dimensional optimisation methods,
and if dynamic adjustment of gas input is possible a more general
continuous control strategy is feasible. The optimal continuous
control has been computed using the infinite-dimensional conjugate

gradient method and the convergence of the algorithm has been
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accelerated by periodically resetting the iteration, Implementation

of the proposed schemes is discussed, and it is concluded that cost

benefits could be obtained by the application of optimal switched

controls, and also of the more sophisticated continuous control

action,
7 References
1. Choulet, R.J., Death, F.S., Dokken, R.N,: 'Argon-oxygen

refining of stainless steel’, Canadian Metallurgical
Quarterly, 1970, 10, 2, pp.129-136,

Aucott, R.B., Gray, D.W., Holland, C.G.: 'The theory and
practice of the argon/oxygen decarburizing process',

Jnl. of the West of Scotland Iron & Steel Institute, 1971,
79, pp.97-127.

Hodge, H.L.: 'AOD process and its eighty=-six months of growth',
Ironmaking and Steelmaking, 1977, 2, pp.81-87.

Fruehan, R.J.: 'Reaction model for the AOD process’', Ironmaking
and Steelmaking, 1976, 3, pp.153-158,

Asai, S., Szekely, J.: 'Decarburization of stainless steel:
Part 1. A mathematical model for laboratory scale
results', Metallurgical Transactions, 1974, 5, PP.651-657,

Hilty, D.C., Kaveny, T.F.: '"Melting of stainless steels',
from 'Handbook of stainless steels', McGraw-Hill, 1977.

Elliot, J.F.: "Thermochemistry for steelmaking', Vol.TII,
Addison-Wesley, 1963,

Nelder, J.A., Mead, R.: 'A simplex method for function

minimization', Computer Jnl., 1964, 7, pp.308-313,




10.

11

12

14,

15;

16.

- 21 -

Gill, P.E., Murray, W.: 'Quasi-Newton methods for unconstrained
optimization’, JIMA, 1972, 9, pp.91-108,

Lasdon, L.S., Mitter, S.K., Waren, A.D.: 'The conjugate
gradient method for optimal control problems', IEEE trans.
AC, 1967, 12, 2, pp.132-138.

Pagurek, B., Woodside, C.M.: 'The conjugate gradient method
for optimal control problems with bounded control variables',
Automatica, 1968, 4, pp.337-349.

Bertsekas, D.P.: 'Partial conjugate gradient methods for a
class of optimal control problems', IEEE trans. AC, 1974,
19, 3, pp.209-217.

Quintana, V.H., Davison, E.J.: 'A numerical method for solving
optimal control problems with unspecified terminal time',
Int. Jnl, Control, 1973, 17, 1, pp.97-115.

Garg, S.: '"A rank-one method for optimal control problems',
IEEE trans. AC, 1974, 19, 2, pp.69-71.,

L]

Fletcher, R., Reeves, C.M.: 'Function minimization by conjugate
gradients', Computer Jnl., 1964, 7, pp.l47-154,

Luenberger, D.G.: 'Introduction to linear and nonlinear

rogramming', Addison ‘Wesley, 1973,
p ,




—%‘

- 292 =

8.  Appendix

Reaction model of Fruehan

Studies by Choulet et all have shown that for argon to dilute
the carbon monoxide effectively it is necessary to inject gas low
down in the vessel, by means of tuyeres, It is assumed4 that in
the neighbourhood of the tuyeres most of the oxygen is consumed
by chromium oxidation. Iron is also oxidized in this region, but

the FeO is quickly reduced by chromium and only acts as an inter-

mediary. The main reactions in the tuyere zone are therefore
given by
2Cr + 2—0 = Cr,0 (17
2 2 273
a
Fe + 1—0 = Fel (18)
’ 2 72

As the chromic oxide rises in the melt with the argon bubbles
7]
the following reaction occurs:

Cr203 + 3C = 2Cr + 3CO (19)

By introducing an empirical rate parameter o, which is
proportional to the average liquid-phase mass transfer coefficient
for carbon transport to the Ar-CO bubbles, the average rate of

oxidation of carbon may be represented by

d (z¢) _ _ "
S = o, [0~ D J (20)
where ZC = the time dependent average carbon content of

the melt
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(ZC)e = the average carbon content at the bubble surface
in local equilibrium with the average chromium
content and the average CO partial pressure in
the gas bubbles.

The empirical rate constant a represents the average rate
constant for the reaction and is determined from operational data.
It is temperature independent, assuming that the rate is controlled
by mass transfer.

Assuming that the activity of Cr is approximately equal to

203
one, the equilibrium of reaction eqn. 19 is given by
2
/3
1 (Acr) P

K 13« 2 21)

A
e

where K = the equilibrium constant for the reaction
PCO = the partial pressure of CO in the bubbles
Acr = the average activity of chromium in the melt relative
to pure chromium
Ac = the average activity of carbon in the melt relative

to pure carbon
The equilibrium constant K is temperature dependent and its

value is determined by4

=40970

log,, K + 27,31 (22)

0
where T = temperature of the metal (K).
Assuming that the amount of minor elements such as nickel and
manganese in the vessel is negligible, the average activity of

chromium Acr is determined from the following exrression




.
Cr
Mcr
Ac:r 5 Gr i Fe (23)
M M
cr fe

where Cr weight of chromium in the melt

Fe = weight of iron in the melt
M = atomic weight of the element indicated by
the subscript

From eqns. 22 and 23, the local equilibrium carbon concentration

at low carbon levels, can be represented by

& 2
. (a_) /3 loncPco
' (7o) = (24)
- & g1/3 Mee Yo
v
where T & the activity coefficient of carbon relative to
graphite 6

The parameter T is a function of chromium and carbon contents

and is represented by7

log Y, = =0.024 (ICr) + 0.22(%C) - 0.25 (25)

The partial pressure of CO in the bubbles is given by

Vv
CO
B T e P (26)
+
CO VCO VAr

where P = average total pressure in the vessel
VAr = argon flow rate
VCO = amount of CO generated per unit time

VCO may be expressed in kmols per unit time, and given by
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w 0 | ]
% AR =
d(z0) 10 %W
Yoo T T Tdt M 22
- c
where W = the weight of the melt,
Substituting eqns. 24, 26 and 27 into eqn. 20 gives the rate of
decarburization of the process as
8 d(7%C)
a(zc) _ _ 1 dt
a - ¢ ZCJ’V 5 4020 (28)
Ar 2 dt
2
/3 -
" . 8. = (Acr) s 8 = 10 2W
» v 1 17 ? 2 M
™ K 3M Y €
. fe'e
v
However, there is a limit to the rate of decarburization that is
possible due to the limited supply of oxygen. Therefore at high
carbon levels the rate is given by
aze) _ _ 2 M Yo
a0 T =2 @9
10 W
where V02 = oxygen flow rate
Hence, the rate of decarburization is described by eqn. 28
or 29, whichever predicts the slower rate.
y

Initially, all the oxygen in the form of chromic oxide is
used to oxidize carbon. As the decarburization rate decreases,
the amount of chromium lost into the slag increases. This is
caused by the accumulation of chromic oxide in the slag which is

not reduced by carbon.




The amount of oxygen in kmols required to oxidize, A%C to

CO is given by

=2
_ oW .
V02 = ""'—2'1—'{'(:— (7ZCi ZC) (30)

where #C1 the initial carbon content of the melt

%C the present carbon content of the melt

Therefore, from eqn. 17, the net amount of chromium AZ%Cr,

oxidized to form Cr203 is

=2
_ _10W
AZCr = 4MCI’ £ V02 t Z—MC (%Cl ZC) (31)

where v rate of oxygen input (kmols/min)

02

I—h
Il

a parameter governed by the:.relative amounts of
chromium and iron oxidized during the process.
Using eqn. 31 the rate of chromium oxidation in the process

can be represented by

aezer) _ Mo T 107%w 40 -
dt 3 W 10—2 02,__’ 2 MC dt




