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Abstract 

 

In this paper we present the results of an empirical study into the cognitive reality of existing 

classifications of modality using Polish data.  

We analyzed random samples of 250 independent observations for the 7 most frequent modal 

words (mſĐ͕ ŵŽǏŶĂ͕ ŵƵƐŝĞđ͕ ŶĂůĞǏǇ͕ ƉŽǁŝŶŝĞŶ͕ ƚƌǌĞďĂ͕ ǁŽůŶŽ), extracted from the Polish 

national corpus. Observations were annotated for modal type according to a number of 

classifications, including van der Auwera and Plungian (1998), as well as for morphological, 

syntactic and semantic properties using the Behavioral Profiling approach (Divjak and Gries 

2006). Multiple correspondence analysis and (polytomous) regression models were used to 

determine how well modal type and usage align. These corpus-based findings were validated 

experimentally. In a forced choice task, naive native speakers were exposed to definitions and 

prototypical examples of modal types or functions, then labeled a number of authentic corpus 

sentences accordingly. In the sorting task, naive native speakers sorted authentic corpus 

sentences into semantically coherent groups.  

We discuss the results of our empirical study as well as the issues involved in building usage-

based accounts on traditional linguistic classifications.  

 

ʦ ̭̯̯̖̌̽ ̥̼ ̪̬̖̭̯̣̖̥̔̌̏́ ̬̖̱̣̯̯̼̽̌̚ ̸̡̨̨̛̛̥̪̬̖̭̾̐ ̨̛̛̭̭̣̖̦̔̏̌́ ̨̨̛̥̣̦̭̯̔̌̽ ̦̌ 
̛̥̯̖̬̣̖̌̌ ̨̡̨̨̪̣̭̽̐ ̡̼͕́̌̚ ̨̬̺̍̌̌́ ̨̨̨̭̖̍ ̛̛̦̥̦̖̏̌ ̦̌ ̡̨̛̛̦̯̦̱̐̏̀ ̨̬̖̣̦̭̯̌̽̽ 
̨̛̦̣̖̖̌̍ ̵̛̖̭̯̦̼̏̚ ̴̶̡̡̛̛̛̣̭̭̜̌̌ ̨̨̛̥̣̦̭̯̔̌̽͘ 
ʺ̼ ̨̨̛̛̛̪̬̦̣̬̣̌̌̏̌̚ ̨̡̛̼̬̏̍ ̨̪ ϮϱϬ ̨̛̪̬̥̖̬̏ ̛̚ ̛̚ ̶̨̨̨̛̦̦̣̦̌̌̽̐ ̡̨̬̪̱̭̌ ̨̡̨̨̪̣̭̽̐ 
̡̼́̌̚ ;NKJPͿ ̣̔́ ̛̭̖̥ ̨̛̦̣̖̖̌̍ ̸̵̨̭̯̯̦̼̌ ̵̨̥̣̦̼̔̌̽ ̨̭̣̏ ̨̡̨̨̪̣̭̽̐ ̡̼́̌̚ ;móc, moǏna, 

musieđ͕ naleǏy, powinien, trzeba, wolnoͿ͘ ʿ̛̬̥̖̬̼ ̛̼̣̍ ̨̨̛̦̦̯̬̦̼̌̏̌ ̏ ̨̨̛̛̭̯̖̯̭̯̏̏ ̭ 
̨̡̨̛̥̖̯̜̔ ̸̵̨̡̛̪̖̖̦̖̭̏̔͞ ̴̨̛̪̬̣̖̜͟ ;behavioral profiles͕ ̭̥͘ Divjak, Gries 20ϬϲͿ͕ ̸̡̣̏̀̌́ 
̡̬̥̖̯̱̌̚ ̴̸̵̨̨̨̡̛̛̥̬̣̖̭͕̐ ̸̵̡̡̛̛̛̭̦̯̭̖̭̌ ̛ ̸̵̡̛̛̭̖̥̦̯̖̭̌ ̨̭̜̭̯͕̏̏ ̌ ̡̯̙̖̌ ̛̯̪̌ 
̨̨̛̥̣̦̭̯̔̌̽ ̨̨̭̣̭̦̐̌ ϰ ̴̶̡̡̛̛̛̣̭̭̥͕̌̌́ ̏ ̨̯̥ ̸̛̭̣̖ ̴̶̡̡̛̛̛̛̣̭̭͕̌̌ ̨̨̪̬̖̣̙̖̦̦̜̔ ̏ 
(van der Auwera, Plungian ϭϵϵϴͿ͘ ˁ ̨̨̪̥̺̽̀ ̨̨̨̨̥̦̥̖̬̦̐̐ ̛̦̣̌̌̌̚ ̨̨̛̭̯̖̯̭̯̜̏̏ multiple 

correspondence analysis ̛ ̨̛̥̖̣̔ ;̸̨̨̡̨̛̛̪̣̯̥̖̭̜Ϳ ̛̛̬̖̬̖̭̭̐ ̥̼ ̛̭̭̣̖̱̖̥͕̔ ̡̨̡̨̦̭̣̌̽ 
̵̨̨̨̬̹ ̨̥̣̦̼̔̌̽e ̛̯̪̼ ̨̨̭̪̭̯̣̯̭̌̏́̀́ ̛̬̱̥̔̐ ̵̡̡̛̛̛̬̯̖̬̭̯̥̌̌̌ ̨̛̱̪̯̬̖̣̖̦̍́͘ 
ˀ̖̱̣̯̯̼̽̌̚ ̸̡̨̨̛̛̭̯̯̭̯̖̭̌̐ ̛̦̣̌̌̌̚ ̵̡̨̬̪̱̭̦̼ ̵̦̦̼̔̌ ̨̪̖̬̦̱̯̼̔̏̐ ̡̨̛̭̪̖̬̥̖̦̯̣̦̜̾̌̽ 
̨̡̪̬̖̬̖̏͘ ʦ ̨̪̖̬̥̏ ̛̛̦̌̔̌̚ Η̛̦̦̼̖̌̏Η ̨̛̛̦̭̯̖̣ ̨̡̨̨̪̣̭̽̐ ̡̼́̌̚ ̛̛̬̥̖̯̣̌̚ ̬́̔ 
̨̛̪̬̖̣̙̖̦̜̔ ̛̚ ̡̨̬̪̱̭͕̌ ̨̛̛̬̖̦̯̬̱̭́̽ ̦̌ ̸̨̨̡̛̛̛̪̬̯̯̪̖̭̖ ̛̪̬̥̖̬̼ ̵̨̥̣̦̼̔̌̽ ̨̛̯̪̏͘ 
ʦ̨ ̨̨̯̬̥̏ ̛̛̦̌̔̌̚ Η̛̦̦̼̖̌̏Η ̨̛̛̦̭̯̖̣ ̨̣̙̦̼̔ ̛̼̣̍ ̨̛̛̻̖̦̯̍̔̽ ̨̛̪̬̖̣̙̖̦̔́ ̛̚ 
̡̨̬̪̱̭̌ ̏ ̸̡̛̛̭̖̥̦̯̖̭̌ ̭̦̼̖̏́̚ ̬̱̪̪̼̐͘ 
ʦ ̭̯̯̖̌̽ ̨̭̱̙̯̭̍̔̌̀́ ̬̖̱̣̯̯̼̽̌̚ ̸̡̨̨̛̛̥̪̬̖̭̾̐ ̨̛̛̭̭̣̖̦̔̏̌́ ̨̨̛̥̣̦̭̯̔̌̽ ̡̯̌ ̛ 
̨̪̬̣̖̥̼̍ ̨̨̛̛̭̪̣̦̽̏̌́̚ ̶̵̨̛̛̯̬̦̦̼̌̔ ̴̶̡̡̛̛̛̣̭̭̜̌̌ ̨̨̛̥̣̦̭̯̔̌̽ ̏ ̸̵̡̛̛̛̛̣̦̭̯̖̭̐̏ 
̵̨̛̯̖̬͕́ ̵̨̨̛̛̬̖̦̯̬̦̦̼̏̌ ̦̌ ̱̱̭̚͘ 
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1. Accounts of modality 

 

Modality has proven to be a fruitful research domain in both western (e.g. Perkins 1983, 

Huddleston 1988, Sweetser 1990, Bybee et al. 1994, van der Auwera and Plungian 1998, Palmer 

2001, Hengeveld 2004, Nuyts 2006) and eastern European linguistic traditions (e.g. 

GƌǌĞŐŽƌĐǌǇŬŽǁĂ ϭϵϵϱ͕ щŽĚųŽǁƐŬŝ 1971, Korytkowska & Roszko 1997, Mirowicz 1956, Wróbel 

1991, Puzynina 1974, Rytel 1982).  

 

The core difference between western and eastern approaches lies in which sentences are 

considered modal. Western European linguists tend to limit modality to sentences that have an 

explicit modal marker. Polish linguists consider modality an inherent feature of the sentence; 

therefore, each sentence is a modal one, regardless of whether a modal marker is used.  

A further difference pertains to what guides classifications. In Western accounts, the major 

classifications take as point of departure the source of the modality, that is, the conditions 

under which something is possible or necessary; few focus on the role of the speaker or agent. 

Polish accounts have a different focus. Some Polish scholars (cf. Mirowicz 1956, Rytel 1982) 

define modality as the relation between the content of the utterance and reality, leaving out 

ƚŚĞ ƐƉĞĂŬĞƌ͛Ɛ ĂƚƚŝƚƵĚĞ͘ OƚŚĞƌƐ (щŽĚųŽǁƐŬŝ ϭϵϳϭ͕ GƌǌĞŐŽƌĐǌǇŬŽǁĂ ϭϵϵϱ͕ PƵǌǇŶŝŶĂ ϭϵϳϰ͕ 
Korytkowska & ‘ŽƐǌŬŽ ϭϵϵϳͿ ƚƌĞĂƚ ŵŽĚĂůŝƚǇ ĂƐ ƚŚĞ ƐƉĞĂŬĞƌ͛Ɛ ĂƚƚŝƚƵĚĞ ƚŽ ƚŚĞ ĐŽŶƚĞŶƚ ŽĨ ƚŚĞ 
statement. This has resulted in differently focused classifications of modality.  

 

In the following sections, we will briefly comment on general tendencies in the existing 

literature on general categorizations of modality, leaving aside treatments of specific modal 

words. We will focus on disagreements in the literature, in particular disagreement on the 

domains to include (1.1.), the number of types to distinguish (1.2.) or the labels and definitions 

(1.3.) to use for each type.  

 

1.1. Modal domains 

 

TŚĞƌĞ ŝƐ ŶŽ ĂŐƌĞĞŵĞŶƚ ĂƐ ƚŽ ǁŚŝĐŚ ĚŽŵĂŝŶƐ ƐŚŽƵůĚ ďĞ ĐŽŶƐŝĚĞƌĞĚ ŵŽĚĂů͘ “ŽŵĞ ͚ĚŝƐƉƵƚĞĚ͛ 
domains of modality are volition and evidentiality; we will define them briefly but they remain 

outside the scope of this study.  

 

Volition, in the framework of research into modality, refers to will, desire and often intention. 

Volition is not standardly considered part of modality, and there is even inconsistency within 

the work of one and the same scholar (cf. Palmer 1986 and 2001). While Bybee et al. (1994) 

include desire, intention, and willingness in their agent-oriented modality, van der Auwera 

(1998, 84-86) limits his account of modality to only those domains that show the opposition 

between possibility and necessity, which lie at the heart of modality.  
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Evidentiality refers to utterances in which the truth-value of the described state of affairs is 

explained with reference to certain sources of knowledge. These sources include general 

knowledge, visual experience, auditory evidence, and hearsay (Palmer 2001, 8). Van der 

AƵǁĞƌĂ ĂŶĚ PůƵŶŐŝĂŶ ;ϭϵϵϴ͕ ϴϱͿ ĂůƐŽ ĂĚĚ ͚ƌĞĂƐŽŶŝŶŐ͛ ƚŽ ƚŚŝƐ ůŝƐƚ ŽĨ ƐŽƵƌĐĞƐ ŽĨ ŬŶŽǁůĞĚŐĞ͘ 
Evidentiality is closely related to epistemic modality - they are logically connected due to their 

mutual reliance on evidence, hence the discussion about its membership in the modal category. 

1.2. Modal types 

 

Linguists disagree as to which criterion should be used to classify modal meanings and how 

many types of modality to distinguish. Although van der Auwera & Zamorano Aguilar (forthc.) 

ĂƌŐƵĞ ƚŚĂƚ ͞ƚŚĞ ĐŽŶĐĞƉƚƵĂů ŝƐƐƵĞƐ ŽĨ ǁŚĂƚ ŝƐ ĂƌŐƵĂďůǇ ƚŚĞ ĐŽƌĞ ŽĨ ŵŽĚĂůŝƚǇ͕ ǀŝǌ͕͘ ƚŚĞ ĚŝƐƚŝŶĐƚŝŽŶ 
ďĞƚǁĞĞŶ ŶĞĐĞƐƐŝƚǇ ĂŶĚ ƉŽƐƐŝďŝůŝƚǇ ƚŚĂƚ ŚĂƐ ŽĐĐƵƉŝĞĚ ƐĐŚŽůĂƌƐ ƐŝŶĐĞ GƌĞĞŬ ĂŶƚŝƋƵŝƚǇ ͕͘͘͘͟ 
classifications are not typically set up around these concepts. Instead, classifications center 

around the relation of the utterance to the real world, possibly seen from the point of view of 

the speaker or the agent, or centring on the source or origin of the modal conditioning.  

 

Classifications can consist of as few as two (e.g. Coates 1995, Palmer 2001, Puzynina 1974) and 

as many as six types (e.g von Fintel 2006). In addition to 1) alethic modality, sometimes called 

logical or metaphysical modality, which concerns what is possible or necessary in the widest 

sense, von Fintel distinguishes: 2) epistemic modality (from Greek: episteme, meaning 

͚ŬŶŽǁůĞĚŐĞ͛Ϳ͕ ǁŚŝĐŚ ĐŽŶĐĞƌŶƐ ǁŚĂƚ ŝƐ ƉŽƐƐŝďůĞ Žƌ ŶĞĐĞƐƐĂƌǇ ŐŝǀĞŶ ǁŚĂƚ ŝƐ ŬŶŽǁŶ ĂŶĚ ǁŚĂƚ ƚŚĞ 
available evidence is; 3) deontic modaůŝƚǇ ;GƌĞĞŬ͗ ĚĞŽŶ͕ ŵĞĂŶŝŶŐ ͚ĚƵƚǇ͛Ϳ ĐŽŶĐĞƌŶƐ ǁŚĂƚ ŝƐ 
possible, necessary, permissible, or obligatory, given a body of law or a set of moral principles 

or the like; 4) bouletic modality, sometimes boulomaic modality, concerns what is possible or 

necessary, gŝǀĞŶ Ă ƉĞƌƐŽŶ͛Ɛ ĚĞƐŝƌĞƐ͖ ϱͿ ĐŝƌĐƵŵƐƚĂŶƚŝĂů ŵŽĚĂůŝƚǇ͕ ƐŽŵĞƚŝŵĞƐ dynamic modality, 

concerns what is possible or necessary, given a particular set of circumstances; and 6) 

teleological ŵŽĚĂůŝƚǇ ;GƌĞĞŬ͗ ƚĞůŽƐ͕ ŵĞĂŶŝŶŐ ͚ŐŽĂů͛Ϳ ĐŽŶĐĞƌŶƐ ǁŚĂƚ ŵĞĂŶƐ ĂƌĞ ƉŽƐƐŝďůĞ Žr 

necessary for achieving a particular goal. Different subsets of these types are encountered in 

both western and eastern European approaches, but are used to categorize a different subset 

of sentences.  

 

To give some examples (we will return to some of these in more detail in Section 1.4),  

 

1. Palmer (2001) proposes two types, i.e. event modality and propositional modality. 

These types are further divided into deontic/dynamic and epistemic/evidential modality 

respectively. Grzegorczykowa (1995) distinguishes ĞƉŝƐƚĞŵŝĐ ŵŽĚĂůŝƚǇ ;Ă ͚ƚƌƵĞͬĨĂůƐĞ͛ 
valuation of the reality of the action/event described) and volitive/deontic modality. 
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Coates (1995) also proposes a bifurcation but labels them root vs. epistemic modality. 

Puzynina (1974), finally, contrasts objective and subjective modality.  

 

2. Perkins (1983) suggests three types - dynamic, deontic and epistemic modality. Rytel 

(1982) works with epistemic, deontic and alethic modality. Bybee et al. (1994) also 

propose three types but they distinguish agent-oriented, speaker-oriented, and 

epistemic modality.  

 

3. van der Auwera and Plungian (1998) distinguish four types: participant-internal, and 

participant-external, deontic and epistemic modality.  

 

1.3. Labels and definitions 

 

There is also lack of unanimity as to the definitions and labels given to the different types of 

modality. For example, there are differing opinions in respect of the category of dynamic 

modality - although some linguists agree that it is a separate category (Perkins 1983), others 

label (some aspects of) it together with deontic modality, under such names as event modality 

(Palmer 2001), root modality (Hofmann 1976, Coates 1983, Sweetser 1990), or agent-oriented 

modality (Bybee et al. 1994). 

 

1.4. Modal categories used in this study 

 

In this study we will work with 4 classifications, representing different choices with regards to 

the nature of modality and the number of types it comprises. These are van der Auwera and 

Plungian (1998), Bybee et al. (1994), Palmer (2001) and Coates (1995). 

 

Van der Auwera and Plungian (1998, 80-ϴϭͿ ĐŽŶƐŝĚĞƌ ĂƐ ŵŽĚĂů ͞ƚŚŽƐĞ ƐĞŵĂŶƚŝĐ ĚŽŵĂŝŶƐ ƚŚĂƚ 
involve possibility and necessity as paradigmatic variants, that is, as constituting a paradigm 

ǁŝƚŚ ƚǁŽ ƉŽƐƐŝďůĞ ĐŚŽŝĐĞƐ͘͟ WŝƚŚŝŶ ƚŚŝƐ ĨƌĂŵĞ͕ ƚŚĞǇ ĚŝƐƚŝŶŐƵŝƐŚ ĨŽƵƌ ƚǇƉĞƐ͕ ǁŚich they define as 

follows (examples theirs): 

 

Participant-internal - ĐŽŶĐĞƌŶŝŶŐ ƚŚĞ ƉĂƌƚŝĐŝƉĂŶƚ͛Ɛ ŝŶƚĞƌŶĂů ĂďŝůŝƚŝĞƐ ;ƉŽƐƐŝďŝůŝƚǇͿ ĂŶĚ ŶĞĞĚƐ 
(necessity) 

 

(1) Boris can get by with sleeping five hours a night.  

 

Participant-external - possibilities and necessities influenced by factors external to the 

participant 
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(2) To get to the station, you can take bus 66.  

 

Deontic - permissions (possibility) and obligations (necessity) imposed on the participant by 

social/moral/legal norms 

 

(3) John may leave now.  

 

Epistemic - a proposition is judged to be uncertain (possibility) or probable (necessity) relative 

to some judgement(s) 

 

(4) John may have arrived.  

 

We retained this classification as our principal classification because its "single explanation" 

relates to the conditioning or source of the modal situation in a way that coincides with moral 

development in children (cf. Piaget 1932, Kohlberg 1984): is the source for a necessity or 

possibility inside the agent, in the immediate circumstances, in larger society or merely 

inferred?  

 

Bybee et al. (1994) distinguish three categories of modality, i.e. epistemic, agent-oriented and 

speaker-oriented. Agent-oriented modality captures the conditions imposed on an agent in 

relation to the action mentioned in the sentence; this includes obligation, desire, ability, 

permission and root possibility. Speaker-oriented modality covers all directives, including 

imperative, optative, permissive, prohibitive, etc. The two categories, therefore, cut across the 

traditional concept of deontic modality.  

 

Palmer (2001) works with two overarching modal types -- event modality and propositional 

modality -- that are further divided into deontic/dynamic and epistemic/evidential. The latter 

ĂƌĞ ƌĞůĂƚĞĚ ƚŽ ƚŚĞ ƐƉĞĂŬĞƌ͛Ɛ ĂƚƚŝƚƵĚĞ ƚŽǁĂƌĚ ƚŚĞ ƚƌƵƚŚ-value of the proposition. The former 

refer to events that could have not yet taken place. The subdivision into deontic and dynamic 

modality is given by the source of the conditioning factors. In deontic modality, the source is 

external, and the notion refers to permission and obligation; the definition is therefore 

relatively standard and in line with the other two accounts presented here. The source of 

factors in dynamic modality, on the other hand, is internal, i.e. dynamic modality refers to 

internal possibilities (i.e. abilities) and internal needs. 

Coates (1995) proposes two subcategories ʹ epistemic modality and root modality. The 

meanings expressed by both types of modality revolve around the notions of possibility and 

necessity, and modal expressions have both root and epistemic meanings. Epistemic meanings 

ƌĞĨĞƌ ƚŽ ƚŚĞ ƐƉĞĂŬĞƌ͛Ɛ ũƵĚŐŵĞŶƚ ĂďŽƵƚ ƚŚĞ ƚƌƵƚŚ ŽĨ ƚŚĞ ƉƌŽƉŽƐŝƚŝŽŶ͖ ƚŚĞ ƐƉĞĂŬĞƌ ĐĂŶ ďĞ 
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confident or uncertain whether the state of affairs uttered is true. Root meanings, on the other 

hand, refer to situations such as permission and obligation.  

 

The question that we want to investigate in this paper is: are these and other classifications 

cognitively real? Do they play a role for speakers of a language or are they the interpretation 

and application of philosophical reasoning to language data? There are more examples of the 

latter approach in Slavic linguistics, e.g. the Vendlerian categories that were pressed into 

service to describe aspectual use in Slavic languages. 

 

1.5. Modal words 

 

According to Hansen (2004, 246-251), the semantic category of modals in Slavic consists of a 

small core with specific semantic and syntactic properties, and a periphery, which overlaps with 

other categories. Based on the characteristics of the core and the periphery of the category, we 

can distinguish between fully-fledged modal auxiliaries on the one hand, and modal content 

words and modal constructions on the other. The internal core of the category consists of 

modals which show both the central and the peripheral features. The external core of the 

category, on the other hand, consists of modals that have only the central characteristics and 

not necessarily the peripheral ones. Lastly, those modals that do not exhibit the central 

features to a full extent constitute the periphery of the category.  

 

The central (core) features of modals include: 

1. Semantic characteristics: a modal must express two or more types of modality. For 

example, the verb móc ;͚ĐĂŶ͕ ďĞ ĂďůĞ ƚŽ͛Ϳ ĐĂŶ ĞǆƉƌĞƐƐ ĐĂƉĂďŝůŝƚǇ͕ ƉĞƌŵŝƐƐŝŽŶ͕ Žƌ 
likelihood. As a contrast, the verb ƉŽƚƌĂĨŝđ (be able to) only expresses capability. 

2. Morphological characteristics: a modal must express the modal meaning independently, 

rather than relying on the construction as a whole. 

3. Syntactic characteristics: a modal must be a part of the predicate and does not normally 

occur in other syntactic positions; it is (almost) always followed by an infinitive. 

 

  



The final publication is available at Springer via http://dx.doi.org/ 10.1007/s11185-015-9153-6 

 

 The peripheral features of modal auxiliaries include: 

1. Semantic characteristics: a modal must not express any other meanings than the modal 

ones. 

2. Morphological characteristics: a modal no longer exhibits some of the characteristics of 

the category to which it originally belonged, for example, it cannot form an imperative, 

or an infinitive. In other words, modal verbs are defective. 

 

According to these criteria, then, such expressions as perhaps or probably are not considered to 

be fully-fledged exponents of modality because they do not have all of the core characteristics 

of modals, i.e. they do not, for example, express two or more types of modality ʹ they are only 

able to express epistemicity. Expressions such as it is necessary can express more than one 

modal meaning; however, they are not followed by an infinitive in Slavic, which means that 

they too do not meet all of the necessary criteria. In other words, only modal auxiliaries meet 

the criteria for core modals as proposed by Hansen (2004), and for that reason the focus of this 

ƉĂƉĞƌ ŝƐ ŽŶ ƚŚŽƐĞ ĂƵǆŝůŝĂƌŝĞƐ͕ Žƌ ŵŽĚĂů ͚ǀĞƌďƐ͛͘ 
 

Based on these criteria, Hansen claims that the internal core of the category of Polish modals 

consists of ŵŝĞđ ;͚ŚĂǀĞ͖ ŚĂǀĞ ƚŽ͛Ϳ, móc ;͚ĐĂŶ͛Ϳ͕ ŵƵƐŝĞđ ;͚ŵƵƐƚ͛Ϳ ĂŶĚ powinien ;͚ƐŚŽƵůĚ͖͛ 
defective). The external core consists of trzeba ;͚ŝƚ ŝƐ ƌĞƋƵŝƌĞĚ͖͛ ĚĞĨĞĐƚŝǀĞͿ͕ ŵŽǏŶĂ ;͚ŝƚ ŝƐ ƉŽƐƐŝďůĞ͖ 
defective), and ŶĂůĞǏǇ ;͚ŝƚ ŝƐ ŶĞĐĞƐƐĂƌǇ͖͛ ĚĞĨĞĐƚŝǀĞͿ͕ ĂŶĚ ƚŚĞ ƉĞƌŝƉŚĞƌǇ ĐŽnsists of wolno ;͚ŝƚ ŝƐ 
ĂůůŽǁĞĚ͖͛ ĚĞĨĞĐƚŝǀĞͿ, wypada ;͚ŝƚ ďĞĨĂůůƐ͖ ŚĂǀĞ ƚŽ͖͛ ĚĞĨĞĐƚŝǀĞͿ and ŶŝĞ ƉŽƚƌǌĞďŽǁĂđ ;͚;ŶŽƚͿ ŶĞĞĚ 
ƚŽ͛Ϳ͘ MſĐ͕ ŵƵƐŝĞđ and powinien exhibit all the central and peripheral characteristics, clearly 

belonging to the internal core, and will be investigated here. MŝĞđ, however, does not meet the 

criteria: apart from a modal meaning it also has a non-modal meaning of have (something). 

NĂůĞǏǇ͕ ŵŽǏŶĂ and trzeba, placed by Hansen in the external core of the category of modality 

are also included in this analysis. 

 

Modals placed by Hansen in the periphery include wolno, as well as wypada, and nie 

ƉŽƚƌǌĞďŽǁĂđ, which are placed on the border between modal auxiliaries and modal content 

words. Wolno, although lacking semantic modal polyfunctionality, is frequently used to express 

permission and prohibition, and will thus be included in this analysis. Wypada is more generally 

used to express ethical or moral norms while ŶŝĞ ƉŽƚƌǌĞďŽǁĂđ expresses a lack of need for 

something/to do something. The latter twŽ ĞǆƉƌĞƐƐŝŽŶƐ ĂƌĞ ŵĞŶƚŝŽŶĞĚ ĂƐ ŵŽĚĂů ďǇ щŽĚųŽǁƐŬŝ 
(1971) only; wypada is rather colloquial while ŶŝĞ ƉŽƚƌǌĞďŽǁĂđ is perceived as an archaic and 

official and not semantically polyfunctional. For these reasons they were not included in our 

analysis. 
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In sum, all modal words that Hansen (2004) classed as fully-fledged modal auxiliaries will be 

considered, with the exception of ŵŝĞđ͘ Excluded are also the two modals on the border 

between modal auxiliaries and modal content words, wypada and ŶŝĞ ƉŽƚƌǌĞďŽǁĂđ. 

 

2. Toward a usage-based classification 

 

CŽŐŶŝƚŝǀĞ ůŝŶŐƵŝƐƚƐ ĞŶĚĞĂǀŽƌ ƚŽ ŚŽŶŽƌ ƚŚĞ ͞ĐŽŐŶŝƚŝǀĞ ĐŽŵŵŝƚŵĞŶƚ͟ ;эĂŬŽĨĨ ϭϵϵϬ͕ 40) and 

provide an account of language data consistent with knowledge of human cognition. In this 

paper we present the results of a series of empirical studies that focus on the cognitive reality 

of existing classifications of modality using Polish data.  

We aim to capture the way in which the different modality types as, for example, defined by 

van der Auwera and Plungian (1998), correlate with usage data by tracking the behaviour of 

modal words in their sentential contexts. We use this data to determine how different types of 

modality correlate with aspects of usage, to examine which types of modality cluster together 

and could be grouped and to quantify the intuitive clarity and related cognitive plausibility of 

the proposed classifications.  

 

2.1. Data and annotation scheme 

 

We start from an analysis of corpus data that applies Behavioral Profiling (Divjak & Gries 2006) 

to sentences extracted from the National Corpus of Polish. The National Corpus of Polish 

(http://nkjp.pl/) is a balanced, representative, morpho-syntactically annotated corpus of 239 

million words. It consists of journalistic texts, belletristic literature, non-fiction, specialist 

periodicals and journals, other written texts, internet texts, and transcripts of conversations.  

 

For each of the 7 most frequently used modals in the balanced sub-corpus of Polish, 250 

independent observations were extracted and annotated to create a Behavioral Profile. BPs 

capture the formal and semantic characteristics of all elements within the sentence. In all, 12 

different variables were annotated for, yielding 42 variable levels. The variables fall into two 

classes, form and meaning, and are described below: 

 

Form-related variables encode the following 5 properties: 

 

1. polarity of the sentence, which can be positive or negative and captures negation added 

to the modal verb;  

 

2. aspect of the infinitive: a verb typically exists in imperfective and perfective, with some 

verbs limited to one of the two aspects and others being classed as biaspectual. Only 

http://nkjp.pl/
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sentences containing an infinitive that could exist in both imperfective and perfective 

were retained, bringing the size of the database to 1359; 

 

3. ellipsis or non-expression of the infinitive captures whether the infinitive that follows 

the modal was expressed or not; 

 

4. voice encodes whether the verb is active or passive; 

 

5. case of the subject was marked as either nominative or oblique (usually dative). 

 

Meaning-related properties capture seven different aspects of the modal construction:  

 

1. Seven modal words were analyzed, i.e. móc ;͚ĐĂŶ͛Ϳ͕ ŵŽǏŶĂ ;͚ŝƚ ŝƐ ƉŽƐƐŝďůĞ͖ ĚĞĨĞĐƚŝǀĞͿ, 
ŵƵƐŝĞđ ;͚ŵƵƐƚ͛Ϳ͕ ŶĂůĞǏǇ ;͚ŝƚ ŝƐ ŶĞĐĞƐƐĂƌǇ͖͛ ĚĞĨĞctive), powinien ;͚ƐŚŽƵůĚ͖͛ ĚĞĨĞĐƚŝǀĞͿ, 
trzeba ;͚ŝƚ ŝƐ ƌĞƋƵŝƌĞĚ͖͛ ĚĞĨĞĐƚŝǀĞͿ, wolno ;͚ŝƚ ŝƐ ĂůůŽǁĞĚ͖͛ ĚĞĨĞĐƚŝǀĞͿ͘ The examples given 

below are taken from the NKJP: 

    

(5) DǌŝħŬŝ ǌŶĂũŽŵŽƑĐŝ ŵŽǁǇ ĐŝĂųĂ ŵŽǏĞƐǌ ŽĚĐǌǇƚǇǁĂđ ŝŶƚĞŶĐũĞ ĚƌƵŐŝĞŐŽ ĐǌųŽǁŝĞŬĂ - i 
ŬŽƌǌǇƐƚĂđ z tej wiedzy.  

͚IĨ ǇŽƵ ŬŶŽǁ ƚŚĞ ďŽĚǇ ůĂŶŐƵĂŐĞ ǇŽƵ ĐĂŶ ƌĞĂĚ ŽƚŚĞƌ ƉĞŽƉůĞ͛Ɛ ŝŶƚĞŶƚŝŽŶƐ - and 

ŵĂŬĞ ƚŚĞ ŵŽƐƚ ŽĨ ƚŚŝƐ ŬŶŽǁůĞĚŐĞ͛͘ 
 

(6) Moja ŵĂŵĂ ŵſǁŝ͕ ǏĞ ŶĂ ƉĂŶŝČ ǌĂǁƐǌĞ ŵŽǏŶĂ ůŝĐǌǇđ͘  
͚MǇ ŵƵŵ ƐĂǇƐ ƚŚĂƚ ŽŶĞ ĐĂŶ ĂůǁĂǇƐ ĐŽƵŶƚ ŽŶ ǇŽƵ͛͘ 

 

(7) UǁĂǏĂŵ, ǏĞ ƚĂŬŝĞ ĚǌŝĂųĂŶŝĞ ŶĂůĞǏǇ ƉƌŽǁĂĚǌŝđ ƉŽĚ ŽŬŝĞŵ ŶŝĞǌǁǇŬůĞ 
profesjonalnych i kompetentnych osób.  

͚IŶ ŵǇ ŽƉŝŶŝŽŶ͕ ƚŚŝƐ ŬŝŶĚ ŽĨ ƉƌŽĐĞĚƵƌĞ ƐŚŽƵůĚ ďĞ ŝŵƉůĞŵĞŶƚĞĚ ƵŶĚĞƌ ƐƚƌŝĐƚ 
ƐƵƉĞƌǀŝƐŝŽŶ ŽĨ ŚŝŐŚůǇ ƉƌŽĨĞƐƐŝŽŶĂů ĂŶĚ ĐŽŵƉĞƚĞŶƚ ƉĞƌƐŽŶƐ͛͘  

 

(8) - A ƉĂŶ͕ ũĞƑůŝ ǁŽůŶŽ ǌĂƉǇƚĂđ͕ ĐǌǇŵ Ɛŝħ ǌĂũŵƵũĞ͍  
͚- AŶĚ ǁŚĂƚ͛Ɛ ǇŽƵƌ ŽĐĐƵƉĂƚŝŽŶ͕ ŝĨ I ŵĂǇ ĂƐŬ͍͛ 

 

(9) Powinienem ǌŶĂđ ƉƌĂǁĚħ ŝ ƚŽ ǌĂ ĚĂƌŵŽ͕ ďĞǌ ŶĂũŵŶŝĞũƐǌĞŐŽ ǁǇƐŝųŬƵ ǌ ŵŽũĞũ 
strony.  

͚I ƐŚŽƵůĚ ŬŶŽǁ ƚŚĞ ƚƌƵƚŚ ĨŽƌ ĨƌĞĞ͕ ǁŝƚŚŽƵƚ ĂŶǇ ĞĨĨŽƌƚ ŽŶ ŵǇ ƉĂƌƚ͛͘  
 

(10) Gdy ƐǌůŝƑŵǇ ƌĂǌĞŵ ;͙Ϳ͕ ƉŽǁŝĞĚǌŝĂų ŵŝ ƐǌǇďŬŽ͕ ǏĞ ďħĚǌŝĞ ŵƵƐŝĂų ƉſũƑđ ĚŽ ƐǌƉŝƚĂůĂ͕ 
ale to drobiazg, tylko zabieg, nawet nie operacja.  
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͚AƐ ǁĞ ǁĂůŬĞĚ ƚŽŐĞƚŚĞƌ ;͘͘͘Ϳ ŚĞ ďƌŝĞĨůǇ ŵĞŶƚŝŽŶĞĚ ƚŚĂƚ ŚĞ ǁŝůů ŚĂǀĞ ƚŽ ŐŽ ƚŽ ƚŚĞ 
ŚŽƐƉŝƚĂů͕ ďƵƚ ŝƚ͛Ɛ ŶŽƚŚŝŶŐ ƐĞƌŝŽƵƐ͖ ŽŶůǇ Ă ƉƌŽĐĞĚƵƌĞ͕ ŶŽƚ ĞǀĞŶ ƐƵƌŐĞƌǇ͘  

 

(11) Natomiast w Wietnamie trzeďĂ ƐƚĂƌĂđ Ɛŝħ Ž ƐƉĞĐũĂůŶĞ ƉŽǌǁŽůĞŶŝĞ ŶĂ 
ƉƌǌĞŐůČĚĂŶŝĞ ƐƚƌŽŶ ŝŶƚĞƌŶĞƚŽǁǇĐŚ͕ ǁǇĚĂǁĂŶĞ ƉƌǌĞǌ MŝŶŝƐƚĞƌƐƚǁŽ SƉƌĂǁ 
WĞǁŶħƚƌǌŶǇĐŚ͘  
͚In Vietnam, however, one must apply for special permission, issued by the 

Ministry of Internal Affairs, in order to search the interŶĞƚ͛͘ 
 

2. The four different categorizations of modality according to type introduced in Section 

1.4. were applied. The distribution of type-categories in our dataset of 1359 examples is: 

deontic 188, participant external 1039, participant internal 68, epistemic 64. 

 

(12) Deontic:  

PƌŽŐƌĂŵǇ ƚĞ ƐČ ĚĂƌŵŽǁĞ ĚŽ ƵǏǇƚŬƵ ŝŶĚǇǁŝĚƵĂůŶĞŐŽ͘ FŝƌŵǇ ƉŽǁŝŶŶǇ ǌĂŬƵƉŝđ 
licencje.  

͚TŚŝƐ ƐŽĨƚǁĂƌĞ ŝƐ ĨƌĞĞ ĨŽƌ ƉĞƌƐŽŶĂů ƵƐĞ ŽŶůǇ͘ CŽŵƉĂŶŝĞƐ ƐŚŽƵůĚ ďƵǇ Ă ůŝĐĞŶƐĞ͛͘  
 

(13) Participant external:  

MŽǏĞƐǌ ƌſǁŶŝĞǏ ƵǏǇđ ĚŽǁŽůŶŝĞ ǁǇďƌĂŶĞũ ĨŽƚŽŐƌĂĨŝŝ ĚůĂ ƚųĂ ƉƵůƉŝƚƵ͘  
͚YŽƵ ĐĂŶ ĂůƐŽ ƐĞƚ ĂŶǇ ĐŚŽƐĞŶ ƉŝĐƚƵƌĞ ĂƐ Ă ĚĞƐŬƚŽƉ ďĂĐŬŐƌŽƵŶĚ͛͘  

 

(14) Participant internal:  

MĂŵ ƚĞŶ ŬŽŵĨŽƌƚ͕ ǏĞ ŶŝĞ ũĞƐƚĞŵ ŽďĐŝČǏŽŶǇ ŶŝĞĐŚħĐŝČ ĚŽ RM͕ ŵŽŐħ ǁŝħĐ Ž Ŷŝŵ 
ƉŝƐĂđ ŽďŝĞŬƚǇǁŶŝĞ͘  
͚Aƚ ůĞĂƐƚ I͛ŵ ŶŽƚ ďƵƌĚĞŶĞĚ ǁŝƚŚ ĂŶŝŵŽƐŝƚǇ ƚŽǁĂƌĚƐ ‘M͕ ƐŽ I ĐĂŶ ǁƌŝƚĞ ĂďŽƵƚ ŝƚ 

ŽďũĞĐƚŝǀĞůǇ͛͘  
 

(15) Epistemic:  

TĞŶ ĐǌųŽǁŝĞŬ ďǇų ƉŝũĂŬŝĞŵ ŝ ŵŽǏŶĂ ŐŽ ďǇųŽ ƐƉŽƚŬĂđ ŶĂ ŽŐſų ƉƌǌǇ ďĂƌǌĞ͘  
͚TŚŝƐ ŵĂŶ ǁĂƐ Ă ĚƌƵŶŬ ƐŽ ǇŽƵ ǁĞƌĞ ŵŽƐƚ ůŝŬĞůǇ ƚŽ ďƵŵƉ ŝŶƚŽ Śŝŵ Ăƚ Ă ƉƵď͛͘  

 

To illustrate how difficult it is to annotate sentences for modality type, we present our 

own interrater agreement (or rather disagreement), in Table (1): we disagreed for at 

least one in three sentences (and sometimes even for 1 in 2, as in the case of ŵƵƐŝĞđ).  
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Verb % agreement Annotaters 

móc 69% (NS-AS) 

powinien 66% (NS-DD) 

wolno 63 % (NS-DD) 

ŵŽǏŶĂ 59%  (NS-AS) 

ŵƵƐŝĞđ 49%  (NS-AS) 

Table (1): Interrater agreement for categorization along the lines of (Auwera & Plungian 1998)  

 

Because of the lack of interrater agreement in the annotation of modal types, we 

decided to introduce an alternative categorization, based on functions, that has proven 

useful in studying the acquisition of modal meanings by children (Coates 1988). 

 

3. Two different categorizations of modal function were trialled, i.e. one with eight rather 

specific categories and one with four broader categories, cf. Table (2) 

 

8-way categorization 4-way categorization 

possibility possibility 

impossibility  

ability  

necessity necessity 

obligation  

permission permission/prohibition 

prohibition  

probability probability 

Table (2): four versus eight function-based categorizations of modality 

 

The distribution of function-categories in our dataset of 1359 examples is: necessity 770, 

permission 144, possibility 381, probability 64.  
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(16) Necessity:  

Studia fotograficzne musiĂųǇ ƉųĂĐŝđ ǌĂ ŬŽƌǌǇƐƚĂŶŝĞ ǌ ƚĞŐŽ ƌŽǌǁŝČǌĂŶŝĂ ĨŝƌŵŝĞ 
Kodak.  

͚PŚŽƚŽ ƐƚƵĚŝŽƐ ŚĂĚ ƚŽ ƉĂǇ ыŽĚĂŬ ĨŽƌ ƵƐŝŶŐ ƚŚŝƐ ƐŽůƵƚŝŽŶ͛͘ 
 

(17) Permission:  

NĂƐųĂŶŝ ƐǌƉŝĞĚǌǇ ǌĂĚĂůŝ JĞǌƵƐŽǁŝ ƚŽ ƉŽĚƐƚħƉŶĞ ƉǇƚĂŶŝĞ͗ CǌǇ wolno  ŶĂŵ ƉųĂĐŝđ 
podatek Cezarowi, czy nie?  

͚TŚĞ ƐƉŝĞƐ ĂƐŬĞĚ щĞsus this tricky question: are we allowed to pay tax to Caesar or 

ŶŽƚ͍͛  
 

(18) Possibility:  

NŝĞ ǏĂƌƚƵũ͕ ŶŝŬƚ ŶŝĞ ŵŽǏĞ ƉƌǌĞǁŝĚǌŝĞđ͕ ŬŝĞĚǇ ƵŵƌǌĞ͘  
͚DŽŶ͛ƚ ďĞ ƐŝůůǇ͕ ŶŽďŽĚǇ ĐĂŶ ƉƌĞĚŝĐƚ ǁŚĞŶ ƚŚĞǇ͛ůů ĚŝĞ͛͘  

 

(19) Probability:  

GĚǇ ƚŽ Ɛŝħ ƐƚĂųŽ͕ ǁ PŽůƐĐĞ ƌǌČĚǌŝų ũĞƐǌĐǌĞ JĂƌƵǌĞůƐŬŝ͘ MƵƐŝĂųŽ ƚŽ ǁŝħĐ ďǇđ ĚĂǁŶŽ͘  
͚WŚĞŶ ƚŚŝƐ ŚĂƉƉĞŶĞĚ͕ PŽůĂŶĚ ǁĂƐ Ɛƚŝůů ƵŶĚĞƌ щĂƌƵǌĞůƐŬŝ͛Ɛ ƌƵůĞ͘ “Ž ŝƚ ŵƵƐƚ ŚĂǀĞ 
ďĞĞŶ Ă ůŽŶŐ ƚŝŵĞ ĂŐŽ͛͘  

 

4. The modal source was tagged as either internal or external to the subject. 

 

(20) External:  

MħǏĐǌǇǌŶĂ ďǇų ƚǇŵ͕ ŬƚſƌĞŐŽ ŶĂůĞǏĂųŽ ŽďƐųƵŐŝǁĂđ͘ ŻŽŶĂ ŵŝĂųĂ ŶŝĞǁŝĞůĞ ĚŽ 
powiedzenia.  

͚TŚĞ ŵĂŶ ǁĂƐ ƚŚĞ ŽŶĞ ǁŚŽ ŚĂĚ ƚŽ ďĞ ĂƚƚĞŶĚĞĚ ƚŽ͘ A ǁŝĨĞ ŚĂĚ ůŝƚƚůĞ ƚŽ ƐĂǇ͛͘  
 

(21) Internal:  

WŝĞ ƉĂŶŝ͕ ŵŽƌǌĞ ůƵďŝħ͕ ĂůĞ ŶŝĞ ŵƵƐǌħ ŽĚ ƌĂǌƵ ũĞƑđ ǁƐǌǇƐƚŬŝĞŐŽ͕ ĐŽ ǁ Ŷŝŵ ƉųǇǁĂ͘  
͚Yes, I like the sea, but it dŽĞƐŶ͛ƚ ŵĞĂŶ I ŚĂǀĞ ƚŽ ĞĂƚ ĞǀĞƌǇƚŚŝŶŐ ƚŚĂƚ ƐǁŝŵƐ ŝŶ ŝƚ͛͘  

 

5. Subject semantics: adapting the scheme proposed in Divjak & Gries (2006), we used four 

different labels to summarize the different types of subjects encountered in our sample, 

i.e. animate:human, animate:organism, inanimate:abstract, inanimate:concrete. 

  

6. Infinitive semantics: we used the bottom-up semantic classification proposed in Divjak & 

Gries (2006) to annotate the infinitive verb. The nine categories used are physical, 

physical involving an ͞other͟, motion, motion involving an ͞other͟, speech, 

mental/intellectual activity, perception, exchange, figurative uses of these categories. 
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7. SoA applicability: following Divjak (2009) we encoded whether a situation was generic 

and always applies to everyone and everywhere or was specific in any sense. 

 

2.2. Data analysis techniques 

 

There are various types of statistics that can be used, and the choice depends both on the 

purpose of the study and the type of data collected. Using a Behavioral Profile approach, we 

aim to capture the behavior of modals within the inherently multivariate sentential context. 

Our interest was to explore the relationships between the variables introduced in Section (2.1) 

and to assess which classification is best predicted from a variable or combination of variables. 

For this, we use two complementary statistical techniques. 

 

2.2.1 Multiple Correspondence Analysis 

 

Multiple correspondence analysis (MCA) is designed to explore categorical data and establish 

whether variables of interest form property clouds (for an introduction to MCA for linguists, see 

Glynn 2014). There are various packages that can be used in R to carry out MCA; for this study, 

ǁĞ ƵƐĞĚ ƚŚĞ ĐĂ ƉĂĐŬĂŐĞ ŝŶ ‘ ;NĞŶĂĚŝđ Θ GƌĞĞŶĂĐƌĞ ϮϬϬϳͿ͘ MCA ŝƐ ŽŶůǇ ĞǆƉůŽƌĂƚŽƌǇ͕ ŚŽǁever. 

It will help discover structure but will not state whether the relations found are significant or 

whether they occurred by chance.  

 

2.2.2 Polytomous Regression 

 

Regression is a statistical technique used to predict or model a (dependent) variable, in this 

case modality, in terms of a number of (independent) variables (cf. Section 2.1). Since our 

dependent variable, modality, has more than 2 levels on the categorizations of interest and 

these levels are not ordered, we ran polytomous regression, using the {polytomous} package 

(Arppe 2013) in R.  
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3. Results 

 

In this section we describe the results of the statistical analyses of our data. The interim 

conclusions will be subjected to experimental validation in Section 4. 

 

3.1 Multiple Correspondence Analysis 

 

We ran MCAs for all logically possible variable combinations for type and function separately. If 

morphological, syntactic and semantic properties of the type described in Section 2.1. have any 

bearing on modality, we would expect clouds to form that contain a modal type or function, 

surrounded by points representing the properties that define it. MCA provides visualised results 

in the form of biplots: these biplots capture the dimensions that are created in the exploratory 

process but need to be interpreted. It also provides numerical output which gives details of, 

among others, the Eigenvalues, i.e. the percentage of data variation explained by a particular 

variable combination.  

The multi-dimensional nature of the plots makes it difficult to interpret them. Even though data 

points are close to each other on the plot, this does not necessarily mean that they are related: 

it may be the case that if we looked at the data from a different dimension, these same points 

would be far apart. For this reason we based our interpretation on the plots that had the 

ŚŝŐŚĞƐƚ ŝŶĞƌƚŝĂ ĂŶĚ ĂĚĚŝƚŝŽŶĂů PĞĂƌƐŽŶ͛Ɛ ĐŚŝ ƐƋƵĂƌĞĚ ƚĞƐƚƐ ǁĞƌĞ ƌƵŶ ƚŽ ĐŚĞĐŬ ǁŚĞƚŚĞƌ ĂŶǇ 
correlations suggested by MCA are significant; the associated standardized residuals were used 

to identify the direction of these relationships.  

 

3.1.1 MCA for type-based classifications 

 

For type classifications, most of the variance in the data was captured by plotting van der 

AƵǁĞƌĂ Θ PůƵŶŐŝĂŶ͛Ɛ ;ϭϵϵϴͿ ŵŽĚĂů ƚǇƉĞƐ ĂŐĂŝŶƐƚ ŵŽĚĂů ǁŽƌĚ͕ ĂƐƉĞĐƚ ŽĨ ƚŚĞ ŝŶĨŝŶŝƚŝǀĞ͕ Ɖolarity 

and source of the modal conditioning. Figure (1) shows the first two dimensions that explain 

59% of the variance in the data. Figure (1a) contains the entire MCA plot, while Figure (1b) 

zooms in on the densely populated area around the origin. 
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Figure (1a): MCA plot of Type by modal word, aspect of the infinitive, polarity and source of the 

modal conditioning 

 

This plot is difficult to interpret: most points are gathered in a cloud to the right of the plot 

origin. As is better visible in Figure (1b), the modal types represented here are epistemic and 

participant-external modality, but because points near the origin have undifferentiated profile 

distributions, there is little we can say about these modal types.  
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Figure (1b): MCA plot of Type by modal word, aspect of the infinitive, polarity and source of the 

modal conditioning - zoomed in on origin 

 

 

Participant-external modality has a significant association with only three of the points it is 

close to, i.e. the words ŶĂůĞǏǇ and trzeba, and the perfective aspect. Epistemic modality is 

significantly associated with the words móc and powinien only. Deontic modality, pictured on 

the left hand side of the plot, significantly groups together with imperfective aspect, negative 

polarity, and the word wolno. Participant internal modality lies far from the centre of the plot, 

towards the top, where it is significantly joined by an internal source of conditioning and with 

the word móc.  

In other words, this visualization shows that there is very little within the sentential context of 

the sentence that would support a type-based categorization of modality, and hence would 

provide the usage-based scaffolding that speakers need to build up the corresponding mental 

representations. 

  

We performed the same analysis for the three other classifications of modality described in 

Section 1.4. The plot for Palmer (2001) is very similar to the one for van der Auwera and 

PůƵŶŐŝĂŶ ;ϭϵϵϴͿ͘ CŽĂƚĞƐ͛ ;ϭϵϵϱͿ classification resulted in a visualization that put root modality in 

the centre of the plot, without significant associations with any of the variables. The plot for 

BǇďĞĞ Ğƚ Ăů͛͘Ɛ ;ϭϵϵϱͿ ƉƌŽƉŽƐĞĚ ĐůĂƐƐŝĨŝĐĂƚŝŽŶ ƌĞƐĞŵďůĞƐ CŽĂƚĞƐ͛ ĂŶĚ ŚĂĚ ĂŐĞŶƚ-oriented 

modality in the centre of the plot and the otŚĞƌ ƚǁŽ ƚǇƉĞƐ ĨĂƌ ŽƵƚƐŝĚĞ ƚŚĞ ĐĞŶƚƌĞ͘ BǇďĞĞ Ğƚ Ăů͛͘Ɛ 
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(1995) speaker-oriented modality showed significant associations with powinien and negative 

polarity, while their epistemic modality associates significantly with móc and powinien, as in the 

other classifications, including Coates (1995). 

 

3.1.2. MCA for function-based classifications 

 

For function classifications, most of the variance in the data was captured by plotting a 4-way 

function classification (consisting of possibility, necessity, probability, and permission) against 

modal word, aspect of the infinitive and polarity. An 8-way classification which included ability, 

impossibility, obligation, prohibition in addition to possibility, necessity, probability, and 

permission showed that some meanings clustered together (i.e. ability and impossibility 

grouped with possibility; obligation with necessity; prohibition with permission) so they were 

collapsed. Figure (2) shows the first two dimensions that explain 60% of the variance in the 

data; this is 1% more than for the Type plot, with one variable less. Including the source of 

conditioning on the function plot reduces the inertia but removing it from the type plot makes 

the inertia fall to 52.4%. 

 

Figure (2): MCA plot of 4-way function by modal word, aspect of the infinitive and polarity  

 

 

This plot is better structured and functions seem to map well onto usage, as opposed to 

modality types. The first dimension, which explains most of the variation, is represented by the 

horizontal axis. We interpret the horizontal axis as distinguishing between possibility at the top 

and necessity at the bottom. The vertical axis indicates an opposition of polarity, between 



The final publication is available at Springer via http://dx.doi.org/ 10.1007/s11185-015-9153-6 

 

predominantly positive functions such as necessity and possibility and typically negated 

functions such as permission; that is, the lack of permission.  

 

On the left hand side at the top we have a data point for possibility, significantly clustered with 

the near-synonymous words móc and ŵŽǏŶĂ. At the bottom, we have a data cloud for 

necessity, significantly clustered with the near-synonymous words ŵƵƐŝĞđ, powinien, ŶĂůĞǏǇ, 

and trzeba. In the middle of the plot, by the origin, we have probability; its central location 

indicates that probability has an undifferentiated sentential profile distribution. There are 

indeed no specific modals associated exclusively with probability; instead, probability shares 

modals with other functions - móc with possibility, and powinien with necessity. Given that 

these relationships are significant, probability could be seen as an extension of possibility and 

necessity, defined by properties that lie outside the sentence boundaries. Finally, on the right 

hand side of the plot, around the middle, we have the function of permission, which is 

significantly associated with wolno, negative polarity, and imperfective aspect. Semantically 

permission is related to both possibility and necessity, i.e. when the word wolno is used in 

positive contexts, it states that something is being made possible by being permitted. When it is 

used in negative contexts, it expresses a prohibition, i.e. a necessity not to do something. 

Perhaps permission/prohibition, just like probability, is a link between possibility and necessity. 

Its location on the plot, i.e. in the middle between possibility and necessity, would support that.  

 

This visualization shows that there is sufficient information available in the usage properties we 

annotated for to support a function-based categorization of modality and hence assist speakers 

in building up the corresponding mental representations. Multiple correspondence analysis is 

only an exploratory technique, however, and was therefore followed up with a polytomous 

regression analysis. 

 

 

3.2 Polytomous regression analysis 

 

Exploratory MCA showed that traditional type-based classifications of modality do not map 

onto usage within sentence boundaries as observed in corpora. Function-based classifications 

fare better in this respect. To provide further support for this finding, we fit a polytomous 

logistic regression to the full data set of 1359 independent observations. A regression approach 

allows us to model a (dependent) variable, in this case modality type or function, in terms of a 

number of (independent) variables (cf. Section 2.1). Such a model shows how accurately type 

and function can be predicted from usage. We will present the results of the regressions for 

type and function in turn. 
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3.2.1 Regression for type 

 

Our regression model was built step-wise, bottom-up. For type, the best model consists of 3 

predictor variables: polarity, aspect of the infinitive and modal word. The predictions are 

displayed in Table (3). The overall prediction accuracy is very high for a 4-way choice at 79.61%, 

but given the skewed distribution of the observations this is not surprising: a baseline model 

that always chooses the most frequent type, i.e. participant-external, would make correct 

predictions 71.37% of the time. The R squared value is relatively low at 28.27%, indicating that 

the variables included in fact predict little of the variability in the data.  

 

 Deontic Epistemic External Internal Total [observed] 

Deontic 112 0 76 0 188 

Epistemic 0 0 64 0 64 

External 69 0 970 

[=71.37%] 

0 1039 

Internal 1 0 67 0 68 

Total 

[predicted] 

182 0 1177 0 1359 

Table (3): Predictions for type by polarity, aspect of the infinitive and modal word 

 

Instances classified as external are correctly predicted as external in 93.35% of all cases; deontic 

ones are predicted correctly in 59.5% of all cases. Situations tagged as internal are never 

correctly predicted, and are instead considered to be instances of external modality. Epistemic 

situations are not predicted at all. This confirms that there is not much within the sentential 

context that helps predict what modality type we are dealing with. 

 

3.2.2 Regression for function 

 

We also fit a regression model to see how well a function-based classification would be 

predicted from usage. Based on the MCA results we would expect the 8-way classification to 

reduce to a 4-way classification and the 4-way classification to be a better fit to the data than 

the type-based classification; these expectations were confirmed. The best model consists 
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again of 3 predictor variables: polarity, aspect of the infinitive and modal word. The predictions 

are displayed in Table (4). The overall prediction accuracy for function is at 87.27% higher than 

that for type, while the most frequent option occurs far less frequently, 47.76% of the time. The 

R2 likelihood is up and stands at 70%, indicating that the variables capture a large part of the 

variation in the data. Interestingly, modal word is the single best predictor: predicting modal 

function from word alone gives us an accuracy of 87%, so aspect and polarity add relatively 

little, but their contribution is statistically significant. 

 

  necessity permission possibility probability Total [observed] 

necessity 691 72 7 0 770 

permission 0 128 16 0 144 

possibility 0 14 367 0 381 

probability 33 0 31 0 64 

Total 

[predicted] 

724 214 421 0 1359 

 Table (4): Predictions for function by polarity, aspect of the infinitive and modal word 

 

The table shows that the majority of the necessity sentences are predicted as necessity, with a 

few predicted as as permission; the majority of permission sentences are predicted as 

permission, with some predicted as possibility; the majority of possibility sentences are 

predicted as possibility, with a few predicted as permission; but none of the probability 

sentence are predicted as probability. Approximately half of them were predicted as necessity 

and half as possibility. This would confirm our earlier MCA results which placed probability on a 

scale between necessity and possibility, right in the center of the plot; there are no usage-

features that reliably delineate probability. 

  

 

3.3. Interim conclusion 

 

Based on the analysis of corpus data, we can conclude that function, not type, is supported by 

elements of use at a sentence level. In Polish, there is no support for modal types based on the 

context of the sentence itself, i.e. its formal and semantic characteristics; types, if relevant for 

speakers of Polish, capture information from a different plane that speakers are aware of. This 
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is surprising, especially in the light of the observation that the literature on modality typically 

works with isolated sentences to illustrate a specific modal type. Modal functions, on the other 

hand, map directly onto primary aspects of language in use, primarily the choice of modal word. 

Given that Polish does not have special lexical items to signal probability, usage cannot predict 

probability (i.e. epistemic modality). Instead, it is predicted as either necessity or possibility in 

this study.  

 

 

 

4. Experimental validation  

 

We followed up on our corpus-based findings with two experimental studies. These studies 

focused on finding out how intuitive the type and function classifications are for naive native 

ƐƉĞĂŬĞƌƐ ŽĨ PŽůŝƐŚ ĂŶĚ Ăŝŵ ƚŽ ĞƐƚĂďůŝƐŚ ǁŚĞƚŚĞƌ ŶĂŝǀĞ ƌĞƐƉŽŶĚĞŶƚƐ͛ ƐŽƌƚŝŶŐƐ ǁŽƵůĚ ƌĞƐĞŵďůĞ 
the type- or function-based categorizations of modality most. Below we discuss the set-up and 

results of these studies.
2
  

 

4.1. Forced choice task 

 

The forced choice tasks were designed to establish whether naive speakers of Polish grasp 

linguistic classifications of modality intuitively, and whether they show a preference for type or 

function.  

 

Respondents were presented with authentic Polish modal sentences taken from the random 

samples used for the corpus study. There were 4 examples per variable level, thus the forced 

choice task for type contained 16 sentences, whereas the task for function contained 32 

sentences. Subjects were asked to classify the 16 sentences according to the 4 types (epistemic, 

deontic, external, internal) and the 32 sentences according to 4 functions or 8 functions 

(possibility, necessity, probability, permission, ability, obligation, impossibility, prohibition). For 

each of these labels, definitions and an example were provided in Polish. For the type 

classifications, the definitions from Section 1.4 were translated into Polish. For the function 

classification, the definition of each function was looked up in SųŽǁŶŝŬ JħǌǇŬĂ PŽůƐŬŝĞŐŽ PWN 

                                                
2
 Sample surveys can be viewed online:  

Forced choice (labelling) task (modality types) - 

https://docs.google.com/forms/d/1jiTj6ovAVxzHnnZlykk9khxflHg7EooHjLd8ayUeQjA/viewform ;  

Forced choice (labelling) task (modal functions) - 

https://docs.google.com/forms/d/1oAqeSQDvXR7ZwfuneYw0xSCcZpB3L1tqCyr85chIryM/viewform. 

Sorting task (modality types) - https://jfe.qualtrics.com/form/SV_9miRcLCj5jvFqUR ;  

Sorting task (modal functions) - https://jfe.qualtrics.com/form/SV_0kwbQc16TEb3g2x.  

   

https://docs.google.com/forms/d/1jiTj6ovAVxzHnnZlykk9khxflHg7EooHjLd8ayUeQjA/viewform
https://docs.google.com/forms/d/1oAqeSQDvXR7ZwfuneYw0xSCcZpB3L1tqCyr85chIryM/viewform
https://jfe.qualtrics.com/form/SV_9miRcLCj5jvFqUR
https://jfe.qualtrics.com/form/SV_0kwbQc16TEb3g2x
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available on sjp.pwn.pl and then rephrased to suit the modal context. This information was 

repeated below each sentence that had to be labelled. The tasks thus compared the 

(learnability of the) type model with the (learnability of the) function models.  

 

The study was set up using Google Forms, and 125 adult native speakers took the test. There 

were 57 responses to the type forced-choice task; 44 responses to the function forced-choice 

task (with 8 functions); and 24 responses to the function forced-choice task with 4 functions.  

 

Histograms and a Shapiro-Wilk normality test show that the type data is reasonably normally 

distributed (p = 0.2811) while the function data borders on not being normally distributed (p = 

0.07274). A t-test run to compare the variances shows that they are borderline significantly 

different (p = 0.05176).  

 

Among the 101 respondents that responded to our first call for participation in the type and 8-

way function tasks, there were about 19, or just under 20%, who currently live abroad. A t-test 

showed that there were no significant differences in mean score (p-value ~ .9) between 

respondents currently living in Poland and those living abroad so the groups were collapsed.  

 

For the 4-way function labelling task to which we recruited in a second call, half of the 

participants were based abroad and the difference in score between those remaining in Poland 

and those residing abroad was nearing significance (p = 0.07858 with the U-test and p= 0.06549 

ŽŶ WĞůĐŚ͛Ɛ ƚ-test). This difference may be due to difference in level of education obtained (with 

Poles residing abroad having obtained a higher/lower level of education than those remaining 

in Poland) rather than a difference in place of residence; this remains outside the scope of the 

current investigation.  

 

We ran Welch 2-sample t-tests on the data that compare means of groups if variances are not 

equal and found the differences in means not to be significant. We also ran Wilcox U-tests that 

compare means of groups if the distribution is not normal; again, the differences in means were 

not significant. The results of the pair-wise comparisons of the mean scores are as follows, 

standardized to be correct out of a total of 10: 

 

1. Type (4) vs function (8): means 4.55 vs 4.60; ns (Welch p = 0.42; Wilcox p = 0.38)  

2. Type (4) vs function (4): means 4.55 vs 4.42; ns (Welch p = 0.67; Wilcox p = 0.6)  

3. Function (8) vs function (4): means 4.60 vs 4.42; ns (Welch p = 0.77; Wilcox p = 0.31 with 

warning about ties in the data) 

 

In other words, regardless of the modal classification used, on average the subjects failed all 

three tests. In contrast to the regression models, naive speakers seemed unable to grasp the 

http://sjp.pwn.pl/
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distinctions between modal types or functions and performed equally poorly when applying 

either of the classifications to real-life sentences. Interestingly, the respondents performed best 

on sentences involving probability, assigning this label correctly in over 60% of all cases. Given 

that the regression models did not predict probability at all from the available contextual 

annotation, the clue must lie elsewhere. One possibility that deserves further exploration is the 

fact that both sentences expressing probability contained an unexpressed (neuter/inanimate) 

third person singular subject. 

 

 

4.2. Sorting task 

 

Following Divjak & Gries (2008) a series of progressive open sorting tasks was run in order to 

ĞƐƚĂďůŝƐŚ ǁŚĂƚ ŶĂŝǀĞ ƌĞƐƉŽŶĚĞŶƚƐ͛ ƐŽƌƚŝŶŐƐ ǁŽƵůĚ ůŽŽŬ ůŝŬĞ͕ ŚŽǁ ŵĂŶǇ ĐĂƚĞŐŽries they would 

distinguish and whether their intuitive sortings would show most resemblance to the type- or 

function-based categorizations of modality. A sorting task has previously been used in research 

on modality: Coates (1988) ran a sorting task with 8 and 12 year olds to reveal the system of 

modal meanings in children. In contrast to our experiment, Coates (1988) embedded all modals 

in the same sentential context and asked participants to perform a free sorting only.  

 

A different group of subjects from those who participated in the labelling task were presented 

with the same authentic Polish modal sentences taken from the random samples used for the 

corpus study as were used in the forced choice tasks. There were again 4 examples per variable 

level, thus the forced choice task for type contained 16 sentences, whereas the task for 

function contained 32 sentences. For each modality type there were 2 sentences that both 

annotators had labelled identically and 2 that they had labelled differently. Subjects were asked 

ƚŽ ĐůĂƐƐŝĨǇ ƚŚĞ ϭϲ Žƌ ϯϮ ƐĞŶƚĞŶĐĞƐ ͞ďǇ ƐŝŵŝůĂƌŝƚǇ͕ ƚĂŬŝŶŐ ŝŶƚŽ ĂĐĐŽƵŶƚ ƚŚĞ meaning of the 

ďŽůĚĨĂĐĞĚ ǁŽƌĚ͘͟ 
 

For the type test, the first task was a free sorting task, allowing subjects to sort the sentences 

into as many groups as they wanted. This was done in order to see how many, and what type 

of, groups they would create if no limits were imposed. In the second task of the type sorting 

test, the number of possible groups was limited to four. Here, the aim was to see whether 

respondents would sort the sentences into the four groups in accordance with the number of 

modality types proposed by van der Auwera and Plungian (1998). Lastly, since the regression 

has shown that epistemic modality is always predicted as one of the other modality types, the 

final task in the type sorting test asked subjects to create three groups.  

 

For the function test the target groups were possibility, necessity, permission and probability, 

as well as the semantic refinements ability, obligation, prohibition, and impossibility. The first 
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task was a free sorting task, with no limit imposed on the number of groups to be created. The 

second task allowed for 8 groups (to see whether respondents distinguish between, for 

example, ability, possibility, and impossibility, or whether they group them together), and the 

third one was limited to four groups (to see whether respondents would create the same 

groupings that were suggested by corpus data).  

 

The tasks were administered using the Qualtrics software of the Qualtrics Research Suite 

(Qualtrics, Provo, UT). Unfortunately, the task had to be halved to avoid subjects dropping out 

half-way through and in the revised version only 2 sentences per category were retained, that is 

8 in total for type and 16 for function. For type, each pair contained 1 sentence on which the 

raters agreed, and 1 sentence on which they disagreed. In total, 47 subjects completed the 

experiment; 24 for function, and 23 for type.  

 

Using an R function (Salmoni 2012) we worked out the similarity of any two items by taking the 

number of times both were put into the same group and dividing by the same number plus the 

total number of times the items were put elsewhere. This measure ranges from 0.0 to 1.0 with 

higher scores meaning greater similarity. We then clustered the data, using hierarchical 

agglomerative clustering. 

 

We can now turn to the dendrogram in Figure (3): 

 

Figure (3): Dendrogram of sentences used in function sorting task labelled according to function 
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 (rotated 90 degrees)  



The final publication is available at Springer via http://dx.doi.org/ 10.1007/s11185-015-9153-6 

 

In general we obtained the most homogenous clustering on the function task, i.e. when we 

asked respondents to sort the 16 sentences into 4 groups, and these groups are homogenous if 

the sentences are labelled according to the modal function they express. For the 8-cluster 

function sorting task, sortings went predominantly by modal word (except that there were 2 

clusters with móc that were, however, not coherent in terms of function either); out of the 8 

functions, only necessity was retrieved. Modal types were never replicated. 

 

Read from right to left, the first split in the dendrogram coincides with the division between 

possibility on the left and necessity on the right; this mirrors the picture we obtained with 

correspondence analysis. Root is a strong indicator of cluster-membership, with móc and 

ŵŽǏŶĂ clustering together to form possibility, but it is not the sole criterion: while wolno and 

ŵƵƐŝĞđ form clusters of their own, móc and ŵŽǏŶĂ are combined, as are powinien and ŶĂůĞǏǇ. 

While ŵƵƐŝĞđ ͞ŚĂǀĞ ƚŽ͟ signals strong necessity, powinien and ŶĂůĞǏǇ are softer and more 

ƐŝŵŝůĂƌ ƚŽ ͞ƐŚŽƵůĚͬŽƵŐŚƚ͘͟ AŶŽƚŚĞƌ ŝŶƚĞƌĞƐƚŝŶŐ ĐĂƐĞ ŝƐ ƉĞƌŵŝƐƐŝŽŶ͘ OǀĞƌĂůů͕ ƚŚĞƌĞ ǁĞƌĞ ƚŚƌĞĞ 
examples of permission, with two different modal verbs. In naive sortings, these permission 

sentences are divided over two clusters, depending on the word used to express permission - if 

it is wolno, the permission is grouped with necessity, but if it is ŵŽǏŶĂ, then it is grouped with 

possibility. This is in line with our findings from MCA, that suggested that permission should be 

divided up over possibility and necessity. 

 

Remarkably, naive clusterings never contained a separate epistemic or probability category, 

neither in the function sorting task, nor in the type sorting task; this contradicts the results of 

the forced choice task where naive speakers performed best on this category, but is in line with 

the outcomes of the regression model that could not predict epistemic modality or probability 

either. The function dataset only contained examples of epistemic modality expressed by 

necessity modals (powinien and ŵƵƐŝĞđ); in order to see how an instance of epistemic modality 

expressed by a possibility modal (eg. móc) would be clustered, we annotated the 8 sentences 

used in the type sorting task for functions and ran a cluster analysis on those results. The 

dendrogram is shown in Figure (4).  

 

Figure (4): dendrogram of sentences used in type-sorting task, labelled according to function 

(rotated 90 degrees) 



The final publication is available at Springer via http://dx.doi.org/ 10.1007/s11185-015-9153-6 

 

 



The final publication is available at Springer via http://dx.doi.org/ 10.1007/s11185-015-9153-6 

 

 

The dendrogram nicely shows that, even if two examples are presented, probability does not 

get a separate cluster but instead is divided between the necessity and possibility clusters, 

depending on which word expresses the epistemic meaning. If it is móc, then it clusters with 

possibility; if it is powinien then it clusters with necessity. This is exactly what we saw in the 

MCA and indicates that the meaning of the modal word itself overrides the modal function 

expressed by the sentence. 

 

4.3 Interim conclusion 

 

The forced choice task revealed that naive speakers, different from corpus-based models, 

performed poorly when applying both type and function classifications to real-life sentences: 

naive speakers seem unable to grasp the distinctions between modal types or modal functions 

on the basis of a definition and a prototypical example. Interestingly, the highest scores were 

obtained for sentences involving probability, the one category that statistical techniques could 

not predict from usage, and the one category that was never never approximated in the type or 

function sorting tasks. 

 

 

5. Conclusion 

 

Typologically supported classifications often refer to tendencies shared across languages to 

substantiate claims about (universal?) cognitive capacities. However, our findings suggest that 

these classifications, despite being psychologically plausible, may well lack a direct link with 

properties that can be observed in usage samples taken from specific (groups of) languages.  

Polish, for example, seems to support a system of core modals that do not invest in properties 

delineating modal types. We did not find evidence in the sentential distribution of these words 

for the existence of any of the modal types that have been proposed, and would therefore 

question their central position in linguistic analyses of Polish sentences built around core modal 

without reference to the wider context. Statistical models show that these additional shades of 

meaning, if present, are likely to be inferred from information that is not contained within 

sentence boundaries. The modal functions of possibility and necessity fare better in this respect 

and appear to be sufficient: they make up the core of the modal system in Polish and serve as 

anchor points for related, more specific meanings. Corpus-based studies on Russian, Croatian 

and Czech are underway and preliminary results show similar tendencies (Divjak et al. 2014). 

Our experimental findings provide further support for modal functions as relevant dimension. 

Classifications of modality that categorize modality into different types depending on its source 

as well as classifications that categorize modality according to its function appear equally 

difficult to learn and apply for naive speakers. Nevertheless, naive speakers did seem to be able 
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to pick up on probability and they do intuitively distinguish differences in modal meanings 

expressed along the lines of necessity and possibility. One likely cause for the latter result is the 

close relation between necessity and possibility and lexical items.  

  

Our results point to a discrepancy between the most prominent theoretical linguistics 

classifications of modality and the way native speakers - at least native speakers of Polish - 

handle modality. Which classification, then, should be preferred? Although it is tempting to 

prioritize the cognitively real account, it can be argued that the way in which naive speakers 

construct a category is not necessarily the best way to construct this category from a 

theoretical linguistic perspective. Expert classifications may well yield profound insights into a 

phenomenon, even if they do not align with how naive speakers handle it, and should therefore 

not per definition be abandoned in favour of folk classifications. Yet a tension between naive 

and expert classifications needs to be considered carefully by cognitive linguists who are bound 

by the cognitive commitment (Lakoff 1990, 40), i.e. the commitment to providing a 

characterization of language that accords with what is known about the mind and brain from 

other disciplines. Our findings encourage cognitive linguists to question the wholesale 

incorporation of existing linguistic classifications into a usage-based framework that adheres to 

the Cognitive Commitment and to critically re-examine the concepts on which they build their 

linguistic accounts.  
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