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Statistical Properties of Network Flow 

Shoichiro Nakayama, Kanazawa University, Japan & University of Leeds, 

U.K.; Richard Connors, University of Leeds, U.K.; David Watling, University 

of Leeds, U.K. 

Abstract  Estimation of the parameters in network equilibrium models, including 

OD matrix elements, is essential when applying the models to real-world net-

works. Link flow data are convenient for estimating parameters because it is rela-

tively easy for us to obtain them. In this study, we propose a maximum likelihood 

method for estimating parameters of network equilibrium models using link flow 

data, and derive first and second derivatives of the likelihood function under the 

equilibrium constraint. Using the likelihood function and its derivatives, t-values 

and other statistical indices are provided to examine the confidence interval of es-

timated parameters and the model’s goodness-of-fit. Also, we examine which 

conditions are needed for consistency, asymptotic efficiency, and asymptotic nor-

mality for the maximum likelihood estimators with non-I.I.D. link flow data. In 

order to investigate the validity and applicability, the proposed ML method is ap-

plied to a simple network and the road network in Kanazawa City, Japan. 

1. Introduction 

When applying traffic network equilibrium models to real-world networks, it is 

essential to estimate some of their parameters on both demand and supply sides. 

One of the most important tasks is to estimate the OD matrix, and many research-

ers have studied this in the past. In SUE (stochastic user equilibrium) models, we 

also have to calibrate a parameter associated with travel cost (or value of time) and 

other behavioral parameters in the random utility model if needed. In addition, pa-

rameters in the travel time functions are sometimes estimated to fit the equilibrium 

model using link flow data although they should normally be determined based on 

the relationship between link flow and travel time.  
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Least square error or generalized least square error has been adopted as the es-

timation method in most cases, especially for OD matrix estimations (Cascetta, 

1984; Bell, 1991; Yang et al., 1992; Liu & Fricker, 1996; Yang et al., 2001; Nie et 

al., 2005). These methods enable us to estimate parameters reasonably, and are of-

ten used for network equilibrium models. The maximum likelihood method (ML 

method) has close relationship with the generalized squares method, indeed under 

some conditions, maximizing the log-likelihood function produces a particular 

type of generalized least squares estimator (Hazelton, 2000). Although the likelih-

ood function is more complicated than the generalized least squares, the likelihood 

function can provide statistical indices for evaluating the confidence of estimated 

parameters and goodness-of-fit of the model, e.g. t-value, AIC. 

Robillard (1974), Fisk (1977), and Daganzo(1977) estimated a travel cost coef-

ficient in the logit model by means of the maximum likelihood method. Hazelton 

(2000) proposed a method for estimating OD matrix using maximum likelihood 

method. These methods are restricted to the case of uncongested networks. Anas 

& Kim (1990) estimated the travel cost coefficient on a congested network, but 

they focused on comparison and did not describe the details of the model itself. 

MPEC (Mathematical Programs with Equilibrium Constraints) or bi-level opti-

mization problems can incorporate congested networks into the maximum likelih-

ood method. In this study, we model route choice based on random utility models 

and maximize the likelihood with SUE constraints. We must therefore consider 

the covariance of link flows arising from the flows on overlapping routes. In the 

past, several researchers have studied optimization problems with SUE con-

straints. Chen & Alfa (1991) considered discrete network design, Davis (1994) 

continuous network design, Liu & Fricker (1996), Yang et al. (2001) and Lo & 

Chan (2003) estimation of the OD matrices and the travel cost coefficient, and 

Ying &Yang (2005) sensitivity analysis of optimal pricing. Clark & Watling 

(2002) examined sensitivity analysis of probit-based SUE. These studies revealed 

first derivatives of the objective function. Most of the logit-based models used Di-

al’s or modified Dial’s algorithm.  

In this study, we assume stochastic demands that result in stochastic link flows, 

and derive a joint probability distribution of link flows. Using this stochastic net-

work equilibrium model with stochastic flows, the maximum likelihood method 

for a congested network is proposed. Estimation of parameters can be formulated 

as maximizing the likelihood with the equilibrium constraint. Second derivatives 

of the likelihood function are needed for calculating t-values, and we provide the 

first and second derivatives. This enables us to examine the confidence of parame-

ters and the model itself. Also, AIC, likelihood ratio, and other indices from the li-

kelihood are very helpful for model choice. In order to examine the validity and 

applicability of the proposed maximum likelihood method, we apply it to a simple 

network and the road network in Kanazawa City, Japan. 

In travel behavior analysis, these statistical treatments with respect to the max-

imum likelihood method are very common. However, the maximum likelihood 

method is normally applied to I.I.D. data (independent, identically distributed). In 

case that we have the link flow data observed once, it is not I.I.D. since link flows 
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are mutually correlated even if the data have many link flows. We examine the ba-

sic properties of the maximum likelihood estimator, consistency, asymptotic effi-

ciency, and asymptotic normality, for the link flow data observed once. The prop-

erties are important for unbiased estimation. 

2. Notation 

In this section, we present some notations used in this paper. 
A  =  the set of links in the network 
R  =  the set of OD pairs 
I  =  the set of routes in the network 
Ir  =  the set of routes between the rth OD pair (r  R)  
qr  =  the (realized) demand between the rth OD pair (r  R)  
Qr  =  the random variable of demand between the rth OD pair 

r  =  the mean demand between the rth OD pair, rIr mi = E[Qr] 
xa  =  the (realized) flow on the ath link (a  A)  
Xa  =  the random variable of flow on the ath link 
x  =  the vector of (realized) link flows, (…, xa, …) 
X  =  the vector of link flow random variables, (…, Xa, …) 
a  =  the mean link flow on the ath link, E[Xa] (= iI a,i mi) 
a

2  =  the variance of link flow on the ath link, Var[Xa] 
  =  the vector of mean link flows (…, a, …) 
  =  the variance-covariance matrix of link flows 
yi  =  the flow on the ith route  
Yi  =  the random variable of flow on the ith route 
yr  =  the vector of route flows between the rth OD pair  
mi  =  mean flow on the ith route (i  I ), E[Yi] 
m  =  the vector of mean route flows (…, mi, …) 
pi  =  route choice probability on the ith route 
ca(xa) =  the cost function of the ath link 

ac  =  the mean cost on the ath link (= E[ca(Xa)]) 

it  =  the mean cost on the ith route (= aA a,i E[ca(Xa)]) 

t  =  the vector of mean route costs (…, it , …) 
a,i  =  a link-route incident variable 
  =  a link-route incident matrix 
n  =  the total number of links in the network, | A | 
j  =  the jth unknown parameter, which is estimated  
ș   =  the vector of unknown parameters (…, j, …) 
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3. Stochastic Network Equilibrium Model under Poisson-
Distributed Demands 

In order to formulate the likelihood function, the probability density function 
(p.d.f.) of link flows is needed. In the past, several network equilibrium models 
with stochastic flows have been developed. The purpose of this study is to apply 
the maximum likelihood method to estimate parameters using link flow data, but 
not to develop a stochastic network equilibrium model with stochastic flows. In 
this study, we adopt the model with Poisson-distributed flows (Clark & Watling, 
2005) for the sake of simplicity. Other stochastic network equilibrium models with 
stochastic flows can be applied to the maximum likelihood method in this study 
without any changes. 

Assume that each OD demand follows a mutually independent Poisson distri-
bution. Also, suppose that route choice is made independently by each driver. This 
means that the route flows between an OD pair follows a multinomial distribution 
when the demand distribution is given. Therefore, the resultant route flows be-
tween an OD pair are given by the compound of a multinomial distribution and a 
Poisson distribution. The route flows on the rth OD pair follow independent Pois-
son distributions as follows: 
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where )(
mnf  and )(

pof  are the p.m.f.s (probability mass functions) of a multi-

nomial distribution and a Poisson distribution, respectively, and yr and Yr are the 

vector of yi and Yi for the rth OD pair. This setting of Poisson-distributed demand 

and stochastic route choice is the same as Clark & Watling (2005).  

As written above, Yi  Po[i], where Po[i] denotes a Poisson distribution 

whose mean is i. The variance of the Poisson distribution is equal to its mean, 

and the variance of Yi is also mi. When mi is sufficiently large, Po[mi] approx-

imates to the normal distribution, N[mi, mi], whose mean and variance are both mi. 

Also, Xa = iI a,i Yi and Yi is mutually independent as Eq. 1 shows. Therefore, 

assume Xa  N[a, a] in the remainder of this paper. The mean vector and the va-

riance-covariance matrix are given by: 

mǻȝ    (2) 

Tdiag ǻmǻȈ )(   (3) 

where 
T
 denotes the transpose and diag(m) denotes the diagonal matrix whose di-

agonal component is the component of the vector m here and in the remainder of 
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this paper (See Kendall & Stuart (1977), p. 375). The matrix, Tdiag ǻmǻ )( , is 

may be singular; in this case the redundant variates should be discarded.  

The p.d.f. (probability density function) of X  N[, ] is: 
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where || is a determinant of  and -1 is the inverse matrix of .  
Assume that route choice is made based on random utility theory. In order that 

readers understand this paper more easily, for simplicity, assume that route choice 

probability is determined by the mean route travel time in this paper although it 

may be desirable to introduce drivers’ risk-taking behavior to route choice. 

 iiIietet riiiii   ,Pr)( 11 tp   i  Ir, r  R (5) 

where ic  is the mean cost on the ith route, ei is the error term, 1 is a positive tra-
vel cost coefficient (1 > 0).  

Underlying the logit model is the assumption that the ei are independent Gum-
bel random variables. More plausibly, it is often assumed that the route cost per-
ceptual errors consist of link cost perceptual errors. If the link cost errors are inde-
pendent normal random variables, as underlies the probit model, the route error 
vector e = (…, ei,…)T follows a multivariate normal distribution. In this case, e  
N[0,  T] where 0 denotes the null vector. Alternatively, the variance-covariance 
matrix can be formed based on overlapping route length. ii  = a a,i a,i da if i  
i and otherwise, i

2 = a a,i da where da is the length of the ath link (Yai et al., 

1997).  

Presuppose that the parameter in Eq. 5 is an unknown parameter in this paper. 

Other several parameters can also be estimated. Formally, the mean demands, , 

can be estimated in this maximum likelihood method. However, the number of 

OD pairs is generally much more than that of links. It is difficult to estimate OD 

demand stably and uniquely without other assumptions or information. For sim-

plicity, the mean OD demands are given and fixed in this paper. The OD matrix 

estimation is one of the main future works. 

Let E be an OD-route incidence matrix (|R||I| matrix) and  = )( ȜETdiag . 

The mean route cost is a function of mean route flows and its vector is expressed 

as )(mt . A Poisson-distributed network equilibrium model with random utility 

route choice can be formulated as the following fixed point problem:  

 )(mtpīm   (6) 

where p() is the vector function for route choice probability, (…, pi,…)T. Note 
that m is a function (implicit function) of . 
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4. Maximum Likelihood Method 

4.1 Single Observation 

Let us now consider the case where we have a set of link flow data observed only 

once, that is, each observed link flow has a single value on a certain day. Let x~  

denote the vector of observed link flows, that is, the vector of (realized) flows on 

observed links, and X
~

 denotes the vector of random variables of observed link 

flows. The distribution of observed link flows is derived as a marginal distribution 

of Eq. 4 and is also a multivariate normal distribution as follows: 
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where ȝ~  is the vector of mean link flows observed, Ȉ~  is the variance-covariance 
matrix of observed link flows, n~  is the number of observed links, and cx~  is the 
vector of unobserved links. For simplicity, hereafter, every link is assumed to be 
observed (x = x~ , n = n~ ), but this does not make any difference in the following 

discussions.  

Define a log-likelihood function, L(x), as follows:  

  )(ln xxș XfL   . (8) 

Also, let l denote the likelihood function (L = ln l), which is identical to fX(x) in 
Eq. 4. 

The maximum likelihood method can be formulated as the following: 

 xș
ș

Lmax   (9) 

s.t.  )(mtpīm   (10) 

where  is a vector of parameters, (…,j,…)T (j  J). In the above problem,  and 

m are decision variables. 

4.2 Multiple Observations 

When the data follows an independent identical distribution, consistency, asymp-

totic efficiency, and asymptotic normality of estimated parameters are guaranteed 

(e.g. Stuart et al., 1999).  

In case of multiple independent observations, the log-likelihood function is 

given by:  
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where xv is the link flows at the vth observation (v = 1, 2,…, V). Nevertheless, it is 

not easy to obtain independent link flow data observed for many days because link 

flows are not necessarily independent among different observations since there ex-

ist weekly, monthly, and yearly periodic cycles and there may be high correlation 

between observations. 

If the observations are time-dependent, the log-likelihood is written as: 

  
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111 ),...,,(ln,..., xxșxxxș   (12) 

4.3 Derivatives of a Likelihood Function 

The derivative of the likelihood function is very important for solving the problem 

in Eq. 9 and 10. The first derivative has been derived in the previous sensitivity 

analysis studies (e.g. Fiacco, 1983). In SUE, the derivatives are given using the 

following implicit function:  

0mșmpīșmh  ),(),(  . (13) 

The first and second derivatives of L( m) are expressed as: 
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g m . These derivations are derived in Appendix A. 

When the parameters, ș̂ , are efficient, the variance-covariance matrix of ș̂  is 
șșș ˆ12 | 

 L  (Stuart et al., 1999, p. 72-75), where ș̂  is the ML estimated parame-
ter. The t-value of the jth parameter is given by: 

j j

j

L ][ ˆ12 |

ˆ

șșș 



  (16) 

where [] jj is the jj  component of the matrix and j̂  is the jth ML estimated para-

meter. Thus, the second derivative of L is needed for calculating t values of esti-

mated parameters. 
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5. Properties of Estimated Parameters 

5.1 Consistency, Asymptotic Efficiency, & Asymptotic Normality 

From a statistical viewpoint, maximum likelihood estimators (ML estimators) 
generally have three desirable properties: consistency, asymptotic efficiency, and 
asymptotic normality. The mean of the estimator should be the true value of the 
parameter, and the smaller its variance, the better it is. This is called efficiency. 
The Cramer-Rao inequality provides a minimum variance (Stuart et al., 1999, p. 
11). Note that ML estimators are not necessarily unbiased when the sample size is 
small. Unbiasedness means that E[


] = t where 


 is an estimator of  (with t 

its true value) and E[] is the operator of expectation. The maximum likelihood es-
timator, ̂ , takes the true value with minimum variance in the limit as the sample 
size increases to infinity; this property is consistency. Furthermore, the ML esti-
mator is asymptotically normally-distributed in the limit of large sample size. This 
enables us to make standard statistical tests such as t tests. 

As described in section 4.2, the ML estimator has the desirable three properties 

if we have many independent observations. However, even though we have many 

observations, they may not be independent. In the case of time-dependent observa-

tions, the likelihood function is defined as Eq. 12 and the properties of ML estima-

tors have been examined (Lehmann & Casella, 1998).  

A road census is held once a year or a few years in many countries. We can use 

the link flow data observed once in many cases. Usually, we are able to obtain the 

data for many links for accurate estimation. Suppose that the number of links is 

sufficiently large. Each link flow is not independent and does not generally follow 

an independent, identical distribution. However, we guess that we can estimate pa-

rameters more accurately as the number of observed links becomes large. The 

above data are not time-dependent, but spatially dependent. In the time-dependent 

observations, the vth observation is dependent solely on the past observations and 

the order of observations is crucial. On the other hand, the order of spatially de-

pendent data is not as important as that of time-dependent data, but an observation 

might be dependent on the other observations. We extend the understandings and 

findings of ML method with time-dependent observations (e.g. Lehmann & Casel-

la, 1998) to that with spatially dependent observations. Under which conditions 

the ML estimators for the link flow data observed once have the properties of con-

sistency, asymptotic efficiency and normality is examined in this study. 
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5.2 Local Dependency 

In order to examine the properties of ML estimators with non I.I.D. link flow ob-
servation, we assume that each link flow is locally dependent. There exist many 
links, routes, and OD pairs in a large-scale network, and correlation between the 
links diminishes as distance between them become large. Assume that the distance 
of OD pair is finite, and each link is independent of the links that are not located 
within the distance of 2, where  is a positive finite constant. We shall call this 
assumption local dependency. Note that the distance between links is defined as 
the distance between their centers. In case that OD demands are distributed par-
tially or specific OD pairs has extreme demands, the local dependency should be 
defined based on network topology or demand distribution. For simplicity, local 
dependency defined by distance is adopted in this paper. 

Next, we assume that each link variable has a limited variance, i.e. a
2 < . 

Therefore, a/S  0 as n   where S
2 = Var[S] and S = a Xa. Let us define 

“link density” to be the number of links whose centers are located in a unit area. 
Assume that the mean of link density is  anywhere. This means    and n/ 
  as n   where  is the area of the object network. Also, the area of the 
network can exactly be covered by a mesh of m  m squares as n   where m < 
. This is similar to the concepts used by Riemann integral calculus.  

For the locally dependent data, consistency, asymptotic efficiency and normali-
ty of ML estimators are guaranteed. The proof is written in Appendix B. When the 
number of observed links is sufficiently many and the observed link flows are lo-
cally dependent, the estimated parameters are unbiased and efficient. Also, the 
confidence interval of the estimated parameter can be examined by the t-value due 
to normality of the estimated parameters.  

6. Example 

6.1 Simple Network  

In this section, an example of a parameter estimation problem is illustrated to ex-
amine the validity of our ML method. The problem is to estimate the travel cost 
coefficient, , in the logit model using link flow data.  

An example network is shown in Fig. 1. The network has two OD pairs and 4 
links. The first OD pair is between Node 1 and Node 3 and the second OD pair is 
between Node 2 and Node 3. Both demands, Q1 and Q2, follow Po[2000]. The sto-
chastic network equilibrium with Poisson distributed demands is reached, and link 
flows are random. The link cost functions are also written in Fig. 1. Route 1 and 2 
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connect OD 1 and Route 3 and 4 connect OD 2. The link-route incidence matrix is 
given by: 
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Note that a vehicle cannot go from Link 1 to Link 4.  
The mean cost functions are derived using moment generating function (m.g.f.) 

as: 
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The log-likelihood function of the example problem with single observation is 
given by: 
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 (22) 
The true value of  is set at 0.5. We generated 10 sets of observed link flows 

which are mutually independent based on Poisson distributions with the true val-
ue.  
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Fig. 1  Small example network 
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Table 1 Estimation result using all 10 observations 

 

 m1 m2 m3 m4  L AIC 

  ML 
 

1073.6 
(7.00)[1] 

926.4 
(-7.69)[1] 

1225.6 
(20.54)[1] 

774.4 
(-25.84)[1] 

0.583 
(3.00)[2] 

-152.93 
 

315.86 
 

LSE 1073.6 926.4 1227.4 772.6 0.64   
True  

values 1073.6 926.4 1222.2 777.8 0.5   
Model 

without  1073.4 926.6 1248.4 751.5  -158.54 325.08 
Model 

with  = 
 

1000.0  1000.0  1000.0  1000.0  0.0  -709.81 1419.62 

[1]: t value of mean flow with respect to different from that with  = 0,  [2]: t value of  

 

Table 1 shows the result of both ML (maximum likelihood) and LSE (least 
square error) methods in the case that all 10 observations are taken into account 
together. The likelihood function is given by Eq. 22. The table also includes the 
results of the model without the parameter  and the model with  = 0. The model 
without  in the table is the model with  =  and its route choice is the same as 
Wardrop-type route choice. In the model with  = 0, the mean route flows are as-
signed evenly irrespective of mean route costs.  

The mean route flows estimated by both ML and LSE are very close to their 
true values. Those estimated by ML are a little closer to their true values than 
those by LSE. The table shows that the estimated parameter of ML method is bet-
ter than that of LSE. However, the difference between them is not statistically sig-
nificant. The t-values of mean route flows and  are all significant. Thus, the ML 
method proposed enables us to examine confidence intervals of parameter esti-
mates. In the light of AIC, the model with the estimated  has the lowest AIC of 
the three models (the models with the estimated , without , and with  = 0). Al-
though the mean route flows in the model without  are close to their true values, 
those with the estimated  are much closer.  

The above results show that the ML estimator is better than the LSE estimator, 
but the difference is not statistically significant. In the ML method, we can ex-
amine the confidence of estimated parameters and make a model choice. Also, the 
ML estimator is guaranteed to be unbiased if the sample size is large enough.  

6.2 Kanazawa Road Network 

In this section, the ML method is applied to the arterial road network in Kanazawa 

City, Japan. The network has 140 nodes and 472 links and is shown in Fig. 2. The 

number of OD pair is 1,383, and the total number of routes is 9,934. The OD ma-

trix was given by a trip survey. The observed link flow data is a single observation 
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on a weekday and that all links are observed. The rank of the link-route incidence 

matrix of the network is 379. This means that flows on 93 links are calculated 

from the other 379 link flows. If all 472 links are treated, the inverse matrix of va-

riance-covariance matrix for the 472 links cannot be defined because the variance-

covariance matrix is singular. The 379 links are considered for estimating the pa-

rameter. Using the observed link flow data (379 link flows), the travel cost coeffi-
cient, 1, in the logit model is estimated. In this problem, only one parameter is es-

timated, and a line search algorithm with the Armijo condition is used here. 

The log-likelihood function includes the p.d.f. of multivariate normal distribu-

tion, Eq. 4, and the p.d.f. has inverse matrix and determinant of variance-

covariance matrix. Therefore, it is very difficult to derive the first and second de-

rivatives of the log-likelihood function analytically. It is reasonable to use numeri-

cal differencing techniques for large-scale networks.  

The estimated parameter, ̂ , is 0.169. The standard deviation of the estimated 

parameter is 0.00243, and the t-value is 69.7. The 99% confidence interval of 1 is 

between 0.163 and 0.175. On the other hand, the value of 1 estimated by the LSE 

method is 2.08. The LSE estimator is statistically different from the ML estimator 

in this Kanazawa road network example. The computation time of the LSE me-

thod is about one-fourth of that of the ML method. This is because calculating the 

least square error is much faster than computing the likelihood function (p.d.f. of 

multivariate normal distribution). The proposed ML method can be applied nu-

merically to a real network although the computation time is slower than that of 

the LSE method. Also, statistical significance (or confidence interval) of the esti-

 

Kanazawa 

Station

0 1km 2km0 1km 2km
 

 

Fig. 2  Kanazawa Road Network 
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mated parameter can be examined using the t-value of the estimated parameter, 

which derived from the second derivative of the log-likelihood function.  

7. Conclusions 

Estimation of parameters in network equilibrium models is essential when the 
models are applied to real-world networks. In this study, we proposed a method 
for estimating the parameters of the equilibrium models using link flow data. In 
the past, the least square or generalized least square method has been adopted for 
parameter estimation in many cases. The maximum likelihood method has close 

relationship with the generalized squares method. Although the likelihood func-

tion is more complicated than the generalized least squares, the likelihood function 

can provide statistical indices for evaluating the confidence of estimated parame-

ters and goodness-of-fit of the model, e.g. t-value, AIC. 
In this study, we proposed a maximum likelihood method for estimating para-

meters in the case of a congested network. Then, we showed that consistency, 
asymptotic efficiency, and asymptotic normality are guaranteed for the maximum 
likelihood method if many link flows are observed. In the method, t-values and 
other statistical indices can be provided to examine the confidence of estimated 
parameters and the model itself.  In order to investigate the validity and applicabil-

ity, the proposed ML method is applied to a simple network and the road network 

in Kanazawa City, Japan. It is found that the proposed ML method can be applied 

numerically to a real network. Also, statistical significance (or confidence inter-

val) of the estimated parameter can also be examined using the t-value of the esti-

mated parameter. As a future work, we must develop an efficient algorithm for a 
large-scale network. 

Appendix A 

Differentiate both sides of h(m, ) = 0 with respect to j, then 

0
m

h
h

m 







jj 
. 

Therefore, 

jj  




  h

h
m

m
1 . 

The above equation is expressed in the vector form by: 

hhm șmș 
1

. 

We obtain the following first derivative: 

LLL TT
mșmmșș hhm 



)(
1
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Let us consider the second derivative. Differentiate 0
m

h
h

m 







jj 
 with 

respect to j,  

0
m

h
mhh

m
m 















 jjjjjj 
. 

Let g denote 
jj  







mhm . 

T

j
i

j
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,......, 2
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j
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h

 
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
m

m
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Accordingly,  
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From the derivative of composite function,  
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Therefore, we obtain the second derivative as follows: 
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Appendix B 

B.1 Weak Law of Large Numbers for Locally Dependent Variates 

In order to examine the ML estimator for spatially dependent data, we need the 
weak law of large numbers (WLLN) and the central limit theorem (CLT) for spa-
tially dependent random variables. In this section, we prove the weak law of large 
numbers under the assumption of local dependency. 

From Chebyshev’s inequality,  

   
222

][Var
Var

1
Pr




n

S
XX     

where X  = aA Xa/n (= S/n),   aA a/n, S = aA Xa, Var[S] = aA 

aA aa  , and aa   is: 
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 
 


 




 otherwiseXX

aaifX

aa

a
aa ,Cov

Var
    

Because of the local dependency as described above, there exists a <  satisfying 
aA  aa < a. Let  be max[a;a  A] ( < ) where max is an operator of tak-

ing a maximal value. Therefore, Var[S] < aA a  n , and 

 
2Pr




n
X     

As n  , Pr[ nX    > ] = 0 ( > 0). That is, X  converged in probability to 

. We shall call this the weak law of large numbers for locally dependent random 
variables. 

B.2 Central Limit Theorem for Locally Dependent Variates 

The central limit theorem (CLT) usually requires independence of random va-
riables. Here we examine the CLT for locally dependent variables. 

Choose and fix  (0 <  < 1/2) and let Ș = [n ] and  = [n/Ș], where [x] denotes 
the largest integer  x.  

We have Ș  n. It is easily seen that Ș = O(n), and  = O(n1). 
Let m2 be / where  is the area of the network and m has been quoted in sec-

tion 5.2. As    (i.e. n  ),  can nearly be divided into  pieces of mm 
square as described in section 5.2. Namely, k Bk   as n   where Bk is the 
kth m  m square which comprises the area of the network and Bk  Bk =  (k  
k). Note that Bk means the set of links within it as well as the geometric square. 

Consider a (m  2)(m  2) square. Let Ck denote the kth (m  2)(m  2) 
square whose center is the same center of Bk.  

Now, let Uk and kU  denote the sum of link variables within Ck and the sum of 

links within Bk but out of Ck, respectively. Fig. 3 illustrates them. In the figure, the 

grey square is Ck and the sum of links in Ck is Uk. Also, U = k Uk and U  = k 

kU . Then, S = U + U .  

The proof consists of 1) U has a limiting normal distribution and 2) U  0 in 
probability. 

At first, let’s prove 2), and consider the variance of .U  

 
 

 









U aAa Aa
aaaU  22   

where 2
U  is the variance of ,U  and UA  is the set of links which consist of ,U  

and Aa is the set of links on which the ath link is dependent. 
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Var[ SU  ] =  
2

2
2

Var
S

U
SU




  .  

Let  be ],,max[ 2 kk
kkk UUU  . 

The number of links in UA  is  [m2  
(m  2)2] ȡ = 4   ȡ (m  ) ( Un ) as 
n   where  is the number of kU  
because of the link density  = n/. As 
written above,    12

UU n  
)1)((4  m where  is 

max[ kUn |k] and kUn  is the number of 
links which is dependent of kU . So, the 
order of 2

U  is: 
2

U  O(n/2) O(n1) = )( 21 nO   

where because ț, Ȝ, and Ĳ are finite fixed values and m = O(n/2) and  = O(n1-). 
Thus, the order of 2

U
  is 21 n  while the order of 2

S  is n. Therefore, 
022 SU

 as n   because  < 1/2.  
From Chebyshev’s inequality,   .Pr 22

SUSUU    As written above, 
022 SU  as n  , and UU   in probability (as n  ) where U  is the 

mean of U . 
Next, let’s move to 1). The number of links which consist of U is nU =  (m  

2)2ȡ as n  . The order of nU is n, and nU  n as n   because of m = O(n/2) 
and  = O(n1-). This means that U  S as n  . Namely, 22

SU    as n  . 
Therefore,  

U

U

S

U

S

U

S

S UUUS











 










   

as n   because 0)(  SUU   from 2). (UU)/U has a limiting standard 

normal distribution because Uk is mutually independent and (Lindeberg’s) CLT 
(e.g. Kendal & Stuart, 1977, p. 206-207) can be applied (since j/S  0 as n  
). Consequently, SSS  )(   follows a standard normal distribution, and S  

N[S, S
2]. Thus, the CLT for local dependent variables has been proven. 

We will consider  ln fXa(xa|) as a vector of random variables in the next sec-
tion. Let us extend the above to the multivariate CLT. The vector of random va-
riables on the ath link is denoted by ya. Let Sy be a ya and I be the variance-
covariance matrix of y. In the next section, Sy =  L.  

Let Za = dT Ya and Sz = a Za. The p.d.f. of y  yT I-1 y = (dT z)T I-1 dT z = zT (dT 
I d)-1 z, so Var[Sz] = dT I d. By the above CLT, Sz  E[Sz]  N[0, dT I d] as n  . 
By the Cramér-Wold devise (Durrett, 1991), Sy is multinormally distributed and 
its the variance-covariance matrix is I. 

m

m




Uk

kU
independent

m

m




Uk

kU
independent

 
Fig. 3 Explanation of U 
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B.3 Properties of ML Estimators for Local Dependent Data 

Using the above WLLN and CLT, we show consistency, asymptotic efficiency 
and normality of each ML estimator of parameters for locally dependent data. The 
outline is almost the same as those for I.I.D. data except usage of WLLN and CLT 
for locally dependent data, and we illustrate them briefly. 

The likelihood function, l, is the joint density function of the observations, and 
evidently, 

11  ndxdxl  . (b1) 

Now suppose that the first two derivatives of l with respect to j exist for all j, 
and the operations of differentiation and integration on its left-hand side. We ob-
tain: 
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If we differentiate the above equation, we have: 
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LLL
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Using Taylor’s theorem, we have 

0șșșșșșșșșșș  
)ˆ(*

2
ˆˆ tLLL .  

where * is some value between ș̂  and t.  

ș̂  is a ML estimator, and 0ș 
 ˆL . Also, 0

 tjj
jL


  in probability 

from Eq. (22) where tj is the jth component of t (the vector of true values). Since 

0])(E[ 222  jj LL   as n   by the WLLN for locally dependent va-

riables, 0șș  )ˆ( t  from Eq. b1. This means consistency of the ML estimator. 

Let I denote the Fisher’s information matrix.  







































jjjj

jj

LLL


EE][

2

I   

where y =  ˆ
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 (as n  ) due to the WLLN for locally 

dependent variables. Therefore, from 0ș 
 ˆL , we rewrite Eq. b1 in the form: 

yIșș 1ˆ  t   

where y =  ˆ
 Lș .  
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Eq. b2 means that I is the variance-covariance matrix of y. By the CLT for lo-
cally dependent variables, y  N[0, I]. The p.d.f. of y is proportional to exp(yT I-1 

y/2), and exp(yT I-1 y/2) = exp[( tșș ˆ )T I ( tșș ˆ )/2]. Accordingly, 

ș̂   N[ tș , I-1].   

This mean that the ML estimator has the minimum variance and is a normal va-
riate as n  . Namely, asymptotic efficiency and normality have been proven. 
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