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Abstract 

Statistical rate theory calculations, in particular formulations of the chemical master equation, are 

widely used in order to calculate rate coefficients of interest in combustion environments as a 

function of temperature and pressure. However despite the increasing accuracy of electronic 

structure calculations, small uncertainties in the input parameters for these master equation models 

can lead to relatively large uncertainties in the calculated rate coefficients. Master equation input 

parameters may be constrained further using experimental data and the relationship between 

experiment and theory warrants further investigation. In this work the CH3OCH2 + O2 system, of 

relevance to the combustion of dimethyl ether (DME), is used as an example and the input 

parameters for master equation calculations on this system are refined through fitting to 

experimental data. Complementing these fitting calculations, global sensitivity analysis is used to 

explore which input parameters are constrained by which experimental conditions, and which 

parameters need to be further constrained in order to accurately predict key elementary rate 

coefficients. Finally, uncertainties in the calculated rate coefficients are obtained using both 

correlated and uncorrelated distributions of input parameters. 

Key words: Master Equation; Sensitivity Analysis; Dimethyl Ether; Uncertainty Analysis; Correlation 
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Introduction 

Theoretical calculations provide a useful way of estimating rate coefficients for systems over wide 

ranges of temperatures and pressures, some of which are inaccessible from experiments. However, 

several studies have recently demonstrated that errors, especially in calculated transition state 

energies, can lead to substantial uncertainties in predicted rate coefficients.
1,2

 These uncertainties 

have been suggested to be from a factor of two for simple abstraction reactions
3
, up to 5-10 for 

reactions in complex multi-well systems
1
.   

Experimental data can be used to substantially reduce the uncertainties in predicted rate 

coefficients by constraining the ab initio parameters
4,5

 and the exploitation of the complementary 

nature of experiment and theory warrants further exploration.  In a recent publication
6
, extensive 

pulsed photolysis data for the CH3OCH2 + O2 reaction were used to constrain the input parameters of 

a chemical master equation calculation using the implementation of the Levenberg-Marquardt 

algorithm for parameter optimisation within the open source MESMER code.
7
  This reaction system 

is a key step in the combustion of dimethyl ether (DME)
8-13

 and, with interest in the use of DME as a 

possible fuel
14

, the CH3OCH2 + O2 reaction has attracted substantial attention.
15-19

 The experiments
6
 

probed the reaction system by observation of OH, formed by dissociation of CH2OCH2OOH. Both the 

time dependence of OH formation and its yield were observed. Under the conditions of the 

experiment, the component of the OH growth associated with chemically activated product was 

closely related to the time dependence of the loss of CH3OCH2 by reaction with O2.  

In this work, uncertainty propagation and global sensitivity analyses
20-25

 are reported for the 

CH3OCH2 + O2 system, firstly in order to demonstrate how particular experiments can help to 

constrain the input parameters to the master equation, and secondly to explore the causes of 

remaining uncertainties following the fitting process. These sensitivity analyses were performed 

both for the conditions of existing experiments, and for conditions under which no experimental 
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data are available but which may be important from an applications perspective. This allows the 

investigation of the relative importance of key parameters which control the uncertainty in rate 

constant predictions under important combustion conditions, and hence how sensitivity analysis 

could be used for the purposes of experimental design. In addition to the sensitivity analysis, we 

assess the uncertainty in the elementary rate coefficients from the constrained master equation 

calculations over conditions of relevance to practical devices, using both correlated and uncorrelated 

input distributions. 

 

Methodology 

Master equation (ME) calculations 

Figure 1 shows the stationary points on the potential energy surface for the CH3OCH2 + O2 system. 

Eskola et al. discussed these energies, obtained from a range of model chemistries, in a recent 

publication.
6
 Although this previous publication found three transition states (TS) leading from 

QOOH to OH + 2CH2O, only the energy of the lowest of these transition states was varied in the 

fitting calculations, and the energies of the other two TS were scaled such that the difference in 

energies remained constant. This work utilises the same approach and the surface in Figure 1 is 

simplified accordingly. Master equation calculations were performed using the open source 

MESMER code
7,26

, which has been discussed in a number of recent publications.
13,27

  Briefly, the 

energies of the isomer adducts, RO2 and QOOH, are divided into grains which are used as the basis of 

the chemical master equation model. The form of the chemical master equation used is: 

pMp =
��

�

          (1) 

where p is a vector containing the populations, pi(E,t),  of the energy grains and of the reactants, 

where i refers to the ith isomer, and M is the matrix that determines grain population evolution due 

to collisional energy transfer within each isomer and reaction. Reactive processes, which include 
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isomerisation between RO2 and QOOH, and dissociation from QOOH, are described by Rice 

Ramsperger Kassel and Marcus (RRKM) theory, whilst collisional energy transfer is modelled using an 

exponential down model parameterised by an temperature dependent
down

�� , the average 

amount of energy transferred in a downward direction upon collision with the bath gas. The 

temperature dependence is described by the following expression: 

〈Δ�〉down = 〈Δ�〉down,ref � �
����

�
�

                                                                                             (2) 

where Tref = 298 K. Molecular densities of states were calculated assuming rigid external rotors and 

harmonic oscillators, except for those modes best described as internal rotations. Modes 

corresponding to internal rotations or torsions were modelled as hindered rotations and these 

modes were projected out of the Hessian matrix according to the method of Sharma et al.
28

 The CBS-

QB3//MPW1K/aug-cc-pVTZ frequencies, rotational constants and MPW1K/6-31+G hindrance 

potentials for internal rotations from Eskola et al.
6
 were used in the current study. 

For the barrierless association of CH3OCH2 with O2, microcanonical rate coefficients were 

calculated using an inverse Laplace transform (ILT) method assuming canonical high pressure limiting 

rate coefficients  of the form: 

a a B( ) exp( / ( ))

�

�

�
� � � � � �

�

 
= − 

 
        (3)  

where, in the current case, the reference temperature T0 is set to 195 K (the lowest temperature at 

which experiments were performed) and the activation energy is set to zero in agreement with ab 

initio calculations
6,29,30

 which show the association to be barrierless.  The sensitivity of the calculated 

rate coefficients to the A and n parameters will be explored in the current work. There is only one 

hydrogen transfer process in this system corresponding to the isomerisation between RO2 and 
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QOOH. Tunnelling was treated for this process using an Eckart methodology parametrised using the 

imaginary frequency of the transition state TS1. 
31

 

It is important to distinguish  between the energy dependent rate coefficients used in the 

master equation and the pressure and temperature dependent rate coefficients  derived from the 

ME analysis. The former involve passage over a single transition state and are used in microcanonical 

form. The latter are incorporated in the coupled sets of elementary reactions used in combustion 

models. They are determined in the MESMER analysis using a method based on an approach 

developed by Bartis and Widom.
7,32

 The resulting elementary reactions are shown in Figure 1. They 

connect all species, and include so-called well-skipping reactions (e.g. R2, R3, R6) in which the 

reaction system passes over more than one transition state and avoids stabilisation in an 

intermediate well. These reactions and their associated rate coefficients emerge naturally from the 

Bartis-Widom analysis; they are most important at lower pressures.  

 

Uncertainty propagation and global sensitivity analysis  

The uncertainties in the system parameters used in the master equation analysis were assessed in 

two ways and global uncertainties within the inputs to the master equation model were propagated 

using a sampling approach based on a quasi-random set of input samples.
33

 For the initial, theory-

constrained approach, uncertainty ranges for the input parameters were based on theory 

calculations alone, and typical of the type of analysis that might be performed in order to assist the 

planning of experiments (see below). A Sobol low discrepancy sequence
33

 was chosen for the 

sampling, since it displays better convergence properties with respect to output statistics than more 

traditional Monte Carlo pseudo random sequences. The inputs for each run were sampled from 

uniform distributions that vary between the upper and lower limits discussed below and given in 

Table 1. 2048 sample points were sufficient to derive accurate output distributions from the model. 

The input-output relationships from these samples were subsequently used  to perform a global 

sensitivity analysis using the random sampling high dimensional model representation (RS-HDMR) 
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method.
34

 The analysis was performed both for conditions of the proposed experiments and also for 

conditions more typical of those found in combustion devices. In this way it is possible to explore 

how the key parameters that determine the predictive uncertainty of rate constants calculated for 

combustion conditions, can be constrained by the proposed experiments.  

The first step of the theory-constrained analysis is to assign uncertainty ranges for the 

parameters used in the master equation modelling as listed in Table 1. Experience from previous 

systems can be used to estimate these theory-constrained uncertainties but realistically some expert 

judgement has to be applied. For this work, we have made some use of the results of experimental 

work to set the parameter ranges. Strictly speaking this is therefore not a truly a theory-constrained 

calculation of sensitivity, but in planning experiments, one will generally have some limits on the 

parameters from either previous studies on the same system, or studies of related systems. 

 The ab initio energies at the CBS-QB3 level of theory would usually be expected to exhibit 

an uncertainty of ~1 kcal mol
-1 

(4.18 kJ mol
-1

)
3
 for stable species and this uncertainty was used for 

the energies of  RO2 and QOOH. Transition states can be more problematic, and when discussing the 

ab initio calculations in the work of Eskola et al.
6
  the authors pointed out that the transition state 

TS2 in particular exhibited a large T1 diagnostic of 0.036 which is indicative of multireference effects. 

The presence of such multi-reference effects is supported by the fact that a number of high level 

model chemistries (G4, CBS-Q, CCSD(T)-f12) used in the calculations of Eskola et al.
6
 give very 

different energies for the same species, varying by up to 40 kJ mol
-1

 in the case of TS2. Given the 

complicated electronic structure in this region of the potential energy surface it is also possible that 

other channels exist which were not discovered in the calculations performed by Eskola et al.
6
 In 

view of these observations, larger uncertainty ranges were assigned to the transition state energies.  

Since 
down

�� is usually used as an empirical parameter, its uncertainty is estimated from 

the typical range of 
down

�� values with a helium bath gas
35

. Helium is used as the bath gas, 
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because of the availability of more experimental data for this reaction system. Finally, uncertainty 

ranges for the ILT parameters were assigned based upon intuition and upon high pressure limiting 

association rate coefficients for other R + O2 systems
27

 whilst taking into account existing estimations 

of the rate coefficient for CH3OCH2 + O2 
9,11,18

.  

The fitting of parameters to the experimental data of Eskola et al.
6
 was subsequently carried 

out using the Levenberg-Marquardt non-linear least squares fitting routine within MESMER.  In the 

current work, the fits were carried out using the same experimental data as in the work by Eskola et 

al.
6
, but the additional parameters, E(RO2), E(QOOH) and ILT A were also allowed to vary. In the work 

of Eskola et al.
6
 a detailed comparison was made of both a hindered rotor model and harmonic 

oscillator only model for the system. Of the two models, the hindered one is the more physically 

realistic and the differences such a model makes to the fitted parameters has already been discussed 

in detail. For these reasons only the hindered model is considered in the current work.  

The fitting procedure provides experimentally-constrained parameter ranges that are 

independent of the theory-constrained ones and are based on the constraints imposed by the 

experimental data alone.  An ideal situation would be to carry out a third set of calculations 

incorporating both experimental and theoretical constraints. However for the current work the aim 

is to explore the differences between these two different approaches to sensitivity analysis and the 

different kinds of information which can be obtained.   Additionally, for this system, the prevalent 

multi-reference effects make it particularly difficult to quantify the theory constrained uncertainty 

ranges and in this case, given the extensive experimental dataset available, we would emphasise the 

primacy of the experimental constraints. 

Table 1 gives the upper and lower limits on each parameter from a joint probability 

distribution created using the covariance matrix from the Levenberg-Marquardt fitting.  The 

covariance matrix is provided in the supplementary information and the related correlation matrix is 

given in Table 2. The off-diagonal elements of the correlation matrix R�� are given by: 
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R�� = K��
����

 

where K�� are the corresponding elements of the covariance matrix. 

These uncertainty ranges are significantly smaller than the proposed theory-constrained 

uncertainty ranges, for all parameters other than the energy of CH3OCH2O2 (E(RO2)) and the energy 

of CH2CH2OOH (E(QOOH)). A second global uncertainty propagation and sensitivity analysis was then 

performed using these experimentally-constrained uncertainties in order to explore how the 

sensitivities change when the large input ranges of the theory-constrained analysis are altered by 

the experimental constraints.  

The global sensitivity analyses presented in this work utilise an HDMR method,
34,36

 as 

described previously.
1
  Briefly the HDMR method uses a hierarchical function expansion to map the 

relationship between the input parameters x1,…,xn and output variables f(x) = f(x1,…,xn) of a model  

as follows: 

),()()(
11

0 	


�	



	


�





 ������� ∑∑
≤<≤=

++=x                (4) 

Here, we applied random sampling HDMR (RS-HDMR), where the functions )( 

 ��  and ),( 	

	 ��� in 

(4) are approximated by orthonormal polynomials fitted using a quasi-random sample of full model 

runs:  

)()(),(

)()(

1 1

1

	


�

�

�





�


	

�
	

	


�

�

�




�



�����

���

ϕϕβ

ϕα

∑∑

∑

=

′

=

=

≈

≈

                           (5) 

where k, l, l’ represent the order of the polynomial expansion, α
i
r and β

ij
pq are constant coefficients, 

and φr(xi), φp(xi) and φq(xj) are the orthonormal basis functions. For given input parameter ranges, 

the sensitivity indices indicate the relative contribution of each parameter to the predicted output 
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variance and can be used to explore interactions between parameters. To compute the sensitivity 

indices, the partial variances Di and Dij are calculated from the expansion coefficients: 

∑∑

∑

=

′

=

=

=

=


 	




�

�

�





	

�

	

�

�




�


�

�

1 1

2

2

1

)(

)(

β

α
           (6) 

Finally, the sensitivity indices are calculated from Si = Di/D, Sij = Dij/D, where D is the total variance
37

 

given by: 

� = � �� 
� !"#$" −  �&�        (7) 

where K
n
 = {(x1, . . . , xn), i = 1, . . . , n} represents an integral across the unit hypercube represented 

by the input Sobol sample.  For the correlated experimentally-constrained sample, marginal indices 

are obtained as explained further in the results section.  

The experimental data available for the CH3OCH2 + O2 reaction consists of OH yields and rate 

coefficients for the overall loss of CH3OCH2 for temperatures between 195 K and 650 K and pressures 

from 5×10
2 

Pa
 
 to 5×10

4 
Pa. However key quantities of interest to the combustion community are 

rate coefficients for the elementary processes involved in the reaction. To reflect this, the sensitivity 

analyses have also been carried out using a number of the predicted elementary rate coefficients as 

outputs over a wider range of temperatures and pressures than covered by the experimental 

conditions. The purpose here is to establish how the errors in predicted rate coefficients from the 

constrained model, extrapolate to conditions of interest for modelling practical devices. The 

phenomenological reactions (R1 – R9) needed for a combustion model are shown in Figure 1 and are 

listed below.  

R1  CH3OCH2 + O2
  
→ CH3OCH2O2    

R2  CH3OCH2 + O2
  
→ CH2OCH2O2H  

R3  CH3OCH2+ O2 
 
→ OH + 2CH2O  
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R4  CH3OCH2O2 → CH3OCH2
 
+ O2 

R5  CH3OCH2O2  → CH2OCH2O2H 

 R6  CH3OCH2O2  → OH + 2CH2O  

R7  CH2OCH2O2H → CH3OCH2
 
+ O2

 

R8  CH2OCH2O2H → CH3OCH2O2 

R9  CH2OCH2O2H → OH + 2CH2O 

 

Generation of joint probability distribution 

The provision of confidence limits on the master equation observables for use by the modelling 

community is particularly important for the elementary rate coefficients which have not been 

directly validated by experiments. Confidence limits can be obtained by propagating errors 

described by the input distributions with experimentally-constrained ranges from Table 1 and should 

take into account correlations between parameters that result from the fitting. Joint probability 

distributions, accounting for correlations, were obtained as described in Kucherenko et al. 
38

 A Sobol 

sequence was first transformed into a standard normal vector x~ with zero mean and unit variance 

using the inverse normal cumulative distribution function.  A Cholesky decomposition of the 

covariance matrix, ΣΣΣΣ, from the Marquardt fitting was then calculated: 

�AAΣ =            (8) 

and a joint probability distribution of the parametersx was obtained from x~ as follows: 

�xAx += ~                 (9) 

Here ���� is a vector of the mean values for each parameter where each element �i is the mean value 

for parameter i taken from the Marquardt fitting procedure. The full covariance matrix is available in 

the supplementary information. 

Using the joint probability distribution, uncertainty parameters, f, were obtained for R1-9 as 

follows 
39

: 
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






 +
= �

� σ
�

�
�

3
log10          (10) 

where is 
��  the mean value of a given rate coefficient and σ is the standard deviation in the rate 

coefficient taken from the output distribution. The rate coefficient k can then be described as 

uncertain according to a multiplicative factor of 10
f
. 

 

Results 

Theory-constrained Analysis 

Using the theory-constrained ranges in conjunction with a Sobol sequence, distributions were 

obtained for the different rate coefficients and yields calculated using MESMER. Given the 

necessarily large ranges assigned it is not surprising that these distributions are wide, with f values 

up to 1.3 (i.e. uncertainties of up to a factor of 20). First- and second-order sensitivities for all eight 

parameters as listed in Table 1 were obtained using RS-HDMR. These are shown in the upper panel 

of Figure 2 for OH yields (Y) and CH3OCH2 loss rates (L) for a range of conditions. Mittal et al.
11

 

identified the elementary rate coefficients for R9 (QOOH decomposition to OH + 2CH2O) and R5 (RO2 

→ QOOH isomerization) to be particularly important in the low temperature combustion of DME, 

and Figure 2 also shows the sensitivities for these two elementary rate coefficients at 500, 700 and 

900 K. In addition, the sensitivities for the elementary rate coefficients R6 (decomposition of RO2 to 

OH + 2CH2O) and R8 (isomerisation of QOOH back to RO2) are also shown. Only the first-order and 

the major second-order indices are shown here and hence the total indices (∑Si+ ∑Si,j ) may be less 

than unity in some cases.  

 Considering the yields, it was found that the two transition state energies E(TS1) (grey bars) 

and E(TS2) (orange bars) give the largest contributions to the predicted variance, through high first-

order sensitivities and also via a large contribution from the second-order interaction term. As the 

pressure is decreased, the first-order sensitivity index for E(TS2) increases and that for E(TS1) 

decreases concomitantly. The large second-order sensitivity is likely due to the fact that the 
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uncertainty ranges for E(TS1) and E(TS2) are close to overlapping.  These high sensitivities for E(TS1) 

and E(TS2) suggest that experimental measurements of the yields would provide a high level of 

constraint on these two parameters, and this is reflected to some extent in Table 1 that shows that 

the post experimental uncertainty range for TS1 is significantly smaller than that for the other 

energies. 

Turning to the theory-constrained sensitivities of the CH2OCH3 loss rate, the ILT parameters 

A (purple bars) and, to a lesser extent, n (green bars) dominate the sensitivities at lower 

temperatures. At 650 K, the rate coefficients are more sensitive to E(TS1), E(TS2), and the energy 

transfer parameters. 

 Given the large theory-constrained uncertainty ranges for E(TS1) and E(TS2), it is these 

parameters which again dominate the sensitivities for the elementary rate coefficients, as shown in 

the right hand panel in Figure 2. For the decomposition rate coefficients (R6 and R9) it is found that 

E(TS2) is the dominant parameter since TS2 is the main bottleneck to product formation. Conversely 

E(TS1) dominates the sensitivities for the two isomerisation steps R5 and R8. Since the transition 

state energies dominate the uncertainty in both the OH yields and important rate constant 

estimations, this suggests that measuring OH yields is critical to constraining the rate constants. 

Further constraints on these transition states are also provided by measurements of CH2OCH3 loss 

rates at higher temperatures. This sensitivity information therefore gives important information that 

could be used in optimising experimental design.  

In addition to yields and loss rates, experimental reciprocal time constants for OH formation 

on a longer timescale are available from the work of Eskola et al. 
6
 and these correspond to the 

eigenvalue λ1 from the master equation analysis in the 600 K to 650 K regime. These time constants 

are associated with OH formation from the thermalised RO2 species and from figure 2 it can be seen 

that E(TS2) dominates the sensitivities for these eigenvalues at both 650 and 600 K. This is 

understandable since TS2 is the dominant bottleneck for this process. There is also some sensitivity 
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displayed to E(RO2) however this is less significant than in the E(TS2) case due to the much larger 

uncertainty range on E(TS2). 

 

Experimentally-constrained Analysis 

The theory-constrained sensitivity analysis supports our previous work
6
 in demonstrating that, 

despite the complications surrounding the ab initio calculation of the barrier heights, the energies of 

the two transition states, TS1 and TS2, can be well constrained by fitting master equations 

calculations for CH3OCH2 + O2 to the available experimental data. This is demonstrated by the 

experimentally-constrained uncertainty ranges given in Table 1 for E(TS1 ) and E(TS2) which are 

significantly narrower than the theory-constrained values. In the current work, all eight parameters 

were defined through the Marquardt fitting procedure but we show that E(QOOH) is the least well 

defined with an experimentally-constrained uncertainty range of 34 kJ mol
-1

 (Table 1).   

A second set of sensitivity analyses was performed using the experimentally-constrained 

uncertainty ranges in Table 1, allowing investigation of the causes of the remaining uncertainty in 

the predictions from the master equation model.  In the experimentally-constrained case, the 

covariance matrix from the Marquardt calculations was used to create joint probability distributions 

as described above. The marginal sensitivities for this correlated sample are shown in Figure 2 (lower 

panel). These have again been calculated using RS-HDMR but in this case, because correlations are 

present, the ordering of parameters within the transformations described in Eqs. (8) and (9) affects 

the marginal sensitivities. Whilst this complicates the interpretation of the sensitivity indices 

somewhat, ignoring correlations would lead to the decomposition of an artificially high output 

variance and hence, whilst simpler to interpret, would give misleading results. For the interpretation 

of marginal indices resulting from parameter correlations we follow the method of Mara and 

Tarantola.
40

 The sensitivity indices shown correspond to the full Si for E(RO2) including its correlated 

effects, the marginal Si for  
down

�� without its correlative contribution with E(RO2), the marginal 
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Si for ILT A without its correlative contribution with E(RO2) and 
down

�� and so on, following the 

order given in Table 1. A full variance decomposition for correlated inputs providing all marginal 

indices requires all permutations of the Cholesky decomposition to be used which is beyond the 

scope of this paper. However, the marginal sensitivities for the ordering used here still provide 

useful information which should be interpreted along with information from the covariance matrix.
40

  

Figure 2 shows that the energies of the two transition states no longer dominate the 

sensitivities in the experimentally-constrained analysis. The yields now show large sensitivity indices 

for E(RO2) (black bars) in particular, and also for
down

��  (red bars) with the marginal sensitivity 

for E(TS1) now only becoming important at high temperatures and low pressures. The predicted loss 

rates for CH3OCH2 are again dominated by ILT parameters at low temperatures but with the 

temperature exponent, n, now the more important.  E(TS1) has large sensitivity indices at higher 

temperatures. It should be noted that E(RO2) and E(TS2) are strongly correlated as shown in Figure 3 

and Table 2 and hence a strong sensitivity to E(RO2) also implies some sensitivity to E(TS2). The same 

arguments can be applied to other input parameters which are highly correlated and the full 

correlation matrix obtained from the covariance matrix ( Table 2) indicated a high level of correlation 

between the energies E(RO2), E(QOOH) (cyan bars) and E(TS2).  

For the elementary rate coefficients E(RO2) is again the dominant parameter followed by 

down
�� . These elementary rate coefficients are predominantly sensitive to the equilibrium 

constant between RO2 and QOOH. However when using the experimentally-constrained parameter 

ranges and correlations for the current sample, it is E(RO2) which has the largest sensitivity index in 

the majority of cases, although it is strongly correlated to E(QOOH). The elementary rate coefficient 

for R9, the unimolecular decomposition of the QOOH to form 2CH2O + OH, exhibits the largest 

marginal sensitivity indices for E(QOOH), and this is most constrained by the higher temperature 

measurements of CH3OCH2 loss rates. 
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In the case of the eigenvalues λ1 it is found that E(RO2) almost entirely dominates the 

sensitivities. For these eigenvalues it is the energy gap between E(RO2) and E(TS2) which would be 

expected to be the most important parameter and given that the post-experimental uncertainty 

range for E(RO2) is larger than that for E(TS2), it is not surprising the E(RO2) displays the largest 

sensitivity indices, however the extent to which this parameter dominates is exacerbated by the fact 

that E(TS2) is strongly  correlated to E(RO2) and thus, as noted above, the E(RO2) sensitivities could 

also imply sensitivity to E(TS2). 

From an experimental perspective, it is observables such as yields or total loss rates which 

are the most amenable to measurement. However although they are not measured directly, it is the 

elementary rate coefficients which are of most interest to the combustion modelling community. 

Fitting input parameters to experiment is a vital tool in statistical rate theory allowing the predicted 

elementary rate coefficients to be constrained by the available experimental quantities. In view of 

this, sensitivity analysis for the data presented here for the experimentally determined variables 

should be interpreted slightly differently to that for the elementary rate coefficients. The sensitivity 

analysis data for the yields and total loss rate gives information regarding which experimental 

conditions can be used to constrain which parameters, whereas the sensitivity data for the 

elementary reactions demonstrate which parameters need to be further constrained in order to 

reduce the uncertainty in these calculated values. The combination of the two sets of sensitivity data 

provides vital insights into how experiments can be designed in order to best reduce uncertainties in 

estimated rate constants under conditions of relevance to combustion simulations. The 

experimental results of Eskola et al. 
6
 constrain the key parameters E(RO2) and E(QOOH) relatively 

poorly, because they are largely confined to low temperatures and relatively low pressures. The 

present results show that more extensive experimental data at 500 K and above would constrain 

these parameters further, and hence the rate coefficients for the key elementary reactions more 

fully.   
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Uncertainty factors for elementary rate coefficients 

Uncertainty parameters were obtained from both the correlated and uncorrelated experimentally-

constrained distributions in order to estimate errors in the rate coefficients calculated using 

MESMER (Table 3). For the uncorrelated distributions all off diagonal terms in the covariance matrix 

were set to zero, purely for comparison purposes. The extent of the correlation between some 

parameters is shown in the joint probability distributions in Figures 3 and 4.  These correspond to 

one pair of parameters which are highly correlated and one pair of parameters which are relatively 

independent with correlation matrix elements of 0.98 and -0.01 for E(RO2) and E(TS2) and for E(TS2) 

and E(TS1)respectively.  These results highlight the importance of taking account of correlations 

between the fitted parameters in order not to overestimate the uncertainty factors. The analysis 

supports previous findings by Nagy and Turányi concerning the treatment of correlations in the 

uncertainty parameters for Arrhenius expressions. 
41-43

 The correlations will also affect the 

interpretation of the sensitivity information as highlighted above. A high total sensitivity to E(RO2) or 

E(TS2) will lead to a high sensitivity in the other because of  their high correlation.  

The uncertainties from the correlated sample in Table 3 show substantial reductions of up to 

a factor of 2 when compared to the corresponding ones from the uncorrelated sample. Under 

conditions typical of combustion applications (700, 900 K and 970, 1200 kPa), the uncertainty of the 

rate constant for the isomerisation reaction RO2 → QOOH has an f factor of approximately 0.5 which 

implies uncertainties of around a factor of 3.  The rate constant for QOOH → OH + 2CH2O has a 

lower uncertainty which corresponds to around a factor of 2 for typical combustion conditions. Both 

of these reactions were highlighted as being extremely sensitive for low temperature predictions of 

DME combustion in both flow reactors and ignition studies by Tomlin et al. 
44

 Thus, providing better 

quantification of these rates is important for improving the robustness of low temperature 

combustion simulations of DME. Well skipping reactions develop naturally from the Bartis-Widom 

analysis of the master equation in the present study but have not been included in DME oxidation 

mechanisms to date. These reactions are fairly well constrained by the current study with 
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uncertainties of a factor of 2 or lower. The current study therefore provides useful data for the 

improvement of DME oxidation mechanisms. The highest remaining uncertainties are for QOOH → 

RO2, which directly affects the lifetime and concentration of QOOH and hence the rate of branching 

in combustion systems, particularly at the lower temperatures. This may result from the poor 

constraint of E(QOOH) by the current experiments.  

   

Conclusions 

1. We have demonstrated that the large amount of pulsed photolysis data available for the 

CH3OCH2 + O2 reaction can be used to constrain many of the key parameters used in master 

equation modelling of the system. Sensitivity analysis using proposed theory-constrained 

uncertainties supports our previous work in demonstrating how accurate experimental data 

can constrain ab initio transition state energies in multiwell systems.  

2. Repeating the sensitivity analyses with correlated samples from the Marquardt fitting to the 

pulsed photolysis results highlights both which model parameters are constrained by which 

experiments, and which parameters are important in the determination of key elementary 

rate coefficients.  

3. The low temperature experiments probing the time dependence of OH formation, and 

hence the loss of CH3OCH2, were particularly successful in constraining the ILT parameters 

for the initial reaction of CH3OCH2 with O2. One important observation from both the theory- 

and experimentally-constrained analyses is that in both cases the low temperature loss rates 

are dominated by the ILT parameters. Quantities other than the loss rates display negligible 

sensitivities to these parameters and this demonstrates how an ILT method can be 

effectively parameterised by experimental measurements of loss rates even in cases where 

the high pressure limit has not yet been achieved. 
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4. Referring to the theory constrained analyses, the sensitivity indices for the OH yield 

experiments suggest that these data successfully constrain the energies of TS1 and  TS2. The 

reduced theory constrained uncertainty ranges for these parameters compared to E(QOOH) 

and E(RO2) support this observation. Through constraints on E(TS1) and E(TS2) these 

experiments reduce uncertainties in predicted rate coefficients for the decomposition 

reactions of QOOH and RO2 to OH + 2CH2O, particularly at higher temperatures. 

5. Fits to the experimental data, were less successful in constraining energies for RO2 and 

QOOH  although post experiment analyses show high sensitivity to E(RO2). The energy of 

QOOH, which is important in branching steps in low temperature combustion, is poorly 

constrained by the experimental data available.  

The key elementary rate coefficients, as shown in the right hand panels in Figure 2 appear 

more sensitive to E(RO2) than E(QOOH). However, there are strong correlations between 

E(RO2),  E(TS2) and E(QOOH) (Table 2), which may imply strong joint sensitivities.  

6. Given the importance of QOOH in low temperature combustion, the low marginal sensitivity 

to E(QOOH) and E(TS2) shown in the post-experiment analysis demonstrates the need for a 

wider range of experimental conditions.  E(QOOH) is most sensitive to experiments at higher 

temperatures, via the loss rates of CH3OCH2 in particular. However, through its correlation 

with E(RO2),  as discussed above, this parameter is still likely to influence rate constant 

predictions. By performing experiments across a range of temperatures and pressures, the 

marginal effects of these two parameters could be further constrained since E(RO2) 

dominates for lower temperature OH yields and E(QOOH) for higher temperature CH3OCH2 

loss rates. E(RO2) is particularly sensitive to λ1 and  experiments over a range of 

temperatures should provide improved constraints. 
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7. In addition to the sensitivity analysis, the work demonstrates the importance of accounting 

for correlations between input parameters when estimating predictive errors, since 

otherwise the uncertainties on theoretically predicted rate coefficients can be substantially 

overestimated. The remaining uncertainties within the constrained master equation model 

for two key elementary reaction rate coefficients were found to be between factors of 1.3 

and 3.5 depending upon the conditions.  
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 Tables 

Table 1 Parameter ranges used for sensitivity analyses. 
a 
The units of the ILT A factor are 10

-11
 cm

3
 

molecule
-1

 s
-1

 

 Theory-constrained Experimentally-constrained 

Lower Upper Lower Upper 

E(RO2) / kJ mol
-1 

-149.8 -141.4 -159.3 -132.6 

<�E>down / cm
-1 

100.0 250.0 141.0 210.9 

d (Eq2) 0 1 -0.6 0.8 

ILT A  
a 

(Eq 3) 0.8 2 0.9
 

1.2
 

ILT n (Eq 3) -1.0 -0.2 -1.2 -0.7 

E(QOOH) / kJ mol
-1 

-108.8 -100.4 -115.5 -81.5 

E(TS1) / kJ mol
-1 

-62.7 -35.1 -64.3 -54.9 

E(TS2) / kJ mol
-1 

-29.26 8.3 -38.7 -10.7 

 

Table 2 Correlation matrix from Levenberg-Marquardt fits of the master equation input parameters 

to the experimental data 

 E(RO2) <�E>down 
<�E>down exponent ILT A ILT n E(QOOH) E(TS1) E(TS2) 

E(RO2) 1 �0.07 0.76 0.54 0.48 0.89 0.17 0.98 

<�E>down �0.07 1� �0.13 �0.42 �0.28 0.29 �0.54 �0.04 

<�E>down exponent 0.76 �0.13 1� 0.23 0.16 0.52 �0.15 0.86 

ILT A 0.54 �0.42 0.23 1
 

0.59 0.45 0.64 0.43 

ILT n 0.48 �0.28 0.16 0.59 1 0.41 0.62 0.38 

E(QOOH) 0.89 0.29 0.52 0.45 0.41 1 0.14 0.83 

E(TS1) 0.17 �0.54 �0.15 0.64 0.62 0.14 1 �0.01 

E(TS2) 0.98 �0.04 0.86 0.43 0.38 0.83 �0.01 1 
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Table 3: Uncertainty parameters f from both correlated (C bold) and uncorrelated (U) distributions. 

For the uncorrelated distributions the off diagonal elements of the Covariance matrix were assigned 

as zero. 

 500 K  

6.9×10
1  

kPa 
 

500 K  

6.9×10
3 

kPa 

700 K  

9.6×10
1 

kPa 

700 K 

9.7×10
3 

kPa 

900 K  

1.2×10
2 

kPa  

900 K 

1.2×10
4 

kPa 

 C U C U C U C U C U C U 

R1 

����� 0.10 ����� 0.11 ����� 0.16 ����� 0.15 ����� 0.24 ����� 0.17 

R2 

���	� 0.41 ���
� 0.37 ����� 0.41 ���
� 0.39 ����� 0.39 ���
� 0.39 

R3 

����� 0.39 ��	�� 0.61 ����� 0.30 ����� 0.52 ���� 0.23 ���	� 0.46 

R4 

����� 0.67 ����� 0.69 ����� 0.49 ����� 0.54 ��	�� 0.38 ����� 0.44 

R5 

���	� 0.71 ����� 0.71 ���	� 0.55 ����� 0.55 ����� 0.48 ��	�� 0.46 

R6 

��		� 0.81 ����� 0.74 ���	� 0.58 ����� 0.66 ���
� 0.46 ����� 0.53 

R7 

����� 0.72 ��
�� 0.80 ����� 0.59 ����� 0.62 ����� 0.47 ����� 0.52 

R8 

����� 0.73 ����� 0.73 ����� 0.57 ���
� 0.59 ����� 0.44 ����� 0.49 

R9 

��	�� 0.81 ����� 0.92 ����� 0.56 ����� 0.66 ����� 0.43 ���
� 0.51 
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List of figure legends 

Figure 1: Stationary points on the CH3OCH2  +O2 potential energy surface from calculations at the 

CBS-QB3//MPW1K/aug-cc-pVTZ level of theory
6
 . RO2 is CH3OCH2O2 and QOOH is CH2OCH2OOH. 

Figure 2: Sensitivity indices for the parameters involved in the master equation modelling with 

theory-constrained parameter ranges (top) and experimentally-constrained parameter ranges 

(bottom). The labels on the top axis give the pressure at which the calculations were run in kPa and 

identify the type of observable: Y indicates the OH yield, L indicates the rate coefficient for CH2OCH3 

loss, λ1, indicates the time constant corresponding to the longer time formation of OH and R 

indicates a particular elementary rate coefficient. Where the sensitivities sum to significantly less 

than one this can be attributed to contributions from the second order sensitivities not included. 

Where there is a colon between two parameters, this indicates a second order sensitivity for this 

pair of inputs. 

Figure 3: Joint probability distributions for E(TS2) and E(RO2) for which the correlation matrix 

element is 0.98.  

Figure 4: Joint probability distributions for E(TS1) and E(TS2) for which the correlation matrix 

element is -0.01.  
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