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This paper examines criteria used in development of Corpus Part-of-Speech tag sets 

used when PoS-tagging a corpus, that is, enriching a corpus by adding a part-of-

speech category label to each word. This requires a tag-set, a list of grammatical 

category labels; a tagging scheme, practical definitions of each tag or label, showing 

words and contexts where each tag applies; and a tagger, a program for assigning a 

tag to each word in the corpus, implementing the tag-set and tagging-scheme in a tag-

assignment algorithm.    

 We start by reviewing tag-sets developed for English corpora, since English 

was the first language studied by corpus linguists. Traditional English grammars 

generally provide 8 basic parts of speech, derived from Latin grammar. However, 

most tag-set developers wanted to capture finer grammatical distinctions, leading to 

larger tag-sets. Figure 1 illustrates a range of rival English PoS-tag-sets applied to a 

short example sentence; even with this simple sentence, it is easy to see some 

significant similarities and differences between these rival tag-sets for English.  

  The pioneering Corpus Linguists who collected the first large-scale English 

language corpora all thought that their corpora could be more useful research 

resources if the source text samples were enriched with linguistic analyses. These 

pioneering English corpus linguistics projects included projects to collect the Brown 

corpus, the Lancaster-Oslo-Bergen corpus (LOB), the Spoken English Corpus (SEC), 

the Polytechnic of Wales corpus (PoW), the University of Pennsylvania Corpus 

(UPenn), the London-Lund Corpus (LLC), the International Corpus of English (ICE), 

the British National Corpus (BNC), the Spoken Corpus Recordings In British English 

(SCRIBE), etc.; for references see below. In nearly every case (except PoW), the first 

level of linguistic enrichment was to add a Part-of-Speech tag to every word in the 

text, labeling its grammatical category. 

 The different PoS-tagsets used in these English general-purpose corpora are 

illustrated in Figure 1, derived from the AMALGAM multi-tagged corpus (Atwell et 

al. 2000). This corpus is PoS-tagged according to a range of rival English corpus 

tagging schemes, and also parsed according to a range of rival parsing schemes, so 

each sentence has not just one parse-tree, but “a forest” (Cure 1980). The 

AMALGAM multi-tagged corpus contains text from three quite different genres of 

English: informal speech of London teenagers, from COLT, the Corpus of London 

Teenager English (Andersen and Stenstrom 1996); prepared speech for radio 

broadcasts, from SEC, the Spoken English Corpus (Taylor and Knowles 1988); and 

written text in software manuals, from IPSM, the Industrial Parsing of Software 

Manuals corpus  
 

 

                                                 
1 This paper is an abridged summary version of an article on “Development of tag-sets for part-of-

speech tagging” to appear in Anke Lüdeling and Merja Kytö (editors) Corpus Linguistics: An 

International Handbook, Mouton de Gruyter. 
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Figure 1: Example sentence illustrating rival English PoS-taggings (from the 

AMALGAM multi-tagged corpus)  

 

 

(Sutcliffe et al. 1996). The example sentence in Figure 1 is from the software manuals 

section. The PoS-tagging schemes illustrated in Figure 1 include: Brown corpus 

(Greene and Rubin 1981), LOB: Lancaster-Oslo/Bergen corpus (Atwell 1982, 

Johansson et al. 1986), SEC: Spoken English Corpus (Taylor and Knowles 1988), 

PoW: Polytechnic of Wales corpus (Souter 1989b), UPenn: University of 

Pennsylvania corpus (Santorini 1990), LLC: London-Lund Corpus (Eeg-Olofsson 

1991), ICE: International Corpus of English (Greenbaum 1993), and BNC: British 

National Corpus (Garside 1996). For comparison, also included are the simpler 

“traditional” part-of-speech categories used in the Collins English Dictionary, and the 

basic PARTS tag-set used to tag the SCRIBE corpus (Atwell 1989).  

 As already mentioned, in deciding on the range and number of PoS-tags, it 

makes sense to take into account the potential uses of the PoS-tagged corpus. Many 

English Corpus Linguistics projects reported in ICAME Journal and elsewhere have 

involved grammatical analysis or tagging of English texts (eg Leech et al. 1983, 

Atwell 1983, Booth 1985, Owen 1987, Souter 1989a, O’Donoghue 1991, Belmore 

1991, Kytö and Voutilainen 1995, Aarts 1996, Qiao and Huang 1998). Apart from 

obvious uses in linguistic analysis, some unforeseen applications have been found. As 

Kilgarriff (2007) put it, “... two external influences need mentioning: (i) lexicography 

- different agenda but responsible for lots of the actual corpus-building work and 

 2



innovation, at least in UK; BNC was lexicography-led; (ii) NLP / computational 

linguistics, which has come into the field like a schoolyard bully, forcing everything 

that's not computational into submission, collusion or the margins.” Further 

applications include  using the tags to aid data compression of English text (Teahan 

1998); and as a possible guide in the search for extra-terrestrial intelligence (Elliott 

and Atwell 2000). Specific uses and results make use of part-of-speech tag 

information. For example, searching and concordancing can be made more efficient 

through use of part-of-speech tags to separate different grammatical forms of a word. 

An indelicate annotation is sufficient for many NLP applications, e.g. grammatical 

error detection in Word Processing (Atwell 1983), training Neural Networks for 

grammatical analysis of text (Benello et al. 1989, Atwell 1993), or training statistical 

language processing models (Manning and Schütze 1999). 

 EAGLES guidelines for PoS-tagging (Leech et al 1996) aimed to extend PoS-

tagging standards beyond the pioneering English corpora to corpus linguistics 

research in other languages. The EAGLES guidelines focus on enumerating the 

categories and sub-categories which apply across a range of European Union 

languages.  However, developers of a tag-set for a corpus must also take into account 

a range of other issues, including: mnemonic tag names; underlying linguistic theory; 

classification by form or function; analysis of idiosyncratic words; categorization 

problems; tokenisation issues: defining what counts as a word; multi-word lexical 

items; target user and/or application; availability and/or adaptability of tagger 

software; adherence to standards; variations in genre, register, or type of language; 

and degree of delicacy of the tag-set. 

 In our presentation, we will examine a range of examples of tag set 

developments for different languages, to illustrate how these criteria apply.  We 

consider standard tag-sets for an online Part-of-Speech tagging service for English 

(Atwell et al 2000); design of a tag-set for a closely related language, German 

(Schiller et al 1995); a tag-set for a language from a far-off branch of the broad Indo-

European language family, Urdu (Hardie 2004); a tag-set for a non-Indo-European 

language with a highly inflexional grammar, Arabic (Khoja 2003); and a Part-of-

Speech tag-set for a contrasting non-Indo-European language with isolating grammar, 

Malay (Knowles and Mod 2003). These criteria constitute a design checklist for Part-

of-Speech tag-set developments for new corpora and languages. 

 A survey of previous practice is potentially more useful if it ends with some 

recommendations for the future. Corpus Linguistics and Natural Language Processing 

researchers are increasingly working with very large corpora; whereas pioneering 

Brown and LOB corpus projects took several years to collate and PoS-tag one million 

words of text, the current “web-as-corpus” approach is allowing corpus linguists to 

collate corpora of one hundred million words in weeks or even days. When PoS-

tagging a very large web-as-corpus, it is not practical to consider manual analysis or 

even manual post-editing and correction of tagging-program output; we have to rely 

on a highly-accurate PoS-tagger program. So, it is even more important to decide at 

the outset on a part-of-speech tag-set which can minimize error-rate while 

maintaining linguistic integrity; and also to use a PoS-tagger program which can use 

all the tricks of the trade to apply this tag-set with minimal errors. We conclude by 

recommending a combination of strategies to improve accuracy of future PoS-

tagging: we advocate the development of an Open-source Knowledge-rich Hybrid 

Adaptive Adaptable Multilingual Architecture for Web-As-Corpus PoS-Tagging. 
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