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Abstract

A compari®n d semantt tggging with
syntactc Partof-Speed tagging ¢ads s
to propog thd a domainindependen
semantt tegge for English corpoa
shouH not aim to annotat eat word wih
an atomc ‘semtag’, bu insta tha a
semantt tegging shoutl atach to ead
word a se of semantt primitive attrbutes
or featuresThe® feature ould include:
lemma a root, groupng togethe
inflected ard derival forms o the
sane lexicd item;

broad subpd categoris whee

applicable;

sekdiond
applicable;

a meanig defintion, state in
terms of a restrictd Defining
Vocabulary ard processal to remoe
stoplist-words ard repetiions.

A sematic tagge meeting this

descriptim can be derivel from the

Longman Dictionary ¢ Contenporary

English, if combinal with a mbug

lemmdiser, dlowing autonated semant

taggirg o large Endish corpoa sut a

LOB ard BNC.

restrictiors  whee

Eric Stevea ATWELL
Schod of Compute Studies
Universty of Leeds
LEEDS LS 9JT, England
e.s.atwd@leeds.ac.uk

1 Introduction: comparison with PoS-tagging

A numbe of granmaticd partof-speeb (Pog
tagges far English are avalable, ard thee is
broadl consensst a domainindependen
grammaticd categoris a tags for English (ard
othe languages) at leas in the categoy ard
featue types if not their labels Far illustration,
Table 1 (from Atwell et a 2000) shows hov an
exampk sentencefrom the IPSM Corpus
(Sutdiffe @ a 1996), ‘Seled the text you wart
to protect; is tagge eccordig to severh
aternative PoStaggirg schems ard vettically
aigned Ther is variation in the underlyirg
nomenclature for exampé PON uses M for
main verlh H for noun head of nounphrase
but there is cleaty consenss on the broal
syntactc categorie verh aticle, noun, pronoun
paticle, punctuation The man substative
differene betveen PoStagses is tle degre d
ddicacy, the range b sulcategoy featurs
addal to the tags Fa example Brown ard
LOB tagging schems give the same tayB, to
eadh o the three vdr ‘sekect’, ‘want’, ard
‘protect’; wheras the ICE PoStagging schene
distinguishe betveen imperative, present, and
infinitive feature far verbs

PARTS POW SEC UPenn
verb M VB VB
art DD ATI DT
noun H NN NN
pron HP PP2 PRP
verb M VB VBP
verb | TO TO
verb M VB VB

Tablel. An exampé sentene tagge according to eigh rival PoStaggirg schemes



Ther is no sub consenss for lexicd
semantics thele is no ageed sematic tagset
The Expett Advisory Groyp on Larguag
Engineerirg Standard ha prgosal standard
for synadic amotaion (EAGLES 1996) but
nat for domainindependen semant
annotation Currert systens ae gplicdion
specific for exampé the semanti tagsé of
(Wilson and Rayso 1993 was tdlored to
applicatiors in marke resard ard advetising;
and/c not capabé o accuratet handlirg
unoonstrainel Endish.

2 What torequire of semantic tagging

Let us conside wha propertis 0 exped of a
domain-ndependeh semant tagset wha
shoul a sematically-taggel corpws lodk like?

2.1 Grouping wor ds by semantic behaviour

Onre obvbus anabgy to drav from PoStaggirg
is thd tags should grop togethe words with the
same semant combinationabehaviour words
tha “mean the sane thng’ should hawe the
sane tag Therr is broa consenssion a smal
numbe (c10) of PcS catgories whee al words
in a cakgoly shae the sane (moe a lesy
syntactc combingiond behavour. However
ther is o obvious equivalehset d ten o o
semantt catgories Rogets Thesaurus fters
1000 semant categories but arguaby this
categorisatin is o finegrained and the
underlying classificatim systen has not won
universd acceptane Ly (computdional)
linguists.

2.2 Grouping words by lemma

One sematic categorisatio principle thd has
generdacceptage s thd differert inflected ard
drived forms d a lexicd item shae the sane
root meanng. Sg a sematfic tagge need a
lemmaiser to find the rod or lemma for eath
inpu word, ard the lemmas themselves codl
form (pat of) the semantic tags.

2.3 Capturing semantic combinational properties

PoS-tg categores ae meah to captue o
charcteri® g/ntadic combindiond propeties
of words it follows tha (domairindependent
semanit tag shoull ercapsulaé sematic
combinationapropeties o words Granmaica
tag combinatio patters ae locd: the man
constraint an a PoStag ae its immediae

neighbours dlowing mos$ PoStag associatios
to be capturd in (somethig like) a bigran
model In contrast words far apat can hawe
meanirg associations ard one word can hae
meanirg associgions with mary other words in
its contex; s0 a simpk bigran o n-gram modé
is tao simgistic ard na gppropriak for sematic

tagging

2.4 A tag as a bundle of semantic features

A grammaticd tag is usudy though of as an
atomicc synbol, paticularly in ngram modes;
for example the LOB PoStagsé has 134 tags
so the PoStagpigran modd useal in the LOB
corpws tagging progran (Leech e a 1983
Johasso € al 1986 useal a bigran matrk of
134*134 tagpair probablities. However
underlyng mo$ tags is a combinatbn of
syntactc features For example the PoStag NN
(as use in LOB and Brown tagged corpoyar
N(com,sing) (usel in the ICE corpord may be
treatal as a single categgror stak in Markov
models bu is actuay a bunde d three
syntactc features singula + comman + naun.
Sone featurs cu acress brod PoScate@ories
for example sirgular/plurd applies © verbs
nouns pranouns determines (ard passibly to
othe categoris in othe languages).

We red to recognig thd a "semantic tdgneeal
not be atomi¢ bu can be a s& of semantt
primitive features ard thee is o reasn why
the semantic @ df a word houl be restrictd to
just two o three sematnc primitive features
This bunde o features shoudl include the pot
or lemma (e subsdion 2.2 ard othe
semanit primitive feature whidh captue
meanirg and semantilinks t othe words.

2.5 Dictionary meaning definitions

If we accepa sematic tag can be abunde o
semantt primitive featuresthen a dictionay
meanirg defirtion can seve & a sematic
tagging A Machire Readald Dictionay
(MRD) sudh as the Longma Dictionay of
Contemporay Endish (LDOCE) can be
converte into a domainindependen lexicd
knowledge baseuseal to assigh a se& of semaitic
featurs o ead word in Corpts texts Sematic
associatios betveen words can be measure in
terms d overlgp o thes features allowing
longdistan@ semant associatios 1t be
explored



3 Deriving a semantic tagger from a MRD.

Naturd Languag@ Understading (NLU)
reearchers startel usirg Machire Readald
Dictionaries (MRD9 in the md 8G (®e Lek
1986) in the hope tha online didionaries might
provide a wg ou of the knowledg aquistion
bottleneck In relation to NLU, exampls d
MRD exploitation incluce reseafs in word
seng disambjuatin (Lesk1986 Guthrie ¢ d
1991, Cowie & al 1992 Demetrou 1993 Bruce
and Wiebke 1994), knowledge aquisition ard
organisatio (Binat and Jensen 1987Calzolar
and Picch 1988 Wilks & al 189, Guo 1995)
informaion retrieva (Wallis 193), informatian
extradion (Cowe & al 193), text cohererme
(Kozima ad Furugor 1993), meanirg
associatios and sged recanition (Demetria
1997).

Using a dictionay as a knowledg soure for
formd lexicd semantis is a attiadive optin
since the wod meaning in standadt dictionaries
represen  seng didinctions mad by
professiond lexicographers The piovision o
on-line didionaries ard tex corpor dfers the
possiblity of enormous saving in time ard
human resouces for construding large scak
knowledge bases The problem however has
changed from one d how to construt
knowledge 0 tha of knowledg uilisation i.e
how to male the available knowtlge redly
usefd and dficient for largescale NLP
applications If a formd lexicd semantt modd
can be extractd from a MRD, this can be usel
in adomainindependensemant tagger.

4 The LDOCE as a Knowledge Base

The machine readadl fle d LDOCE is
paticularly appropria¢ & a MRD source d
semantt informaion. LDOCE is welkknown in
lexicogrphy for having employd a restricte
sd of words the Longman Defining Vocabulay
(LDV), in al word-seng definitions The LDV
is dfectively a s& of semantt primtives from
which al othe meannhgs can be constructed
The following sedion discsses hav the
semantt knowledge was "extiacted from the
machire readal# file ard was transformd to a
usabé knowlede base.

41 FromMRDtoLKB

The online ditionay was passe throudh the
following preprocessing stages:

(1) the lisp onine versim was filtered to remowe
all typesettig codes For example the enty for
“doctor’ now become (the sign “# is the
definition separator):

[doctor/E a persa holding one d the highes
degess given bya universty (sud ssa PHD , DSC,
DLITT , etc) # a persn whoe professian is ©
atterd to sick peom (a animals)# [infml] a persn
who repais the statd things ; REPAIR MAN #
[AmE] DENTIST # [BrE infml] being treatal by a
docta (for) #

doctor/2= to give medichtreatmento # © repai #
[derog] to chang for some purpo® # [deiog] to
chang in a distones way # [eupl) to male (ep . an
anima)) unabk o breed ; NEUTER/3]

(I dl different sense o a wod wer joined
ard duplicake semant primitives (i.e words
appearng moe than orce n this se} were
eliminated (the orderig o the words is not
importart ary more in the defintion).
Abbreviatiors sut as “deing”, “euph”, “esp’
etc were al® removed All distinct wordforns
in the definitiors wee conflatel to ther roots a
bast corcepts for example ‘“repairs to
“repair”, “treated to “treaf’ etc.; a stenmea was
devebped with the use & a lemmaisation
lexicon of abou 95000 word and a numbe of
stemming rules © strip off a sé of 112 sufixes
and 74 dfixes o the words The actua
conflation achieved waabot 62 (more on the
devebpmen of the stenmag ard the
lemmatisation lexioon can be found in late
sedions) A stopword list of 32 very canm
function words was al® diminated from the
databas @ it was cecidad tha they should na
take in the sematic overlap thege worcds wee
also excluded s headwordsni the databaseThe
ently of “doctor’ then appass as (tle orderimg
of the words is na importart any more):

[docta # DLITT DSC PHD animd attend bre«
chang degee dentisdistones docta give high hold
make man medcd neute people peren profession
purpo® repai sik sone state sut thing trea
treatmemunabk universiy way who whosg



Totd numbe of headword (concepts) 35,26
Totd numbe of words in defintions 413377
Totd numbe of distind attributes 30,%5
(including headwords)

Averace lengh of meanirg definitions 11.5
Minimum length 1
Maximum length 231
Standad deviation of length 11.1

Table 2: Lexicd Knowledge Base stistics

Sone stdistics atout the transformd database
which ha nov becone a Lexicd Knowledg
Bas (LKB), ar given in Tabk 2 ‘length of
meanirg defiritions equates © the numbe of
semantt primtve featurs in semant tag we
see that wheeas a PoStag maytypicdly be a
combinatim of 2 o 3 syntactt primtive
features a sematic teg based on # LDOCE
LKB is typicdly abunde d 11 a 12 sematic
primitive features The actubh numbe depend
crucidly on wha is excude in the sbplist; the
‘doctor’ exampé almve woull hawe bea shorte
if our stoplist had included [wh¢ whose such
some]

It is important to noe thd dthough abot 2220
LDV primitives weee principdly usal to defire
the sense d the words in the LDOCE the
numbe of primitives orattributes in o LKB is
mud highe than tha becaus d crossreferene
words in sens definitiors and the fad tha in
our databas the headworluse can be definirg
primitives d the concem they represen i.e
‘doctor’ is the lemma d the concep‘ docta’
but it also usedm the defintion d doctor itself.
This dfedively increass the size 6the definirg
vocabulay to reare the siz2 d the dictionay
headwod list.

4.2 Other forms of meaning relatedness in
LDOCE

Apart from meanirg definitions, the LDOCE
databae provide information éou two morme
kinds d sematic relatednss The firg is the ©
cdled ‘sekedion restrictionsor ‘preferercesin
the linguigic literature The secad is
information abou the specifc discoure the
meaning of the words refe to. Both ae
explainal in the following two subsections.

4.2.1 Selection preferences

The® ae use to specify semant restrictiors
on dther (a) tre subjed or objed nown of a veb
and (b) the naun modified by an adpdive ard

are redised via asemantt hierarcly of nouns
There are 3 sud restrigions from those only
33 were usd in ou experimerd (odes 12 ard
Z were excludedas tm general) Thege markes
(cdled ‘box codesin LDOCE termnology)

en®mde semant informaticn & a more abstratc
levd than tha of defining primtives in sense
definitions.

For example the meanig o "emissary (= a
peron who § sem with an officid messaage
often secret or who is seth to do sgcid work,
often unpleasantincludes the "humari (b_H)
attribute i.e.

[emissay = b_H messag officid often person scre
send specid unpleasabhwho worl

Here ‘b ” indicates a ‘box’ code am ‘H”
specifies the huma attribute The sane coc
also appeas in the meaning o "rational' and
"think" indicaing the relaténess d the
meaning d those words with a noun with
human characteriscs.

4.2.2 Thematic or subject categories

The specific discoussa doman tha a sens o
a wod can occu in is encodd by a sibjed
coding schere in LDOCE The® codeshawe
been compled to specify subdivisiors d the
senss d the words in the didionary accordimg
to themadic or subpd categyories Fa example
"bronchtis" has a themat relation to "medicire
& biology' (main subject ard al® to
"histology' (detailedsubjec) i.e.

[bronchitis # b T b_ X s_MDZH tube bionchid
inflammatia illness]

Here ‘s ” indicates a subjed code ‘MD”
specifies medicing Z is useé to spcify
subdivisiors ard ‘H” is for histology. Thee ae
125 mah subjet aress and 212 subdivisons
belov them



5 Resultson vocabulary and text coverage

For a sematic tagger the implementatin of a
wide mverag automate word stenming systen
has bea o primaty importarce because of

- the ned to conflae the word o ther
root forms in the LDOCE sens
definitions in orde to improve the
semanit patem matching;

- the ned to identify tle roat form of a
word in running tekin orde to retrieve
its semant informdion bylooking it up
in the LKB.

Coverag wa evaluatd by clecking the
percentag d words thda can be found in the
lexicon (=0 thd ther rootscan be retrieved) Thee
are two kinds d statistic for evaludging the
covera@ d the lexican (with o withou the
applicaion d the stenme):

- ore tha uses the numbe of distind
wordforms in tex ("vocabulay typée'
coverage) This answers # question"how
many o the differem word types in languag
are coverd by the system?Vocabulay type
covera@ usual ges low percentage when
the text is large (6%% is typical).

- ore thd uses the totd numbe of words in
text (the probabity of finding a roat for a
word token - "red text toker!' coverage)this
answes the question "how mary o the word
tokers in a tex are expecte to be covered by
the system?"red text token coverag ges
better resuls than vocabulary type @mverag

since a lexica hould be abé © handle the

mog frequent word carectly.
The tem '
thoe words tha wer na found in the
lemmatiséion lexion dther befoe a after tre
applicaion d the stenmers When only tre
lemmatisaion lexican and lexicd lookup is used
the coverag wil be refered a ‘Lexicoronly
When the lexioon is useél in conjunction vth the
stammer, this will be referrédd & 'Lexican +
stammer'coverage
During the compildion d the lexicon the British
Nationd Compus (BNO was nd available Fa
testirg and evaluatiao the LOB corpts (L million
wordg was usel ard the lexican (with a without
the stenma) was fourd quike efficiert in
providing the roat forms d the words (se Tabk
3). At tha stagethe lexican was found moe than
suficient for our epxerimens and no furthe
enhacement wee neededWhen the BNC (10
million word$ becane avdlable the lexion wa
testal using tie BNC wordlist.
As can be sea from Tabk 3 the reslts ae dill
quite respectable altlugh na asgoad & those far
the LOB corpts (bu ore ha 1 take into accaunt
tha the BNC is two ordes d magnituck large
than LOB). Only word strings tha consistd o
alphabetichcharactes (plus hyphen3 were usel
for the® tests Separat coverag statistis ae
given when the prope name ae excludd from
considerationThis is © becaus piope name ae
difficult to modé using standard legd resouces

L emmatisation L exicon (95,000 wor ds)
Vocabulary type coverage (%) Real text token coverage
(%)
Lexicon Lexicon Lexicon Lexicon
only + Only +
stemmer stemmer
All words 66.2 81.6 95.71 96.96
LOB | Excluding 84.4 96.4 98.85 99.79
propg names
All words 24.3 55.2 92.91 95.84
BNC | Excluding 43.4 58.0 95.24 97.77
propg names

Table 3;: Lemmatisdion ard stenming coverag results

unstenmed words will be use for



ard they are usudly dependeinon the doman of
use When the popea name wee excludd from
consideration the peformane d the systen
(lexicon + stanme) wert up to abotu98% for the
BNC ard rearly 100% pecert for the LOB (red
text token coverage) This is a vel respctabé
resut if we tale into accoun tha no exta maud
addiions wee maded the lexicon.

The resuls indicae tha the vocabulay type
covera@ is vey good fa smdl corpora sut &
LOB but nat equaly good fa large corpoa sut
as tre BNC When the stenme is usel we can e
more than 100% improvemenin the vocabulay
type coverage fodl word types in the BNC ard
more than 33% when the pope name ae
excluded The above redts ae generail bette
than thoe d other lanmatises (dthowgh dired
comparisos canna be mae becaus the system
were tried on diferent copora).
Subsequedrexperimerd esimated the coverge o
the LDOCE on languag by limiting the lookup
operatio to tho® roat forms in the leanmaisation
lexicon tha are incuded in LDOCE The resulg
are in Tabk 4.

The® resuls indicae tha a lexicon based o
LDOCE provides god ooverage A bigge
lexicon would na contribue mud to finding tke
roots d the words in red text. The resits ow
minimd improvemens in red text token coverag
(i.e. less tha 1% - note however tha the actua
error is redeed by alout a quarte). This is goad
news for those whq for one reasn o another
stil want o use the 1978 versiom o LDOCE
(note however tha this verson d LDOCE is

abou 20 yeas odd ard a nev dictionay shoudt
provide bette type coverage).

6. Conclusion

We prgos thda adomainindependensematic
tagge for English corpoa sould not aim to
annota¢ eat word with an atont Semtag, but
instead tha a semantic taggg should attachot
eat word a se of sematic primitive dtributes
or featuresThe® featurs should include

- the lemma or root, grauping togethe
inflectad and derivd forms d the sane
lexicd item;

- broa themaic categorie a subpd codes
wher available;

- sekdiond restrictiors a box codes whee
available;

- a meamg definition state in terns d a
restrictel Defining Vocaulary, and
processal to remoe sbplist-words ard
repettions.

A semaiic tagge meetirg this descriptio can
be derivel from the Longman Dictionaly of
Contemporay Endish, if combinel with a
robug lemmatiser The lemmatise describe
abowe mees$ this requirementthe high tex
token coverag allows automaté semant
taggirg of large Englis corpoa sud a LOB
amd BNC. Thee sematic tag captue
meanirg associatio between words
independenyl of doman o applicaion.

Lexicon: LDOCE entries only (80,000 entries)
Vocabulary type coverage Real text token coverage
(%) (%)
Lexicon Lexicon Lexicon Lexicon
only + only +
stemmer stemmer
All words 65.2 81.1 95.57 96.90
LOB Excluding 83.6 96.0 98.74 99.77
propg names
All words 23.3 54.3 92.58 95.60
BNC Excluding 42.6 56.8 95.05 97.67
propg names

Table 4: Lemmatisdion ard stenming coverag resuls for words in LDOCE LKB
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