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ABSTRACT

This report providesan overview of the currentissuesand techniquedor the modelling of dialoguesusing a

computer. A dialogue management system can manage a dialogue between two or more agents, be threy human

computer.Recently, increasingly complex dialoguesare being modelled which allow a range of discourse
phenomenéancluding ellipsisandanaphoriaeferenceSuchdialoguesarethoughtto be similar to thosebetween
two humans,and accuratemodelling of thesephenomendeadsto "pleasant",i.e. easyto talk to, and natural
human-computedialogues.Dialogue managementan be classifiedinto three often overlappingapproaches:
discoursegrammarsplan-basednd collaborativeapproachesThe designof a systemoften beginsby eliciting
the languageusedinitially betweentwo humansandlater by Wizard of Oz experimentsSpecialissuesrelating
to dialoguemanagemensystemsare discussedncluding recoverystrategiedrom different typesof errorsand
the codingof dialoguein corpora.Lastly, approacheo evaluationarebriefly discussedrom the qualitativeand
guantitative viewpoints, recognising the importance and size of this sub-field.

1. Introduction

This reportlooks at the relatively new field of dialoguemanagemensystemsand providesan overview of the
centralissuesandtechniquesised.Sincethe qualitiesof discoursewverefirst comprehensivelgxplored,seefor

exampleLevinson(1983)andLeech(1983),computationallyiable techniquego modelit havebeengradually
developedwith increasingsophistication Dialogue managemensystemsallow a computerto model dialogue
betweena humanand a computer,two or more humans,or evenbetweentwo or more computationalagents.
Embracing natural languageprocessingtechniques,componentstypically include parsing modules utilising

languagemodels.The applicationdomainis modelledto someextent,be it a statisticalmodel or a semantic
network. Togethertheseand other componentsvork to comprisethe dialoguemanagemensystem.Thereare
manyexamplef successfutlialoguesystemsfrom flight informationservices(Fraserl995a)to theatreticket

booking (Hulstijn et al. 1996) and virtual space navigation (Nugues et al. 1996).

One of the earliest goals of Artificial Intelligence was to successfully emulate a huteam$of conversational
ability. Alan Turing askedthe question"Can a machinethink?". Although he answeredn the affirmative, he
went on to ask the following question: "If a computer could think, how could we

tell?". Turing's suggestiorwas that if the responsesrom the computerwere indistinguishablefrom that of a
human, the computer could be said to be thinking. This become known as the Turing test (Turing 1950).

Eliza is one of the earliestexamplesof a systemwhich attemptsto engagea humanin a conversationlt was
written by Weizenbaumin the 1960's (Weizenbaum1966) and originally took the role of a non-intrusive
psychotherapisttliza usedsimple pattern-matchingechniquego respondto certainkeywordsand setphrases
from the user.For example,if the usertypesin a sentencevhich includesthe word "mother", then Eliza will
respond with a question like, "Tell me about your mother". Eliza didyntd build a modelof thedialogue nor
had any notionsof what a dialogueactuallyis. This simpleform of trigger-reactiorto a sentences obviously
limited and it is unlikely that it would have passed the Turing test, despite setmalegendgelling of people
fooled by it.

Enthusiasnfor the Turing testcarrieson, however,with the LobnerPrize (L6bner1996, Shieber1994).Began
in 1990, in conjunction with the Cambridge Center for Behavisradiiesjt awardsanannualprize for the most
"human"-like computerprogram. The ultimate prize is for the first computerprogramwhoseresponsesre
indistinguishable from a human's. Needless to say, nobody has won the grand prize, yet.

Dialoguemanagemensystemshavealsobeenaroundfor manyyearsin the guiseof databaseuerysystems. A
humancanaska computereitherin naturallanguageor in an unambiguougjuerylanguage suchas SQL, for
informationfrom a databaseSuchsimple Question& Answersystemshavebeenin evidencesincecomputers
becamewidespreadin businessesOnly recently, however, have systemswhich allow more sophisticated
dialoguesbeenavailable.The problemwith naturallanguageis that it can be ambiguousand once dialogue
becomesmore thana single questionfollowed by a systemresponsediscoursephenomendurther complicate
the interaction.The further the designergoesto makethe dialogueappeamatural,the more sophisticatedhe
interaction. Ignoring discourse phenomenacan lead to unnatural and unpleasantdialogues. Dialogue



managemensystemsare neededwhen user’'srequirementsare spreadover more than one sentenceThey can
also aid the identification and subsequent recovery from speech recognition errors or other misunderstandings.

By looking at the way we speak to humans, we can go s@wé modelthis betweera humananda computer.
The researchcommunity is divided as to whetherwe should eventry to model humancharacteristicon a
machine As variousresearchersncluding Dahlbéack(1995),havepointedout, trying to build a systemwhich is
not differentiablefrom a humanmay be misguided Humansshowincredibleresilienceandability to adjustto a
dialoguepartner.Thisis evidentfrom our ability to adjustour speectto otherswith specialneedsfrom children
to non-native speakers of danguageMany arguethatthe effort of perfectsimulationsuffersfrom diminishing
returns, since appearing human is very difficult and not actually necessary.

The remainderof this reportis concernedwith the featuresof discourseand dialogue managemenand the
variety of techniquegdevelopedo modelthem. Note that the two terms"discourse"and "dialogue™ are often
used interchangeably by researchers, and are used interchangeably here.

2. The role of dialogue management systems

A dialogue managemensystemcan be usedto simulatethe processof a dialogue. Dialogue modelling is
necessaryor any type of dialogue,beit text-basedspeechinput or using othermodalities.In the ageof user-
friendly interfaces pleasantand easyinteractionis an essentialaspectof the designof any system.Dialogue
systemshavespecificrequirementdor this, includingadequateecoveryfrom error. It is importantthatalthough
your systemmay fail, it doesn’tmeanthat the dialogueshould,too. The dialoguemanagershouldbe able to
identify errors and adopt a strategy which recovers the dialogue.

Dialogue management techniguesbeneficialto systemaisingspeechrecognition.Spokenlanguageadialogues
requirecomplicatedmodelling strategiesput thesein turn can provide a level of constraintthat can assistthe

shortcomingsof speechrecognitiontechnology.A sentencecan be anticipatedto a certain extent by the

discoursecontext. Such high-level, pragmaticconstraintof the searchspacecan significantly improve speech
recognitionperformancgChurcheret al. 1996). Dialogue managemenitself canrecoverfrom any remaining
ambiguityor recognitionerrors.This is analogougo our own experienceof dialogue.Misunderstandingsccur
whenonepersonmishearsvhatis said,perhapsvhatis understoods not clearor is contradictory.Ratherthan
abandoning the conversation at that point, both partners work together totblanfisunderstandingr his form

of recovery from errors is ideally suited to speechrecognition, a technology which suffers from many
‘misunderstandings’ and is far from mature.

3. Features of discourse

Dialoguebetweenhumansshowsa numberof characteristic&ndwhilst humansusinga computersystemmay
compensatdy simplifying their own languagethey still expectmany of thesecharacteristicto be retained.
Some of these characteristics are:

» overall structure: looking at the genericstructure,a dialoguehasan opening,body and closing.
Whilst the usermay havecontrol of the dialogueat its beginningandend, the systemtypically takes
control in the body of the dialogue (see section below on initiative).

» mixed initiative: whilst the usermay havethe initiative for the majority of the dialogue the system
mustbe ableto takecontrolin orderto confirm giveninformation,clarify the situation,or constrain
the user’s responses if misunderstandings arise.

» over-informativeness: in dialoguesbetweenhumans,one participantmay offer more information
thanis actuallyrequired.Converselythe systemmay offer informationthat hasn’tbeenspecifically
asked for if it is considered helpful.



» contextual interpretation: userssentencebaveto interpretedaccordingto the dialoguecontextin
order to correctly understandsentencesvhich include ellipsis, deixis etc. (seesectionbelow on
difficulties of modelling dialogue).

e error recovery: asspeechrecognitionerrorsoften occur and other ‘misunderstandingsarise, the

systemmustadopta recoverystrategywhich allows the conversatiorto continue(seesectionbelow
on error recovery).

For a detaileddiscussionof eachof thesecharacteristiceand approachesakento modelthem,seeMcGlashan
(1996). The remainderof this sectionexaminesthe phenomenadn discoursewhich make modelling dialogue

difficult, the structure of dialogue, initiative, the differencesbetweenspokenand written dialogue and a
taxonomy for classifying differing dialogues.

3.1 Difficulties of modelling dialogue

Discourse includes a number of phenomena which need to be taken into consideration when modelling dialogue:

* turn-taking

» conversational fillers

» ellipses

* indirectness

» adjacency pairs and insertion sequences
» anaphoric references

Turn-taking

Whenexaminingturn-taking,speakerappearo alternatebetweenspeakingagentA talks, stops,agentB talks,
stops, A talks, stopsand so on. In simple Question& Answer turns, agentA will ask a questionwhich is

answeredy agentB. It is obviouswhenit is agentB’s turn to speak.Looking at lessstructureddialogue,it is

lessobviouswhenoneagent'sturnis finished.Ervin-Tripp (1979)measuredwo agentsspeakingandfoundthat
considerablyessthan5% of speectoverlappedanagentstartsspeakingoeforethe otherhasfinished).The gap
betweenone agentstoppingandanotherstartingto speakoften could be measuredn a few tenthsof a second.
Turn-takingappeardluid andyet it is not obvioushow speakersnanageto determinewhenit is exactly their

turn. This problem is further complicated by dialogueeremorethattwo speakersarepresentTherehasbeen
someresearclwhich attemptgo explainthis phenomenoin termsof a setof ruleswhich economicallymanage
a shared resource (see Sacks et al. 1974, Schegloff & Sacks 1974).

Conversational Fillers

In conversationwe often usewhat are known asfillers. Theseshortphrasessuchas‘a-ha’, and ‘yes’, do not
fulfil anactin themselvesandyet arecommonplacén conversationThey appeato addcohesiornto a dialogue
andre-assurdhe speakeithat his or her partneris paying attention,following what's said etc. Again, it is not

obviouswhat promptsspeakergo usefillers althoughthey performsomefunction and contributeto a coherent
conversation.

Ellipsis

Ellipsis commonlyoccursin a sentencavherefor reason®f economy style or emphasispart of the structureis
omitted. The missingstructurecan be recoveredfrom the contextof the dialogueand normally the previous
sentences. This can be demonstrated in the following dialogue:



A: What time is Twelfth Night playing tonight?
B: It starts at 8:10pm tonight.
A And Hamlet?

Without taking the contextof the dialogueinto account,it would be impossibleto interpretagentA’s second
guestion.The actualderivedquestionis ‘And whattime is Hamletplaying tonight?’ anddependsn therecent,
in this caseprevious,sentenceof A. Keepingtrack of the contextis essentiato coherentdialogue.Without
modelling ellipsis, dialogue can appear far from natural.

Indirectness

Participantscan often makesenseof a dialogueevenwhenthereis little linguistic information presentin the
utterances. The literal meaning of a discourse is often not the same as the interg&adicipantaiseawide
rangeof cognitiveskills interpretingan utteranceandoften draw on backgroundnowledgeof the discourseand
the real world about them. Consider the following example first presented by Widdowson (1978):

A: That's the telephone.
B: I'm in the bath.
A: OK.

Takinga literal meaningof the utterancesthe dialogueis not understandablé,e. not coherentHowever,if the
discourseis interpretedgiven the range of real world knowledge of the participants,then it could be
reformulated as follows:

A requests B to perform action (answer the telephone)
B states reason why he cannot comply with request (in bath)
A undertakes to perform action (answer telephone)

Suchaninterpretatiorof discourseasa ‘social interaction’hasled to varying non-literaltreatmentof discourse.
Onetreatmenis SpeechActs which arecoveredin section6.1.1. This sectionalso outlinesfurther problemsof
indirectness or extra-linguistic context in discourse.

Adjacency pairsand insertion sequences

Oneof thefirst structuredeyondthe sentencaevel discoveredy conversationaanalystsvasadjacency pairs.
Typical examplesof thesepairs are question-answergreeting-greetingpffer-acceptanceSchegloff & Sacks
(1973) provide a characterisation of pairs:

Adjacency pairs are sequences of two utterances that are:
(i) adjacent
(ii) produced by different speakers
(i) ordered as a first part and a second part
(iv) typed, so that a particular first part requires a particular second

Adjacency pairs are intuitive structureswhich explain the structureof conversation.However, they do not
adequatelynodelinsertion sequences, whereadjacencypairscanbe embeddedvithin anotherpair. To illustrate
consider the following example where a question is followed by a question:

A: Where are you going? Q
B: Why do you want to know? Q
A: | thought I'd come with you. A

B: I'm going to the supermarket. ;A

Agent A’s first question, Qis not answered, instead agent B responds with a questiolhgéhtA answerghis,
A, and then agent B answers the original question with A



Otherformsof insertionsequencebavebeenfound. Jefferson(1972)classifieda numberof differentembedded
sequencesvhich do not follow the conventionaladjacencypairs structure.For example,the misapprehension
sequenceccurswhenthe conversatiorns temporarilyhaltedin orderto clarify a point. In this case theinsertion
sequenceavould consistof the misapprehensiompart followed by a clarification, followed by a termination
sequence.

Unfortunately,thereis no closedset of insertion sequenceaypes. To further complicate matters,many are
definedin sucha way that makesthem “transparent”- the linguist must subjectively determinewhich type
appliesfor any dialogue,a processnot assistedy the overlappingdefinitions. SeeCoulthard& Brazil (1992)
for a full criticism.

Anaphoric reference

Anotherphenomenonvhich frequentlyoccursin dialogueis that of deixis. This is the linguistic term for words
which can only be interpretedin the given context, such as ‘now/then’, ‘here/there’,‘l/you’, ‘this/that’ etc.
Expressionselativeto the currentcontextoften needto be interpretedinto an absoluteor canonicalform. For
example,'next Tuesday'will be representecs an absolutedatedependingon the datethat the referencewas
made.

Words which refer backwardsto previousconceptsare known as anaphorathosewhich refer forwards are
cataphoraAnaphoraare commonin dialoguefor similar reasonsas ellipsis: they reduceredundancyWords
such as ‘it’, ‘he’, ‘there’ allow speakersto economisetheir speech.Dialogue also involves non-linguistic
languageanaphoraanbe augmentedy gesturesor in the caseof computersystemsby othermodalities,such
as mouseclicks. To this end, sentenceshave to be interpretedaccordingto their context, which must be
modelled to such an extent that referring expressions such as anaphora can be fully resolved.

3.2 Structure in Discourse

Therearetwo mainapproacheso definingthe structureof a dialogue asdistinguishedy researchersiterested
in eitherdiscourseanalysisor conversationahnalysis.Conversationaanalysis,mentionedabove,is concerned
with reoccurringpatternsin empirical studiesof discourse.To this respectthis approachdoesnot look at the
structure of discourse as a whole, but rather its constituent parts.

Thereare a variety of waysto analysethe structureof discourse.The placementof discourseand pragmatics
betweensemanticsand sociolinguisticshas provided a wealth of approachessome taking a philosophical
perspective, others a more traditionally structural approachs(jer-sentencapproactto discourseanalysisis
basedupon the use of techniquesemployedby syntax and semanticgrammarians.This approachtries to
construct sets of well-formed sequencesof utterancesin discourse, presentinga dichotomy between
‘grammatical’, allowed utterancesnd ungrammaticaltterancesTo illustrate, considerthe syntaxgrammarian
who wishesto definea setof well-formedsentencesde/shemayrepresenthe setby a collectionof context-free
rules, which may start as follows:

S NP VP NP (AdvP)

i.e. a sentencecanrewrite asa Noun Phrase(NP) followed by a Verb Phrase(VP) followed by anotherNoun
Phrase followed by an optional Adverbial Phrase.

In a similar fashion,a discourseanalystmay constructa ‘discoursegrammar’which would definea grammatical
discourse Sinclair and Coulthard(1975) were the first to showthat a discoursegrammarwas feasible. They
startedby recordinga numberof classrooninteractionsbetweena teacheandthe pupilsandwenton to identify
repeatablgatternsn the discourseThey notedthata lessoncould be brokendowninto a seriesof transactions
which representedhe currenttopic focus being discussedTransactionsould be brokendown into exchanges
betweena pupil andteacher Exchangesin turn, aredivided into moves which representhe component®f the
exchangesuchasan initiation madeby the teacheror a response by a pupil. Moves were then divided into
speech acts, representinghe function of the utteranceFor further discussioron speechacts,seesection6.1.1.



Sinclair and Coulthard’s‘'system of analysis’definesa comprehensiventernal structureto eachlevel of the
analysis for dialogue.

This approachhas received criticism from many researchersn pragmaticswhose main argumentis the

applicability of thesetechniquesto other forms of discourse(for example, Leech 1983). Nunan (1993)
demonstrateshat thesetechniquescan only be appliedto somewell-structureddiscoursessuchas telephone
elicitation tasks. Freeman(1992) found that even re-applyingthis analysisto his own classroomdiscourse
resultedin greatlydiffering patterns Applied to more generalconversationthis approachrunsinto difficulties

highlightedby the problemthat thereis seldoma one-to-onemappingbetweenlinguistic form and function in

discourseNunangoeson to statethat providing a grammarto restrictwhatis allowablebeyondthe level of a

single utteranceis ‘almost impossible’.1t is difficult to specify which utterancesare and are not allowed at a
particular point in the discourse.

Despite these criticisms, super-sentencepproacheshave been adaptedand proved useful for dialogue
managementystemswvhich tendto modelhighly structuredasks.As Dahlbéck(1995),Grosz(1977),Novick &
Hansen(1995) all agree,the structure of dialogueis strongly related to the structure of the task being
undertakenTypical top-downconstraintcanbe appliedaccordingto eitherthe different‘phases’of a dialogue
(Alexanderssori996,Alexandersso& Reithinger1995)or whereanagentis following a goal-basedpproach,
wheresequencesf sub-goalscanbe deducedRatherthantaking a rule basedapproachto structuredefinition,
many researchersare using statisticalmodelling techniquego provide a level of flexibility (Alexandersson &
Reithinger1995). For a further discussionon the differing techniquesusedto model dialogue structure,see
section 4.

3.3 Differences between spoken and written language

Thereis a distinction betweenlanguagethat is written and that which is spoken.Apart from a number of

linguistic differenceswhich are coveredbelow, thereis a differencein the type and structureof the discourse.
The most prominentis in the their use of context. Context hastwo attributes:linguistic context and non-

linguistic, or experientialcontext.Linguistic contextis the languagehat compriseghe discoursewhich is under
analysis Experientialcontextsincludesuchthingsasthe type of communicativeevent,thetopic, setting,time of

day etc.

Spokenlanguageendsto havea commonsituationto all participantswho rely on their backgroundcknowledge
of the situationto interpretthe discourse Spokenlanguagecanalsomakeuseof paralinguisticcluessuchaseye
contact,intonationand so on. Where one participantis a computer,similar cluesmustbe modelled,as other
modalities(for example,a mouse)may be usedsimultaneouslyWritten languagecan make limited useof a
common situation and environment and hence must include eimdaghationfor thereaderto infer thesefrom

the text. In some cases, however, the writer will make use of the reader’s background knowledge.

The linguistic structureof spokenlanguageis also different to that of written. In terms of differencesin

grammar,written languageusually consistsof clauseswhich are internally complex, making use of elaborate
modifiersandstructuresuchasdependentlausesThereis complexityin spokenlanguagebut this is normally
presentbetweenclausesrather than within them. Naturally, this dependson the nature of the discourse;an

informal emailto a friend would be akin to spokenlanguagewhereasa formal email to a conferenceorganiser
would show the characteristics of written.

Anotherdistinctionbetweenwritten and spokenlanguages the numberof contentwords (nounsandverbs)per
clause.Thisis knownaslexical density of the text, asdefinedby Nunan(1993).Written languageusuallyhas a
higher lexical density.

3.3.1 Spontaneous spoken language

Therehavebeena numberof studiesof spontaneouspeechusedin dialogues(Connolly et al. 1995, Fraser
1995a,Eckert1996).Spontaneouspeechliffers from readspeectin thatthe speakeis oftengreatlyinfluenced
by the environmentNot only will a speakeradjustto his or her dialoguepartner,but he or shemay usetheir
words and even sentencentonation. Dybkjeer et al. (1995) noted that whilst collecting dialoguesin a WoZ



experimentspeakergendedto usethe wordswhich appearedn the descriptionof the scenario.To avoid this
problem,Dybkjaerdesignedwo setsof experimentsoneuseda text-basedlescriptionof the scenaricandtask,
the other a graphical representation of the same tasks. The graphic-based experimenthapgatet) effect,
but paradoxically generateda smaller vocabularythan the text-basedapproach.In a similar way, system
guestionsandresponsesaninfluencethe style of languageof the user.Schillo (1996)alsotried to avoid lexical
"priming" by using graphical icons to prompt user respordesillo found a greatdealof planningwasrequired
to "engineer" an icon-based dialogue and he had to resort to language for anything beyond basic functions.

A large proportionof spontaneouspeechis ungrammaticalandyet it is astoundinglyresilientto any arising
errors (Connolly et al. 1995, Fraser 1995a). Any misunderstandingsvhich arise, termed communication
deviations by Taleb (1996), are resolvedwithin 6 turns on average.Fraser notes that communicationis
inherently'messy’,andevengoesasfar assayingthat messycommunicatiormay be a naturalphenomenomnd
perhaps necessary for a pleasant, natural dialogue.

3.4 Dialogue initiative

At any stage in a dialogueneparticipanthastheinitiative of the conversationfFor examplewhenagentA asks
agentB a question,agentA hasthe initiative. WhenagentB answershowever,agentA still hasthe initiative,

i.e. haseffective control of the conversationNow, if agentB thenasksa questionof A, B takescontrol of the
dialogueor takesthe initiative. In a sensethe initiative is a function of the roles of the dialogueparticipants.
Dialoguesystemamay allow the useror the systemof take the initiative, or may allow both to switch rolesas
required.

Menu navigation,system-orientatequestionand answersystemsavherethe systemhasthe initiative throughout
thedialoguearethe simplestto model.In this case the usermustselectbetweena smallnumberof well-defined
options.Wherethe usertakestheinitiative in systemsuchascommandandcontrolanddatabasejuerysystems

more complexmodelling strategiesare needed Although the rangeof tasksto be performedmay be low, the

user has greater expressibility and freedom of choice. The hardest dialogues to model, by far, are those where the
initiative can be takenby eitherthe systemor the userat variouspointsin the dialogue.As notedby Eckert

(1996), mixed initiative systemsnvolve dialogueswhich approachthe intricaciesof conversationaturn-taking,

utilising strategies which determine when, for examplesylséemcantaketheinitiative awayfrom the user.For
systemswhich use speechrecognition,the ability to confirm or clarify given information is essentialhence
system-orientated or mixed initiative must exist.

3.5 A dialogue taxonomy

Dahlbé&ck (1995) arguesfor a classificationor taxonomy of dialogues.Comparisonsof different dialogue
managementechniquesor computationaltheoriesof discourseare difficult when dialogueshave differing

features.If dialoguesystemscould be classifiedaccordingto sometaxonomy,then any algorithmsdeveloped
couldbe appliedto differentsystemswvith comparableaesults.Dahlback'saxonomyis basedon work by Rubin

(1980) and Clark (1985). It distinguishes four main dimensions:

Type of agent
Channel

Task type

Shared knowledge

PR

The type of agent,either humanor computergreatly influencesthe style of spokenlanguageused.Work by
Guindon (1988a)and Kennedyet al. (1988) showsthat when addressinga computer,humanutterancesare
shorter and have a smaller lexical variation with a minimal number of pronouns.

The channelof communicatiorinvolvesmanydifferentaspectsThe mostobviousis the modality of the channel
which may be either written or spoken;the distinctions betweenthe two have been explored above. Other
aspectsof the channelinclude the style of interaction (influencing for example, the anaphor-antecedent
relations),spatialand temporalcommonality,concretenessf referents(are the objectsand eventsreferredto
visually presenpr not) andseparabilityof charactersall of which influencethe dialoguestructureandstyle. For



example,when Guindon (1988a)analyseddialoguesof usersusing a statisticalcomputerpackage,occurring
pronounsreferredeitherto their antecedentn the currentsub-dialoguepr to the packagewhich was on the
screen.

As notedabove the dialoguestructureis influencedby the structureof the task(Grosz1977). Groszpointsout

thatsomedialoguesarelessinfluencedby their taskstructurethanothers.This is not only dependenbn the task

itself, but also the task setting. The numberof different tasks managedalso affects the dialogue structure.
Unsurprisingly, Dahlback found that a more complex topic managementvas required when the user could

undertakemultiple tasksin the samedialogue,suchasinformation retrieval and reservationbooking (J6nsson
1993, Ahrenberg et al. forthcoming).

Clark (1985) showed that different kinds of shakadwledgebetweendialogueparticipantinfluencedanguage
in dialogue.Clark assertghat participantsusea numberof heuristicsto obtainan understandingf the dialogue
throughmutualknowledge . Therearethreetypesof informationwhich canbe usedto infer the commonground
betweenspeakerand listener:sharedperceptuallinguistic and cultural knowledge.The first two typesare the

easiestto model. When both participantsare awareof physical or visual objectsthen they shareperceptual
knowledge. Linguistic knowledge is the shared knowledge of the dialogue up to thaCpitiunal knowledgeis

more difficult to model since it depends on knowledge that is obtained from the participant’s community.

4. Approaches to dialogue management

A dialoguemanagemust model to a certainextenttwo aspectsof the interactionbetweenthe userand the

machine Thefirst of theseis the interactionhistory which allows user’'ssentenceso be interpretedaccordingto

the currentcontext.The contextmayalsodealwith phenomenauchasanaphorandellipsis. The secondaspect
is a model of the interaction,controlling the strategyadoptedby the systemto control the dialoguestructure.
This strategy also influences the role of initiative in the dialogue.

Thereare manyapproacheso the designof dialoguemanagemensystemsTypically, a systemwill consistof

the componentsn Figure 1, below. Text or transcribedspeechis input into the systemwhich is parsedand
semanticinformation deducedby the natural languagecomponentsThe dialogue managerthen co-ordinates
between the other componentoiderto fully understandll theimplicationsof theinputin the currentcontext,
resolvingconflicts, ambiguitiesand dealingwith anaphoraand ellipsis. Multi-modal systemscan receivefrom
andoutputto manydifferentdevices.Theresponsgeneratiormodulegenerates responséasedon the output

of the dialogue manager, usuallyasaturallanguageextto be readout by the speectsynthesiserhut mayalso
generategraphicalor otheroutput. Whilst the systemmay outputtext to be convertedinto speechjt may also
include visual output. Eachdevice needsa level of abstractiona driver, which interpretsbetweenthe actual
device and the dialogue manager, so that all input and output can be modelled with the same mechanisms.

meaning
extraction

response
generation

APPLICATION
A

\ Y /

Dialogue Manager

speech / \ speech

output
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Figure 1: Overview of a generic spoken language system



Figure 1 is a basic overview of a generic spokenlanguagesystem.Figure 2 below, expandson this and
providesa broadoutline of a detailed,genericmodel, reflectingthe key componentsequiredfor a numberof
functions including discoursephenomenasuch as anaphoricand ellipsis resolutionand a model of the task
structureand how it relatesto the structureof the dialogue.As is the predicamenbf any genericsystemiit is
necessarilywagueandsinceit attemptsto combinecomponentdound in a variety of individual models,it may
not fit all systems, if any in particular.
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Figure 2: Outline of key components in a spoken language dialogue manager

The designof dialoguemanagemensystemsnvolvesthe designof eachof the componentsithin the system.
Whilst some researchershave concentratedon general approacheso dialogue managementpthers have
developedspecific strategiedor individual componentsThree main approachesre describedhere: dialogue
grammars, plan-basedapproachesand collaborative dialogue. They are certainly not mutually exclusive
approaches and are often used in association with the others.

This and the following sectionsdiscussa combination of modelling strategiesfor discourseand their
implementationissues.For a summaryand discussionof the three main approachedo discoursemodelling:
semantics (not covered here), structural and intentional, see McKevitt et al. (1992).

4.1 Dialogue Grammars

One of the first approaches to the representation of dialoguthesaseof a prescriptivegrammarfor sequences
of sentencesn a dialogue.Often the grammarwould describethe structureof the completedialoguefrom
beginning to end, although recent approacheshave taken a less super-sententiabpproachby describing
commonly occurring sequencesn dialogues,for example,adjacency pairs. By creatinga type of grammar,
whethera graphor finite statemachineor a collectionof declarativerules,a form of top-downstructurecanbe
imposed.
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Levinson (1981) proposesa numberof argumentsagainstsuchan approachto a generaltheory of dialogue.
Notably,a sentenceanperformmorethanonecommunicativdfunctionanda speakemay expecta responseo
addresanorethanjust the mostrecentcontext.Levinsonarguesthat the systemwould haveto model multiple
simultaneousstates,which is not feasiblefor a finite statemachine.ConversationalcGamesTheory, described
below, goessomeway towardsthis problemby allowing morethanonecommunicativeactto addresgnorethan
the immediatecontext.Furtherextensionsntendto allow multiple speechactsfrom one sentenceo influence
the context. Levinson also arguesthat indirect communicativeacts, where what is meantis not the literal
interpretation of what has been said, are impossiieodelwithout someform of calculusfor theseacts.Maier
(1996) providesan interestingapproachby statisticallymodelling sequencesf communicativeactsin orderto
derive the indirect intention behind them. This does not, however, adequatelymodel the phenomenorof
indirectnessarising purely from the extra-linguisticcontext,i.e. the situation.The popularexampleof “It's cold
in here” being interpreted as a request to ‘close the window’, can best be modelled by plan-based approaches.

Graphs and finite state models

Graphsand finite statemodelsare the simplestof dialoguemanagersThey are ideally suitedto applications
wherethe dialoguestructureis the sameasthe taskstructure Graphsconsistof a seriesof linked nodes,at each
of whichis a systempromptdetailinga limited numberof choicesthe usercanmakeat that point. Eachallowed
response leads to anotherde.Graphsoffer a numberof advantagesver otherapproachesAs the systemtakes
theinitiative all of thetime andthereareonly a few choicespresentedo the user,thenit is a simple matterto

anticipatethe user’'sresponsea techniqueusefulto speechrecognitionfurther helpedby the priming effect of

the system prompts.

Although there have been examples whgrehsandfinite statemachinespn their own, havebeensuccessfully
used (Muller & Runger1993, Nielsen & Baekgaard1992), they have receivedcriticism over their lack of

flexibility bothto deviationsin the dialoguestructure andalsoin their applicability to otherdomains(e.g. Aust

& Oerder 1995).

To compensatdor the graph’slack of flexibility, a numberof systemshave takenframe-basedpproaches,
which are basedon the structureof the entitiesin the applicationdomain,often calledthe thematicstructureor
topic. By modelling a hierarchical set of entities the system can control the dialogue accordingto the
requirement®f thoseentities.For examplejn Hulstijn etal. (1996),a theatrebookingsystem the detailsof the
performanceahe userwishesto seecanbethoughtof asthetopic of the conversationThetopic hasa numberof
slots suchas the date of the performancetitle, time etc. Furthermore certain slots can becometopics unto
themselvesvith a setof slotsandattributesIn Hulstijn’s systenthe framesarearrangechierarchicallyto reflect
thedependencef certaintopicson others.Veldhuijzenvan Zanten(1996) demonstratea similar systemwhere
a framestructurerelatesentitiesin the domainto oneanotherin a train timetableinformationsystem.From the
topmostentity of the userto individual detailsof traveltimesand places.the structurecaptureghe meaningof
all possiblequeriesthe user may make. The dialogue managerusesthis information to constructdatabase
queries.A setof rulesindicatewhat informationis requiredbeforethe databasean be queriedwhich in turn
drives the dialogue manager to elicit further information from the user.

Similarly, Aust & Oerder(1995)usesa setof rulesto definewell-formeddatabaseueriesandusesthis to drive
the dialogue.The dialogue componentof the Philips Automatic Train Timetable Information Systemuses a
declarativeapproachtto modelthe dialoguestructure ratherthanrely on the structureof frames.By definingthe
information neededfor a databasequery, the dialogue componentcan cycle through a simple processof
checking for ambiguities,filling in slots for a databasequery and maintaining discoursecontinuity. The
declarativemethodchosernlendsitself well to otherdomains sincethe structureof the dialogueis controlledby
a separataleclarativedefinition of valid databasejueriesand systemdirectedpromptsto elicit the appropriate
informationfrom the user.Aust makesa distinctionbetweerthe dialogueprocessandits declarativedescription,
representeth a DialogueDescriptionLanguaggDDL). Baekgaarchashad similar ideasfor a DDL, aimingto
createa genericdialoguesystemwhich refersto a domain-specificdescriptionof the dialogue.The systemhas
beenadaptedfor a numberof applicationsincluding a flight ticket reservationsystem(Baekgaarcet al. 1995,
Bernsenet al. 1995, Dalsgaard% Baekgaardl994)anda telephonebasedautomaticbankingservices(Larsen
1996). As Grosz(1977) points out, thereis a continuumof the similarity betweenthe task and the dialogue
structure Whilst somedesignerslistinguishbetweerthe taskandthe dialogue othersembracehe two together.
For the systemsdescribecby Baekgaardthe structureof the taskis closeto that of the dialogue.In thesecases
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the DDL modelsthe dialogueand task structurewhilst the genericdialogue managemavigatesthrough this
description.

The systemusesthreelevels of abstractiorto describethe dialoguestructure.Thefirst is a textuallevel which
interpretsincomingeventssuchasa spokensentencer a mouseevent.This informationis translatednto a set
of object-valuepairsfor the nextlevel, the framelevel. Thefinal level is a graphicaldescriptionof the dialogue
using a setof flow-chart style symbolsstandardisedy CCITT (Belina & Hogrefe 1988). The dialogueflows
according to conditions attached to the symbols and the object-value pairs obtained from the frame level.

Whilst someresearcheradvocatea genericdialoguesystenmwhich is separatdrom the structureof the dialogue
itself, othersargue againstabstractionclaiming that sinceit is so closely relatedto the task structure,it is

difficult if notimpossibleto generaliseNovick & Sutton(1996)takesthe oppositeapproacho abstractiorby

building libraries of commondialoguessuchas askingfor the time, dateand so on. The authorsbelievethat
librariesarebetterfor the developeisincethey canencompasselevantdialoguemanagemengxpertise As they
point out, the developermay be an expertin his/her applicationdomain, but they may not be an expertin

dialoguemanagementechniquesSystempromptsand responsesieedto be carefully tailored so that the user
respondsin a controlled and anticipatedmanner (see section 9. The libraries can be customisedfor the

application and combined with other sub-dialogues to desitrésructureof the overalldialogue.Thelibraries
allow the reuseof code and expertiseof researcherén dialogue managementOne criticism though, is that
analogousto the rapid prototyping of Graphical User Interfaces,designerscan still createpoorly designed
systems, despite a wealth of customisable tools.

4.2 Plan-based approaches

Plan-basedpproacheshowa greatercomplexity to dialoguemodellingthan discoursegrammarsTaking the
view that humanscommunicatgo achievevariousgoals,plan-basedpproachesttemptto modelthesegoals,
andthe sub-goalsvhich comprisethem.lt is the taskof thelistenerto discoverandappropriatelyrespondo the
speaker’sunderlying plan. Taking the examplefrom Cohen(1996), in responseo a customer’squestionof
“Where arethe steaksyou advertised?”a butcher’sreply of “How manydo you want?”is appropriatebecause
the butcherunderstandshat the customer’sunderlyingplanis to buy certainsteaks By being co-operativethe
butcheradaptgo the planof the customeisothatthe plan maybe successfullyachieved Plan-basedystemsan
adequatelydeal with indirect speechacts as the exampleshows,on the preconditionthat the plan has been
correctly identified.

The Verbmobil project usesa numberof approacheso modelling dialogue,including finite statemodelsof

sequencesof speechacts and plan-basedoperators (Alexandersson& Reithinger 1995, Maier 1996,

Alexanderssori996). The systemrepresentshe intentionalstructureof the dialogueon four levels: the lowest
dialogueactlevel representinghe speechactsof the speakera turnslevel which modelsmorethanonespeech
actwithin anactualturn; a dialoguephaselevel indicatingthe phaseof the dialogue(e.g. opening,negotiation,
closing) and the dialoguelevel at which individual dialoguestake place.The dialogueis parsedfrom overall

goalsto sub-goaldhy a setof plan operatorderivedfrom an annotatecdcorpusof exampledialogues.The plan

operators are derived using three steps:

1. Simplification of corpus: dialogue acts are made domain independent, multiple sequencearef acts
collapsed into one occurrence.

2. Sequences of dialogue acts are generalised into a small set of classes.

3. A planoperatoris generatedor eachclassof turn usingthe BogusSystem(Stolcke1994a,1994b).
This generates a context-free stochastic grammar using bayesian model merging.

Initial predictionsof a subsef the original corpusshowthat plan operatorscanbe usedwith relative success,
althoughthere are a number of problemsinherentin plan-basedapproachesThe first is the difficulty of
predictingwith accuracywhich planis currentlyin useby a user.This is relatedto the inherentambiguity and
lack of definition of the mappingbetweenrlinguistic form andfunction,asdiscussedn section3.2 Again thisis
dependenbn the functionality of the application.Going backto the exampleaboveof the customerand the
butcher, the butcher interpretsthe intention of the customerby identifying the relevant plan. The actual
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interpretationis quite differentfrom the illocutionary actandit is not clearhow the butcheridentified the plan
from it.

Plan-base@pproachetack a soundtheoreticabasisanddo not capturewhy participantsaremotivatedto speak
in a dialogue nor for the occurrenceof phenomenasuch as clarification sequencesPlansrely on the task
structurebut needto incorporatesomeform of meta-levelin orderto showhow planscanbe manipulatedvhen
clarification sequences and so forth arise.

4.2.1 Conversational Games Theory

ConversationatGamesTheory(Carlettaet al. 1995,Kowtko etal. 1991)is aninterestingschemefor the coding

of dialoguestructurein a corpus,which can also be successfullyusedto model the conversatiorbetween a
humanand a computerin a task-orientatedialogue(Williams 1996a).It usestechniquesrom both discourse
grammars and plan-based approaches: its structural appmchatesa goalor plan-orientatedevel. Eachgame

consists of a set of partially anticipated turns, such as a response following a question. The scheme is comparable
to that proposed by Sinclair and Coulthard (1975) to model the structure of classroom lessons (s&2kection

Sinclair & Coulthard Kowtko

Lesson Dialogue

Transaction Transaction Related to the current sub-task/goal

Exchanges Games Complete interactional unit: e.g. Question and
answer sequence

Moves Moves Comprisespeechacts, e.g. QUERY-YN, including

task-orientated acts and those responsible for
dialogue control.

Sincethe schemewas appliedto task-orientatedlialogues,eachdialogueconsistsof a numberof small tasks
which work togetherto completethe overalltask.A dialoguethen,comprisesone or moretransactionseachof
which representa sub-task Eachtransactiorcomprisesa seriesof conversationajamesA gameconsistsof an
openingmove and in somecasesoptional, end move. For example,a QUERY-YN gamewould start with a
QUERY-YN movefollowed by eithera REPLY-Y or a REPLY-N move.To accountfor discoursephenomena
such as side sequencekrificationsandsoforth, eachgamecanhaveanothegameembeddedvithin it. Such a
recursive structure can model the complexities of natural dialogue to a high degree.

Originally developedas a coding schemefor the HCRC Map Task Corpus (Andersonet al. 1991) for the
purposeof statisticallycomparingintonationcontourwith the conversationamove function, it hassincebeen
adaptedo a numberof spokenlanguagedialoguesystemgLewin et al. 1994, Bird et al. 1995). Although the
coding scheme was applied to corpora subjectivayytko showedthatnovicescouldre-applythe schemewith
accuracybetween78% and 88%. Also, the move classescould be successfullyreplicatedfor other domains
(Carletta et al. in prep).

Focusingon a particularimplementatiorof thetheory,BT's MailSec(Williams 1996a)usesa dialoguemanager
to co-ordinatea conversationMailSecdoesnot implementthe transactiorevel of the schemeperhapsecause
of thelow taskcomplexityof the systemMailSecis designedor the userwhois out of the office but still wants
accesgo email. The systemallows the userto call a computerandengagean a dialogueto list or readout their
emails, or other typical tasks.

The dialoguemanagettakesin a transcriptionof the user’'ssentencdrom a continuousspeechrecogniserand
then co-ordinateswith othermodulesto build a databasejuery. The responsdrom the databasés interpreted
and passednto a text-to-speecimodulefor the userto hear.Of particularinterestis the conversationamodel
consistingof a history list of previousmovesanda gamesstack,necessaryo modelthe recursivenatureof the
dialogue.The history list is usedfor referenceand ellipsis resolutionby searchingfor the most recententity
which matchesthe necessaryequirementsFor example,the occurrenceof “his” in a sentencewill causethe
system to search the history list for the most recent entity referenced which is a human male.
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The systemhasa numberof interestingfeatures Firstly, whena databaseueryreturnsnothing,thenthe system
compensateby relaxing the constraintof the query.To illustrate, take the following examplefrom Williams
(1996a):

Caller: Do | have any emails from Anna about elephants?

MailSec: No, you haveno emailsfrom Anna Cordonaboutelephantsbut you haveone messagdérom
Keith Preston about elephants.

Here the system has found no emails in the database that are from Annaaralitelephantsit triesto be co-
operativeby arbitrarily relaxing one of the constraintsjn this casethat the emailshaveto be from Anna. The
choice of which constraints to relax is a contentious issue and depends on the application.

The systemachievesa certaindegreeof mixed-initiative by allowing usersto respondto systemquestionsas
theyseefit. It is possibleto ignorea systemquestionin orderto takethe initiative anddirectthe conversatioras
the user wishes.

ConversationatzamesT heory providesa methodof modellingmixed-initiative,complexdialogue.By allowing

one move to terminatemultiple, nestedgamesit answerssomeof Levinson’s (1981) criticisms of structural
approacheslthoughit doesnot modelsentencesvhich containmorethanonefunction. Williams' approacthas
ignored the transactionalayer which representghe sequence®f sub-taskseffectively taking the discourse
grammar approach to dialogue.

4.3 Collaborative approaches

In orderto explainthe procesof dialoguein termsof the interactionsof both partnersa numberof ideashave

beenproposedor viewing dialogueasa collaborativeprocesswhereboth partnerswork togetherto achieve a
mutualunderstandingf the dialogue Regardinglialogueasa joint activity placescertaincommitmentn both

partners to understand one another. These commitments motivate discourse phenohastanfirmationand

clarification, evident in human to human conversations.

Rather than concentrateon the structure of the task as plan-basedapproachegend to do, collaborative
approachesry to capturethe motivationbehinda dialogueand attemptto capturethe mechanismf dialogue
itself. Plan-based approaches do not explain why we have dialogues, or even whyongirdply walk awayin
the middle of one.Typically, the systemwill modelboth participantsbeliefsof the conversationpne agentwill
makea proposalhich the othereitheracceptor rejects.Onceacceptedt becomegpartof the sharedeliefsof
both agents.Typically the proposedgoalsof the agentwill be adoptedby the partner,togetherthey work co-
operativelyto achievethosegoals.This sectionshall continueby describingthe main featuresof severalsuch
theories.Sinceeachapproachusesa combinationof techniquedrom agencytheory, plan-basednd discourse
grammar approaches, a brief overview of the collaborative aspects are described.

Novick & Hansen(1995)andNovick & Ward (1993)proposea modelof collaborationfor the establishmenof
mutualinformation,extendingthe theoriesof Clark & Schaefel(1989).Agentscollaboratein building a mutual
model of conversatiorand sharedbelief using a set of domaindependentind independenspeechacts. The
belief systemFigure 3, is similar to thatproposedn Allen (1991),Traum(1991), Traum& Hinkelman(1992).
Agent A drawson his/herown beliefsaswell aswhat he/shebelievesagentB to believein orderto form an
intention to act. This act is carried out in the form of an action, usually an utterance.The action is then
interpretedasa specificactby agentB accordingto his/herpersonabeliefsandwhathe/shebelievesagentA to
believe.Although both agent’sbelief statesappearseparatdrom one another,Novick hasproposeda level of
mutual, i.e. shared knowledge.

This theory hasbeenimplementedfor a numberof domains.The agent’sbeliefs are modelledusing a set of
propositionsfor eachagentof the form, believe (agent, proposition, truth-value, mutuality). The agentscan
alsohaveintentionsto performacts:act (agent, proposition, truth-value, mutuality). Control of the dialogue
is by the executionof rules which deal with establishinginformation as mutual, expectationsof an agent’s
reactionto anact,domain-dependemianningrulesanda rule thatensuresntendedactsareactuallyperformed.
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By establishinga numberof initial beliefsandintentions.the systemis ableto simulateconversationsvhich are
comparabléo thoseoccurringin collectedhumanto humandialoguesTwo domainsof collaborativetaskshave
beensimulated:the conversationbetweenthe Air Traffic Controller and a pilot conductingan Instrument
Landing Systemlanding (Novick & Ward 1993); and a letter-sequenceompletiontask wherethe lettersare
distributed among the two participants (Novick & Hensen 1995).

belief () belief ()

belief
belief (}y— ", 8¢t | " action """ a°t<: X
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Figure 3: Agent's belief states

Traum’smodelof conversatioragency(Traum1996)extendsBratman’set al. (1988) Beliefs DesiresIntentions
(BDI) agentarchitectureby incorporatingthe conceptof mutualbelief, i.e. what both agentsbelieveto be true.

The BDI modelis a popularformulation of agency whereactionsin the world affect the agent’sbeliefs. The

agentcanreasoraboutits beliefsin orderto formulatedesiresandintentions.Whereadeliefsarehow the agent
perceivegheworld, desiresarehow the agentwould like the world to be. Intentionsareformulatedplanswhich

realisethesedesires Traumcriticisesthe BDI modelandcitestwo main problemswhich he later usesto extend
the model. Firstly, in the BDI model the agent’'sperceptionsonly influenceits beliefs. Traum arguesthat an

agent’'sperceptionslsoinfluenceits desiresand intentions.Secondly,the BDI model doesnot supportmore
than one agent.By extendingthe model and introducing mutual belief, Traum has successfullyimplemented
conversational agency in the TRAINS-93 dialogue manager.

Similar approacheso simulatingcollaborativedialoguehavealso beendevelopedby Chu-Carroll(1996) who
extendsSidners'work (Sidner1992,1994).Sidner'ssystemallows anagentto makea proposal;f it is accepted
by the partner,thenit is integratedinto the mutual belief spaceof both agents,otherwisethe proposalis
abandonedRatherthan rejecting the proposaloutright, Chu-Carroll's work allows the agentwho madethe
proposalto enterinto a negotiation.The modelrecursivelyevaluateghe agent'sbeliefs attemptingto provide
argumentgo convincethe otheragentof the proposal. The modelis different from otherargumentativanodels
(Allen 1991,Grosz& Kraus1993,Grosz& Sidner1990)in thatit is not completelyorientatedio winning the
argumentThe modelmakesuseof GriceanMaxim of Quantity (Grice 1975)whereonly enoughinformationis
presentedo be convincing.A proposalconsistsof a belief tree wheresuppositionsare supportedby beliefs of
varying strengths.By identifying the most significant beliefs the systemcan constructan argumentwhich
addresses the most important concepts. The argument is recursive and hence can be viewed as a negotiation.

Beun(1996)usesa setof generatiormandupdaterulesappliedto agent’sbeliefsto control dialogueflow. In this

modelone agentasksa questionand both agentswork co-operativelyto answerthis question.Conventionally,
both agentswould be able to perceivethe world or applicationdomain about them. Beun takesa simpler
approachoy ignoringtheworld: all of theinformationrequiredto answerthe questionis distributedbetweerthe

agents Similarly to Novick above,eachagentmaintainswhatit personallybelievesto be true, whatit believes
the otheragentwantsto know andwhatit believesthe otheragentdoesnot believeto be true. The generation
rules which guide the discoursefollow the Gricean Maxims of Co-operation(Grice 1975), where an agent
cannotask whethersomethingis true if they alreadybelieveit to be true, nor if they know that their partner
believes it to béalse. Theserulesgenerateeommunicativeactswhich triggerupdaterulesfor both of the agents,
in turn changing the belief states of each agent.
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The rulesallow complexdialoguesto take place.Sincethe informationis distributed,sub-dialoguesanoccur
and counter-questionasked.After implementingthe theoriesand running simulationsof dialoguesthe author
foundthat althoughthe sequenc®f communicativeactswastypical, the resultingdialoguewasnot very natural
andcould be embellishedvith additionalcohesiveelementsThe implementatiorcombinedcommunicativeacts
with a propositional content (e.g. SUGGEST_DAdd could containthe suggestediate).This approacthasan
advantageover speechact grammarsin that it automatically takes the context into account. The author
acknowledgeghat the incorporationof a mutual belief spacecould reduce redundancywhen referring to
common objects, increasing the naturalness of the dialogue.

The use of principlesto motivate dialogueis also usedin the ConstructiveDialogue Managemeni{CDM)
framework(Jokinen1996).CDM views dialogueasnegotiationbetweertwo agentsnvho collaborateto establish
mutual knowledge in order to fulfil an agent’sgoal. Dialogue as negotiationis in contrastto the one-shot
Question& Answerstyle of dialogue(e.g.Moore 1995)evenwherethe system’sresponsevasdeemedo be co-
operativeby clearing up misconceptionsand anticipating future responsesThe framework determinesthe
system’sresponsefrom three interrelatedfactors: principles of ideal co-operation(Jokinen 1995), a joint
purposeor communicativestrategyand a set of communicationobligations.Takentogetherthey accountfor
discourse phenomena such as vagueness of parameters leading to clarifications, side-sequences and so on.

The principle of ideal co-operation states that agents:

1. voluntarily strive to achieve the same purposes (i.e. system adopts user’s goal only if relevant),
2. actions (communicative acts) do not hinder another agent’s goals,
3. expect another agent to adhere to principles 1 amtie®s explicitly stated.

Communicativeobligationsfall into threegroups:sincerity, motivationand considerationSincerity ensureghat
agentdell thetruth astheyseeit anddo nottry to deceiveotheragentsMotivational obligationsallow the agent
to justify whethersomethingcanbe saidandplaceobligationson the agentto offer informationaddressinghe
partner’s goals. Considerationobligations are social constraintswhich enablethe conversationto be as co-
operative as possible, including:

if the partner’s goals cannot be fulfilled then state why

if the quantity of information is too great then it should be split up

repetition of information should paraphrase original or use ellipsis

if information is irrelevant then tell partner so

if partner has initiative and unfulfilled goals then allow partner to change topics if desired
include related information even if not asked for when closing topic

ouprwbdE

4.4 Summary of approaches

Over the yearsthere have beenincreasinglycomplex strategiefor modelling dialogue.The breakthroughby
Groszthat the dialoguestructureis often dependenbn the applicationdomain,initially pushedpeopleaway
from genericdialoguesystemsDiscoursegrammarsand plan-base@pproacheseflect this direction. Recently,
collaborative agent-basedpproachesaveenableddialogueto supportmoreof the discoursgphenomenaoted
above. Whilst acknowledging that the dialogue structure is still task-depeocdiéatiprativeapproacheattempt
to capturethe genericpropertiesof dialogue.Despitesuccessef certainrestricteddomains,there hasbeen
limited succesdn others.The paradigmrelies on modelling all of the participants’beliefs pertainingto the
domain. Inferencingover thesebeliefs may occasionallyfall outsidethe scopeof the domain, leadingto an
incompleteor inconsistentmodel. Hence,the complexity of creatinga collaborativesystemmay lie in the
definition of the scopeof the domain.Understandablythe morecomplexandnaturalthe dialogueis, the greater
the chancethat a speakemwill uselanguagein an unanticipatedway. The succesf plan-basedapproaches
wherethe systemholdsthe initiative lies partly in the ability to constrainthe user'sresponseThe trade-offis
that the dialogueloosesa certainamountof flexibility and naturalnessHence,thereis still a greatdeal of
interest in mixed-initiative dialogue grammar and plan-based approaches.
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5. Common approaches to building a DMS

In this sectionwe will explorethe commonprocesse®f building a dialoguemanagemensystem.A popular
approacho is to useiterative Wizard of Oz (WoZ) experimentgo elicit the languageandrefine the interaction
betweensystemand user.This is typical for human/machinéialogueswherethe systemneedsto control the
dialogueto a certainextent.Wizard of Oz experimentsareoften usedto determinethe user'sbehaviourtowards
a systemwhenthe systemis still beingdevelopedInspiredby thefilm, The Wizard of Oz, a humanimitatesthe
computerandthe userbelievesthatthey areinteractingwith a real system.This processcanbe a usefulpart of
the design process.

Dybkjeer's et al. (1995) approachis similar to others,including Fraserand Gilbert (1991), Fraser(1995a),
Hulstijn etal. (1996).In this instance Dybkjaerusea seriesof Wizard of Oz experimentgo elicit the language
of the domain,in this casea flight reservatiorsystem.The processheginsby examininga collectedcorpusof

humanto humandialoguesin the scopeof the domain.A setof increasinglyspecificWoZ scenariosarecreated
using a stand-in human who takes the place of the computer. Users are led to believe that they are

communicatingwith an actual,automatedsystem.By interviewing the usersafter eachuse of the systemand

measuringhow difficult they found the interaction,the designerscan build up a picture of how successfuthe

systemis. The iterative processcontinuesuntil two objectivesare reached:the usersfound the interaction
comfortableand user’'sresponsegould be anticipated.By tailoring the system’squestionsso that the user’s
responseis limited, languageclosure can be achieved.Dybkjaer reportedthat this took seveniterationsto

complete.

The flight enquiry systemwas entirely system-directedthat is the systemtook the initiative throughoutthe
dialogue.The designof the WoZ scenariosvasaidedby the inherentstructureof the task. Dybkjaerreapplied
the elicitation methodology to a flight reservation system wtrermitiative is mixed but wasforcedto abandon
the processhecausef the lack of structureof the task. Fraser(1995a),however,appliesa similar procesgo a
minimally mixed-initiative domain. The difficulty may lie in devising scenarioswhich encompasshe entire
domain.As the structureis relaxedthereare many more combinationsof utterancesand hencean exponential
increase in the number of possible scenarios. This is one argument against the use of WoZ experiments.

Vilnat (1996) raisesanotherobjectionto the useof WoZ experimentsShequestionghe validity of the whole
processhby asking whether the user is sufficiently motivated to speakin an authentic manner. Whilst
acknowledgingthat a collectedcorpuscan be usefulto the designprocess, designershouldbe awareof the
limitations of suchanapproachProvidinga structuredscenariccanproducedifferentlanguagehanfrom a user
who is properly motivatedto usethe system.Additionally, the humanwizard mustknow the limitations of a
computersystemthe problemsdetectedy the wizard may not be the sameasthoseexperiencedy the system.
For instanceijt is quite difficult for the wizard not to understandh request,or to misunderstandt in the same
way that a computer might.

The design of scenariosraisesan interesting point. Severalresearcherdiave noted that systemresponses
influencethe languageof the user(seeEckert 1996, Dybkjaer & Dybkjaer 1993, MacDermid 1993, seealso
section3.3.1). The methodusedto presenta userwith a scenariocan similarly influencethe user’'slanguage.
Sincethe purposeof the experimentis to elicit the languagethat the userwould actually use, the notion of
priming invalidates the experiment. To compareand contrastthe differing effects of priming, Dybkjaer
developediwo ways of describinga scenario.The first was entirely text and consistsof a descriptionof the
environmentfollowed by a description of the task. The second combined a textual description of the
environmentut conveyedhe actualtask usinggraphicswhich were designedo be non-priming.Interestingly,
theyfoundthatthe graphic-basedcenarioproduceda smallervocabularythanthosethat weretext-basedOne
explanatiorof this could be thatthe userswould usetheir own choiceof vocabularyfor the graphicalscenarios,
but useda combinationof their preferredvocabularywith the words primed by the text scenariosGraphically
basedscenariosappearto provide a good methodfor eliciting the user'slanguageratherthan replicatingthe
designer's(seealso Schillo 1996). Yankelovich (1996) providessomeinterestingpoints on designingsystem
prompts, some of which are discussed in se@iBnbelow.

Corporaof dialoguesare beingincreasinglyusedin the designstage.They provide a first basisfor designing
WoZ scenariosCorporahavebeenusedto directly derivea languagemodelof thedomain.The useof humanto
humandialogueso modelthosebetweerhumanand computeris questionablebecausef the different style of
interaction.Suchmodelshave beensuccessfullyusedin the Verbmobil project (Alexanderssor& Reithinger
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1995, Alexanderssonl996, Maier 1996) althoughin this system,the computermonitors humanto human
conversatiorand plays no activerole. Section6.1 discusseshe possiblecoding schemesvhich canhelp elicit
language structure and regularities.

6. Special Issues relating to a DMS

This sectionexaminestwo areasof specialinterestof dialoguemanagemensystemsthe coding of dialogue
structurein corporaandbeyond,andthe recoverystrategieemployedfor certaintypesof error occurringin a
dialogue.

6.1 Coding Schemes

Codingschemegyo beyondthe structuralannotationof corporaandare often usedto modelconversatioreither
after a deterministicfashion,for examplein a finite statemachine,or non-deterministidashion,as a statistical
model.How muchinformationcanbe encodedn a dialogue?The answetrlies partly in the coding schemeand
the style of modellingemployed.Despitethe many different schemesind usesfor theseschemesmostrely at
the baselevel on the communicativefunction,i.e. whatmeaningthe userwantsto conveyby an utteranceThis
mappingfrom the utteranceo the intentioncanbe a difficult processandis aidedby the context.Work in this
areawas startedby Austin (1962) and later developedby Searle(1969, 1985) into a theory of ‘speechacts’.
Many coding schemes are based either on speech acts or a derived equivalent.

6.1.1 Speech Acts

SpeechActs werefirst broughtto the fore by Austin (1962),a linguistic philosopher. Searle(1969) developed
theideasfurther. Austin had notedthat somesentencesanbe consideredas ‘performing an act’. They are not
statements about the world but utterances which perform an action. He quotes two sentences as illustrations:

“I bet you sixpence it will rain tomorrow”
“I name this ship the Queen Elizabeth”

Thetwo utterancesannotbe reducednto termsof truth/falsehoodn the sameway asthe utterance;The skyis

green” can. Austin classedthesetypesof utterancegerformatives, which canbe either ‘happy’ or ‘unhappy’

accordingto a setof felicity conditions. Theseconditionsarebasedon whetherthe utterancecanbe effectiveas
the speakemlctuallyintended Austin contrastgerformativeswith constativesvhich canbereducedo true/false
values.

The dichotomybetweenperformativesand constativesvaslater shownto be false.Both typesof utterancecan
be classedasspecialcasesf illocutionary acts. Theillocutionary force beingwhatthe utteranceactuallydoes,
for exampleto offer something promiseor warn somebody.The illocutionary act is termeda speech act and
reflects what an utterance does from the point of view of the speaker.

A problemarisesfor speechactswhenthe derivedact is not the actualintendedact of the speaker English

frequentlymakesuseof utterancesvhich shouldnot be takenliterally. In this casethe perlocutionary act must
be identified. The populaxampleof “It's coldin here”seennot asa statemenbut arequesto closea window,

turn up the heatingor whatever jllustratesthe problemwell. Searle(1975) classifiedtheseasa specialkind of

speechact: an indirect speechact (ISA). ISA’s presentproblemsfor analystsassigninga speechact to an

utterancesinceit relieson the interpretatiornof whatthe speakeiintends.The ambiguity of whetheran utterance
should be taken literally or interpreted makes automatic labelling very difficult.

Brown & Yule (1983) arguethat there are additional problemswhen assigningspeechactsto utterances. A
speech act is not a linguistic unit whifits directly into the conventionaktructure Takingthe speaker’goint of
view, theremay not be a one-to-onemappingbetweenthe utteranceand an act. The speakemay useseveral
utterancedo performjust one speechact. Othertimesa single utterancecan performmultiple speechacts.For
example, consider the following utterance:
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“Hey, Michele, you've passed the exam”
(Brown & Yule 1983)

If the speakelis Michele’s teacheran obviousinterpretationis that the speakeris making an assertionlf the
speakelis Michele’s husbandthen the utterancemay be an ‘asserting’act, but could also be ‘congratulating’,
‘apologising’ (if he had had doubts) etc.

Despitetheselimitations, speechacts are usedextensivelyin one form or anotherin dialogue management
systems.Before being able to apply speechact labelsto a dialogue,one must have a comprehensiveand
unambiguouslist of acts. Despite a taxonomy of speechacts defined by Searle (1985) and subsequent
refinementsof speechact taxonomiesmotivatedby philosophersof language(for example,Wallis 1995 and
Schiffrin 1995),manyresearchereely on their own ad-hocactswhich areoftendependenbn the application. A
given context may rely on only a small subset of speech acts, hence researchers often choasediseiit the
application domain. Others have concentratedon building taxonomiesof speechacts which are domain
independentat the highestlevels but becomeincreasingly dependentto the domain at the lower levels.
Alexanderssor& Reithinger(1995) Alexanderssor{1996)usea similar approachn the Verbmobil project,an
appointmeninanagerA dialogueactfalls into one of four broadcategoriesinitialisation, negotiation,closing
anda further categoryfor deviation.In eachcategorythereis a setof domainindependenspeechactssuchas
acceptandreject,clarify anddeliberate Eachof thesehasdomaindependeninstancesfor example acceptcan
be one of three dependentacts: accept_dateaccept_duratiorand accept_locatiorfor an appointment.An
annotated corpus then provides a statistical prediction module for the next speech act based on the previous acts.

The term ‘dialogue act’ is often used synonymouwdl ‘speechact’. Theyboth coveytheillocutionaryforce of
the speaker.Often dialogue acts relate to the subsetof speechacts which deal directly with dialogue
managementThere are often conflicting definitions of the term ‘dialogue act’; they can also combine
propositionalcontentto a speechact. For example,the act ‘accept_dateabovecould containthe date being
accepted. This approach has the benefit of associating the context directly with the intention.

A proposedschemeto replacespeechactsis DialogueInterpretationTheory (DIT) (Bunt 1989, 1994,1996).

The traditionalview of dialogueactsis an actof communicatiorperformedin a dialoguesetting.Bunt takes a
morespecificmeaningthe actsarefunctionalunits which areusedby the userto changethe context,(definition

usedby Gazdar1979 andIsard 1975). DIT classifiesdialogueactsas either task orientated or for dialogue

control and incorporatea propositionalcontent. The schemeplaceseachact into a hierarchy,for example
dialoguecontrol actscanfall into threemore specific categoriesfeedback jnteractionmanagemenand social

obligations. The schemeis comprehensive,covering acts from turn managementto topic structuring.
Furthermoresocialobligationactscanbe usedto createinteractiveandreactivepressure¢eadingto discourse
phenomena, such as adjacency pairs.

6.1.2 Dialogue Structure

A domainindependento dependenhierarchycanadda form of structure but doesnot offer to add any more
structureto a dialoguebeyondthe generalisatiorof acts.ConversationalGamesTheory (Carlettaet al. 1995,
Kowtko et al. 1991),describedabove(section4.2.]), addsa form of structureto a dialogueabovethe speech
act. Taking the view that a dialogueaccomplishes single task, the dialoguecan be regardedas a seriesof

transactionseachof which accomplisha small part of thattask,i.e. a sub-task Eachtransactiorcomprisesone
or more gameswhereeachgameis a pair of complementanspeechacts(for examplean initiating act Q-YN

must have a respondingREPLY-Y or REPLY-N act). Additionally, a game can be embeddedn another,
allowing phenomenasuch as clarification sequencesdiversionsetc. The schemewas initially developedto

encode dialogue structure in a corpus of route description exercises using melyiflidoos (1996a)showsthat
at least the games level can be implemented to successfully predict the next spoken act.

Otherattemptsat deriving a structureabovethe speechactlevel include Alexanderssoif1996). Taking a corpus
of dialoguesannotatedvith dialogueacts,Alexanderssomrtanautomaticallyacquirean intentionalstructure,i.e.
a hierarchicalstructureof the dialogue,by dividing the dialogueup into goalsand sub-goals.This processis
threefold. Firstheactsin the corpusaregeneralisedrom domaindependento independenby traversingup the
dialogueacthierarchy for examplethe act‘suggest_support_datbecomessuggest’.Multiple occurrencesf a
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generalised@ctarecollapsedo just one.Secondly sequencesf dialogueactsare abstractednto a small setof
classeseachof which performsa function or phase of the dialogue.This is differentfrom generalisatiorsince
certainactsmayoverlapseveraklassesThencontext-freerulesareautomaticallygeneratedor eachclassusing
thebayesiarmodelmergingof the BogusSystem(Stolcke1994a,1994b).In this way, a hierarchicalstructureto
dialoguesimilar to the transactiorlevel of conversatiorgamestheory canbe acquiredthroughpartial machine
learning.Thereis alargeamountof humaninterventionrequired however from definingthe classego deciding
which actsto include in eachclass.Alexanderssoralso hasreservationdor the granularityof the classesand
dialogue acts. Another point is that the corpus consists of dialogues which only contain one main task: making an
appointmentlt remainsto be seenasto how effectivethis approachis for multiple tasks.Otherapplicationsof
MachineLearningto languageclassificationproblemstendto be demonstrate@n analogouslylimited datasets
and do not generaliseor scaleup easily (for example,Churcheret al. 1996, Atwell 1996a,Hughes& Atwell
1994).

6.2 Recovery from errors

As mentionedabove,in a dialoguethe user’'staskmay fail, but the dialogueshouldnever.A dialoguemanager
shouldbe ableto detecterrorsor misunderstandingandrecoverfrom themor at the very leastfail gracefully.

Errors can occur from many quarters from the speechrecogniserto a user'smisinterpretationTo be ableto

recoverfrom an error, the managemeedsto be ableto identify it and employ a suitablestrategy.The strategy
may differ dependingon the type of errorand needsto be recursive:whenattemptingto correctan error, more
may arise. Luperfoy (1996) employs a recovery strategy according to a four stage algorithm:

» Detection - detectingthe error canbe quite difficult andmay rely on the usernotifying the system
of a problem

» Diagnosis - classification of error

* Repair plan selection - according to the class of error

* Interactive plan execution - recoveryplanis executednteractivelyso that any errorswhich arise
from the plan can be dealt with.

Luperfoy identifieseight classesf error from the speechrecognisemnot receivingany input to errorsoccurring
in the application.Other researchersfor example,Taleb (1996) and Veldhuijzenvan Zanten(1996) identify
errorswhich dependmore on the technology.For example,Veldhuijzenvan Zantenidentifiesthreemain types
of error which are typical of those generated by speech recognition:

» Uncertainties - the speech recogniser has low confidence in the speech it has received.

» Inconsistencies a misunderstandingthe speechmay have a high confidencevalue but conflicts
either with the domain model or previous conversation.

» Ambiguities - there is more than one interpretation of the speech, each having a high confidence.

The chosenstrategywill dependon the type of error. For example,if the managehaslow confidencein what
has been said, it may ask the user for confirmatido mpeat Ambiguitiescanbe dealtwith in a similar way; if

two words soundsimilar andthe managereceivesa high confidencefor each,e.g.“plane” and“train”, rather
thanaskingthe userto repeathim/herselfhenceperpetuatinghe problem,the manageicould askto confirm one
of the words: “Did you say train?” to which the reply would be either “yes” or “no, plane”.

By modelling the domain of the application, inconsistenciesan be detectedbefore being passedto the
applicationitself. A good use of this is demonstratecby Luperfoy who distinguishesbetweentraining and
tutoring in an army forcessimulator, ModSAF. When a useris usingthe systemundertutoring, the dialogue
managercan correct the user's mistakesbefore passingthem onto the application. The correctionscan be
justified to the user allowing him/her to correct his/her mistake without disastrousconsequences$o the
simulation. Without the domainmodel this would not be possibleand the managemwill haveto interpretany
error messages generated by the application.

In Taleb (1996), the author presents an analysis of communication deviations, that iarvenssehasoccurred

and the dialogue changesto correctthe error. By examiningthe typesof misunderstandingsvhich arise in
humanto humanconversatiorand countingthe numberof turnsit takesto recoverfrom them,an understanding
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of the frequencyandcostof differenttypesof error canbe built up. Talebsuggestdéwo categorief deviation:
contentand role deviation. Contentdeviationscan consistof ambiguousquestionswhere a questioncan be
interpretedin more than one way and a disambiguatingquestionis asked(e.g. “Did you say train?”), fuzzy
guestionswhere there are multiple interpretationsand clarification is required, knowledgewhich is either
incorrector not shared Role deviationsincludeinitiative reversingwherethe personwho is usually answering
asksa questionor takesthe initiative in someother way, evaluationof skill, identification of role wherethe
person who is responsible for different kinds of information is established and an evaluation of relevance.

Taleb found that to the exclusionof ambiguousquestionswhich occurredinfrequentlyand took few turnsto
recoverfrom, themorefrequentthe errorthe fewernumberof turnsit took to correct.Role deviationswerethe
mostfrequent,especiallyinitiative reversingalthoughevaluationof skill occurredthe leastoften. The corpusof
analysiswas betweentwo humansbut parallelscan be drawn for humanto machinedialogues.Although a
similar classificationcould be used,it remainsto be seenwhetherthe types of errors occur with the same
frequenciesThe problemsinherentin speeclrecognitionfor example may leadto more contentdeviationsas
misunderstandings are more likely.

6.3 Design of System Prompts

The designof systemprompts,as mentionedabovein sections3.3.1and 5 can greatly influencethe user’s
language Promptdesignis importantfor natural,flowing conversationto overcomeshortcomingsn speech
recognitiontechnologyand the transition of graphicaluserinterfacesto speechinterfaces.One of the most
challenging aspects of prompt design is implicitly letting the user know what they can say. By not knserisg,
can go beyond the functionality of the system, or conversely, not utilise the system as fully as they could.

For a userusingthe systemfor the first time, it may not be obviouswhat can actually be said. The option of
explicitly stating all of the options open to the userin a prompt may prove annoying due to the slow
communicationrate of speech.Yankelovich (1996) suggestsa continuum betweenimplicit and explicit
promptingwhich canbe tailoredto the user.Implicit promptsare often open-endedeavingit up to the userto
makea choicein whatthey sayandhow they sayit. For example, This is AZ Banking.Whatwould you like to
do?”. This degree of flexibilitynay be preferablefor the user,but leadsto large,ambiguouggrammarswith high
recognition error rates.

At the other end of the scale,explicit promptstypically tell the userwhat can be said for eachoption. For
example, This is AZ Banking.Say ‘check balance’to checkyour balance,pay bill" to paya bill, or ‘transfer
funds’ to transfer funds between accounts.” Prompts designed in this way can be tediously long, aalioso not
the userto expresghemselvesstheywish. On the otherhand,they constrainthe user’'sresponseleadingto far
better accuracy than their implicit counterparts.

Yankelovich suggests making promptsreexplicit in the caseof recognitionerrorsandlessexplicit astheuser
showsgreaterfamiliarity with the system By startingwith systempromptswhich fall betweerthetwo extremes,
userscandiscoverhow to usethe systemwhilst usinglanguagewhich is naturalto them.If the userdoesnot
respondto the promptor his/herresponsecannotbe interpreted.thenthe prompt can be madeincrementally
more explicit. For example,

System:This is AZ Banking. You can check your balance, pay a bill or transfer funds between accounts.
What would you like to do?

User: <recognition error>

System:To check your balance, say ‘check balancehay a bill, say ‘pay bill’, to transfer funds between
accounts, say ‘transfer funds’.

Making prompts less explicit when the user showsa degreeof familiarity with the systemcan speedup
interactionand makeit appearto flow more naturally. Yankelovich calls this ‘tapering’. The useris at first
presentedvith an explicit prompt. Whenthe usercomesacrossthe promptagain,perhapsby making another
requestthe promptis shortenedAnother methodof shorteningthe promptsasthe usergainsexperiencds to
introducehints. Promptscomprisean implicit part followed by an explicit exampleof a responseAs the user
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gainsfamiliarity with the systemthe explicit hint canbe removed Although the promptmay now appearopen-
ended, the user will respond in an anticipated manner.

Thereappeargo be a trade-offbetweernthe user’sflexibility in respondingo a promptandspeechrecognition
accuracy.By using the effects of priming in a positive manner,it may be possibleto minimise this. The

expansion of prompts as a means of recovery can compensate for cases wisarettiseffective.Progressive
assistancés a more natural,and certainly more useful methodof recoverythanthe often andill-used prompt,

“Please repeat.”

7. Evaluation of a DMS

Evaluatinga dialoguemanagemensystemcan be a difficult processdependingon which aspectis evaluated.
The robustnes®f the system,that is whetherit canrecoverfrom different typesof error, can be objectively
measuredTestingthe system’srobustnesshouldbe part of the designstage But how canwe tell whetherthe
systemmanageslialoguein an effectiveandevenpleasantvay?How canyou measuregleasantnessPhereare
two main approaches to the evaluation of dialogue managers: the qualitative and quantitative views.

7.1 Qualitative evaluation

A qualitative evaluationwould rely on the user’'sopinion of the system.Dybkjaer et al. (1995) conducted
interviews after the userusedthe systemand askedwhetherthe dialogue seemedhatural and pleasant.This

subjective assessment may seem fairjdbisughtwith problems For example the usermaylearnafterthefirst

attempt how to address the system, which words to use tw nse.Subsequentsesof the systemmayproduce
different evaluationseventhoughthe systemhasnot changed Someusersmay find the systemdifficult to use
whilst others will find it effortless. ‘Pleasantness’ differs from person to person, too.

As Vilnat (1996) arguesthereis no consensusf what comprisesa good dialogue.When askingthe user,the
designer has to make sure that the user is representative of tiseendermsof backgroundand frequencyof
use.Thedesignemeedgo conductmanyevaluationgo takeinto accountany variationsbetweernusers Because
of these problems, many researchers have tried to provide a means of objectively evaluating a system.

7.2 Quantitative evaluation

Therearetwo methodologiedor quantitativelyevaluatinga dialoguemanagemensystem:black box and glass
box. The blackbox methodis concernedvith input andoutputbehaviourwhilst the glassbox methodevaluates
the behaviourof individual componentsn the system.Glassbox evaluationcanrely on a comparisorbetween
the outputof a componentindaretrospectiveeferenceBy directly comparingthe two it is possibleto measure
the accuracy of that component. The black box approadheatherhand,cannotusethis methodto evaluate a
dialogue since there is no ‘correct’ dialogue to compatiit Despitethis, objectiveevaluationof the dialogue
is necessaryin order to comparethe performanceof different systems.Initial efforts have been made to
standardise this (see EAGLES 1994, Fraser 1995b) but remain work in progress.

Frasern(1995a)andEckert(1996)derivea measuref its successrom the numberof turnstakenin a dialogue .
This is problematic,however,sincethe dialoguemay not end satisfactorilyfor the user.It alsofavoursterse,
efficient dialogueswhich may seemunnaturalto the user. As Fraserpoints out, the majority of languageis
“messy” andhencea certainamountof inefficiency may makethe dialoguepleasantThe numberof turnstaken
by a dialogue cannotbe usedto make direct comparisonsdetweensystems.Fraseralso notesthat in some
dialoguesthereis a degreeof repetition;user'sbecomeensnaredn loopswherethe systemcontinually makes
the samemistake.The proportionof the numberof turnsspentin repetitionmay be a more usefulcomparison,
but it is often difficult to detectwhen a useris repeatingparts of a dialogue.Ratherthan simply detecting
whether the system has been in the same state before, overall patterns of behaviour need to be detected.

A more analytical approach needs to be taken. Ta{@B86)communicatiordeviations(seesection6.2, above)
couldbe utilisedfor this purpose.The frequencyof differing classeof errorsandthe costassociateavith their
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recoverycanbe usedto comparesystem’sperformancelf a benchmarkstandardor differing typesof dialogue
systemss producedthena system’sperformanceanbe measurediFor anaccuratecomparisonhowever there
needgo be a standardaxonomyfor describinga dialoguesystem.Until thisis achievedhendirectcomparisons
between systems mean little.

Churcheret al. (1997) proposesthe use of a generictemplatefor the evaluationof dialogue management
systems,basedon the model in Figure 2. The template provides an application-independentethod for
assessingsystemsaccordingto the featuresthey exhibit. Rather than thinking of evaluationin terms of
speed/accuracyf analysisof somestandardestcorpus,dissimilar, rival DMSs from different domainscanbe
meaningfully comparedby assessindhow well they match this generictemplatefor dialogue management
architectureThis "genericness$corecantemperany measure®f speedaccuracypaturalnesgtc.,in muchthe
sameway asAtwell (1996b)proposedy the evaluationof parsingschemesgainsta genericEAGLES-derived
template of syntactic levels.

8. Conclusions

This reporthasprovidedan overview of someof the differing issuesaffecting dialoguemanagemensystems.
Their primary useis envisagedsa spokenlanguagedront endto anapplication.Ratherthanrelying on one-shot
guestionand answerstyle interaction,a dialogueis a more personalaffair establishingthe exactrequirements
from a user.As a result, the evaluationof the systembecomesa subjectiveone, despiteattemptsto produce
guantitativemeasuresThe preciserole of dialoguemanagemensystemsremainsto be seen.Although there
havebeena numberof successfullyimplementedsystemsa recentsurveyof user'sopinionsby Dybkjaeret al.
(1995)showedhat mostpreferredalking to a human.Whetherthis reflectsa lack of pleasantnesahich hasyet
to be implementedn a system,or the user’slack of willingnessto usea new technologyremainsto be seen.
Vilnat (1996)favoursthe subjectiveassessmertf systemsafterall, the useris the bestpersonto carry out an
evaluation and the simplest question you can ask him or her is, would they like to use it again?
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