
This is a repository copy of Comparison between the bivariate Weibull probability 
approach and linear regression for assessment of the long-term wind energy resource 
using MCP.

White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/81530/

Version: Accepted Version

Article:

Weekes, SM and Tomlin, AS (2014) Comparison between the bivariate Weibull probability 
approach and linear regression for assessment of the long-term wind energy resource 
using MCP. Renewable Energy, 68. 529 - 539. ISSN 0960-1481 

https://doi.org/10.1016/j.renene.2014.02.020

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

Unless indicated otherwise, fulltext items are protected by copyright with all rights reserved. The copyright 
exception in section 29 of the Copyright, Designs and Patents Act 1988 allows the making of a single copy 
solely for the purpose of non-commercial research or private study within the limits of fair dealing. The 
publisher or other rights-holder may allow further reproduction and re-use of this version - refer to the White 
Rose Research Online record for this item. Where records identify the publisher as the copyright holder, 
users can verify any specific terms of use on the publisher’s website. 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 

mailto:eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/


Comparison between the bivariate Weibull probability approach and linear regression for assessment of 

the long-term wind energy resource using MCP 

S. M. Weekes and A. S. Tomlin 

Doctoral Training Centre in Low Carbon Technologies, Energy Research Institute, School of Process, 

Environmental and Materials Engineering, University of Leeds, Leeds, LS2 9JT, UK 

Highlights 

 Measure-correlate-predict approach based on bivariate Weibull probability tested at 22 sites  

 Deviations from ideal bivariate Weibull behaviour investigated using observed and artificial data  

 Error metrics calculated using 120 test periods over an 11 year data record  

 Performance compared to existing regression methods using variable onsite measurement 

periods  

Keywords: measure-correlate-predict, wind resource assessment, bivariate Weibull distribution 

Abstract  

A detailed investigation of a measure-correlate-predict (MCP) approach based on the bivariate Weibull 

(BW) probability distribution of wind speeds at pairs of correlated sites has been conducted. Since wind 

speeds are typically assumed to follow Weibull distributions, this approach has a stronger theoretical 

basis than widely used regression MCP techniques. Building on previous work that applied the technique 

to artificially generated wind data, we have used long-term (11 year) wind observations at 22 pairs of 

correlated UK sites. Additionally, 22 artificial wind data sets were generated from ideal BW distributions 

modelled on the observed data at the 22 site pairs. Comparison of the fitting efficiency revealed that 

significantly longer data periods were required to accurately extract the BW distribution parameters 

from the observed data, compared to artificial wind data, due to seasonal variations. The overall 

performance of the BW approach was compared to standard regression MCP techniques for the 

prediction of the 10 year wind resource using both observed and artificially generated wind data at the 

22 site pairs for multiple short-term measurement periods of 1-12 months. Prediction errors were 

quantified by comparing the predicted and observed values of mean wind speed, mean wind power 

density, Weibull shape factor and standard deviation of wind speeds at each site. Using the artificial 

wind data, the BW approach outperformed the regression approaches for all measurement periods. 

When applied to the real wind speed observations however, the performance of the BW approach was 



comparable to the regression approaches when using a full 12 month measurement period and 

generally worse than the regression approaches for shorter data periods. This suggests that real wind 

observations at correlated sites may differ from ideal BW distributions and hence regression approaches, 

which require less fitting parameters, may be more appropriate, particularly when using short 

measurement periods.  

1 Introduction  

The installed capacity of wind energy systems has seen rapid growth over the last decade [1] as 

governments, businesses and individuals seek to reduce their carbon emissions in response to growing 

concern over climate change. In the UK, where a legally binding commitment exists to reduce CO2 

equivalent emissions by 80% in 2050 compared to 1990 levels, wind power is considered a key part of 

ƚŚĞ GŽǀĞƌŶŵĞŶƚ͛Ɛ ƐƚƌĂƚĞŐǇ ƚŽ ĚĞĐĂƌďŽŶŝƐĞ ĞůĞĐƚƌŝĐŝƚǇ ƐƵƉƉůies [2]. To ŵĂǆŝŵŝƐĞ ƚŚĞ UK͛Ɛ ĨĂǀŽƵƌĂďůĞ ǁŝŶĚ 

potential, wind energy systems on a range of scales should be utilised.  

Vital to the successful deployment of wind power systems on any scale is an accurate assessment of the 

available wind energy resource. Since wind flows are stochastic in nature, the wind resource must be 

characterised using long-term averages which describe the available power at the proposed (target) site. 

For large-scale installations, this typically involves onsite measurements of wind speed and direction 

covering 1-3 years [3], in addition to long-term correlation with a nearby reference site to account for 

inter-annual variations. The correlation is achieved using one of a family of approaches known 

collectively as measure-correlate-predict (MCP). A typical MCP approach involves using regression or 

other techniques to relate wind speed measurements at a target site with concurrent measurements at 

a nearby reference site [4], or with appropriate atmospheric data from reanalysis projects [5]. Long-term 

historical reference data is then used with the established relationship to predict the long-term wind 

resource at the target site. 

For small-scale installations, a long-term measurement campaign may not be practical or financially 

viable and developers may rely on wind maps, empirical correction factors [6] or boundary layer scaling 

approaches [7, 8]. MCP applied to very short-term measurement periods may also be a viable approach 

[9] providing the performance of the techniques as a function of the measurement period has been 

investigated.  



The literature related to MCP is extensive, encompassing industry reports, commercial software, and 

conference and academic papers dating back to the 1940s [10]. Here we mention only the major classes 

of MCP techniques, a more detailed review can be found in [10]. Early MCP approaches [11, 12] involved 

simple scaling of the short-term mean wind speed using long-term reference site measurements, thus 

providing only limited information regarding the long-term wind resource. Later studies [4, 13-15] used 

linear regression of the scalar wind speeds at the target and reference sites to predict a long-term time 

series based on short-term measurements, from which parameters related to the wind speed 

distribution could be estimated. More complex regression models, including two-dimensional [16], 

vector [14] and non-linear [17] have also been investigated. Mortimer [18] proposed binning wind data 

according to the reference site wind speed and direction and construction of a matrix containing ratios 

of the short-term reference and target site wind speeds. The ratios were used along with a matrix of 

standard deviations to predict the long-term target site wind speeds. A matrix approach was also 

proposed by Woods and Watson [19] where wind data was binned according to reference and target 

site wind direction. Further processing was undertaken to account for the directional wind veer that 

may occur in complex terrain. Learning based techniques such as artificial neural networks (ANNs), 

which represent learned patterns between input and output data by weighted interconnections, are 

increasingly being applied to MCP [20-24]. Given training data with known reference and target site 

wind speeds, the patterns can be learnt and applied to unseen data to make predictions at the target 

site. MCP approaches based on the joint probability distribution function (pdf) between reference and 

target site wind speeds have also been proposed [25, 26], although such approaches have received 

relatively little attention considering their attractive theoretical properties. Despite the variety of 

proposed approaches, MCP implementation in commercial software packages [27-29] is often restricted 

to top-down linear regression or scaling approaches, presumably due to their simplicity and empirical 

success.  

This study is concerned with an MCP approach based on the joint pdf between the reference and target 

site wind speeds. The motivation for this approach is that whilst simple linear regression techniques are 

based on the assumption of a bivariate Gaussian distribution between two variables [26, 30], univariate 

Weibull distributions are typically used in wind resource assessment [31]. Hence there is a stronger 

theoretical justification for describing the correlation between target and reference site wind speeds 

using a bivariate Weibull (BW) distribution. Such an approach provides a direct mathematical basis for 

modelling the distribution of wind speeds at the target site given a specific input wind speed at the 

reference site. The modelled distributions are known as conditional distributions since they are 



conditional on the input reference site wind speed. This approach contrasts with regression techniques 

which treat the conditional distributions as scatter or residual errors about a true mean value. Recently, 

Perea et al. [26] used artificially generated wind speed data to investigate the utility of an MCP approach 

based on BW probability distributions. Their results indicated that the approach performed better than 

several established MCP techniques. However, a vital question is whether such a promising approach 

can be successfully applied to real wind speed observations which will likely deviate from idealised BW 

distributions and which may contain terms dependent on season and wind angle.  

In this work, the BW approach is applied to wind speed observations at 22 pairs of UK sites located in a 

variety of terrains, in addition to artificially generated wind data drawn from ideal BW distributions. A 

sliding window technique is applied to data records covering 11 years, using short-term measurement 

periods of 1-12 months, to predict the long-term (10 year) wind resource at each site. The accuracy of 

the wind resource predictions is assessed through a variety of error metrics and the results compared to 

widely used regression MCP approaches. The aims of this work are: (I) To investigate the practical 

challenges of applying the BW approach to real wind data compared to artificial data drawn from ideal 

BW distributions, (II) To compare the performance of the BW approach with widely used linear MCP 

techniques using real wind data from a number of sites. 

2 Methodology  

MCP approaches are generally concerned with predicting a long-term historical time-series of wind 

speeds (and possibly directions) using short-term concurrent wind measurements at a correlated 

reference/target site pair. The short-term measurements are used to model the relationship between 

the two sites, while long-term historical reference data are used as model inputs to predict the long-

term target site wind speeds.  

Using simple linear regression, any input reference site wind speed has a corresponding single-valued 

output prediction at the target site. Repeating this process for the full historical time-series at the 

reference site produces an estimated long-term historical time series at the target site that is assumed 

to be a suitable predictor of the future wind resource. The BW probability approach involves a similar 

process but with the following distinctions. Firstly, the BW approach seeks to directly model the 

underlying distribution of target site wind speeds rather than the historical time-series. Secondly, rather 

than the restriction that a specific reference site wind speed corresponds to a specific target site wind 

speed, the BW approach predicts a distribution of target site wind speeds for every reference site wind 



speed in the form of a conditional probability distribution. Since wind power is proportional to the cube 

of the wind speed, these characteristics are important in achieving accurate wind resource predictions. 

The BW approach will now be described in more detail. 

2.1 A bivariate probability approach to MCP 

Given two correlated random variables, their relationship may be described by a bivariate pdf. The 

height of the pdf surface at a point describes the probability of observing a particular combination of 

variable pairs. The distribution can be thought of as being composed of a series of one-dimensional, 

conditional probability distributions or vertical slices through the two-dimensional probability surface. 

Each slice describes the probability of observing particular values of one variable given a fixed value of 

the second. In addition, the conditional probability slices can be integrated across one of the variables to 

yield the marginal, or complete, distribution of the other variable.  

For wind speeds observed at a correlated reference/target site pair, the conditional and marginal 

probability densities have a direct physical interpretation. The conditional probability density is given by 

[26]: 

݂ሺݑ௧ȁݑ ൌ ᇱݑ ሻ ൌ ݂ሺݑᇱ ǡ ᇱݑ௧ሻ݂ሺݑ ሻ   
Equation 1 

where ݑ and ݑ௧ represent wind speed observations at the reference and target sites respectively and ݑᇱ  is a specific value of ݑ, ݂ሺ࢘ݑǡ  ሻ represents the univariate pdf at the࢘ݑ௧ሻ is the bivariate pdf and ݂ሺݑ

reference site.  

The marginal pdf at the target site, ݂ሺݑ௧ሻ, is obtained by integrating the product of the conditional pdf  

in Equation 1 and the marginal pdf at the reference site, ݂ሺݑሻ, over all reference site wind speeds using 

[26]: 

݂ሺݑ௧ሻ ൌ න݂ሺݑ௧ȁݑ ൌ ᇱݑ ሻ ݂ሺ࢘ݑሻ ࢘ݑ 

Equation 2 

The marginal pdf of wind speeds at the target site ݂ሺݑ௧ሻ, represents the key descriptive quantity of the 

target site wind resource. 



Implementation of an MCP approach based on an underlying bivariate pdf requires a prediction of the 

long-term marginal pdf of wind speeds at the target site, ݂ሺݑ௧ሻ, based on a short-term measurement 

period. Combining Equation 1 and Equation 2: 

݂ሺݑ௧ሻ ൌ න ݂ሺݑǡ ሻݑ௧ሻ௦݂௧ሺݑ ݂ሺݑሻ ݑ 

Equation 3 

where the subscripts ͚ƐŚŽƌƚ͛ ĂŶĚ ͚ůŽŶŐ͛ ƌĞĨĞƌ ƚŽ ƚŚĞ ƐŚŽƌƚ-term training period and long-term prediction 

period respectively. 

In line with previous work [26], it is assumed that the short-term measurement period is sufficient to 

determine the form of the underlying bivariate pdf, ݂ሺݑǡ  ௧ሻ using some fitting procedure and that thisݑ

function does not change with time. To obtain ݂ሺݑ௧ሻ from a short-term measurement campaign also 

requires an estimate of the long-term reference site wind speed distribution ݂ሺݑሻ. This is obtained 

by fitting a univariate Weibull distribution to the long-term wind speed observations at the reference 

site. In practice, the wind speed observations are discrete rather than continuous and the integral in 

Equation 3 is replaced with a summation at discrete intervals.  

2.2 Application of the bivariate Weibull probability approach 

While a number of BW constructions are possible [32], the present application requires a formulation 

that yields two-parameter, univariate, Weibull marginals and whose likelihood function is analytically 

tractable. Here the BW previously employed by Johnson et al. [33] in relation to strength properties of 

lumbar, which was later applied to artificial wind data by Perea et al. [26] is used. The BW pdf contains 

five parameters and is described by [33]:  

݂ሺ࢘ݑǡ ௧ሻݑ ൌ  ݇ܿ ൬ܿ࢘ݑ൰ቀೝௗ ቁିଵ ݇௧ܿ௧ ൬࢚ܿݑ௧൰ቀௗ ቁିଵ ൝൬ܿ࢘ݑ൰ೝௗ  ൬࢚ܿݑ௧൰ௗ ൡௗିଶ
 

  ቐ൬ܿ࢘ݑ൰ೝௗ  ൬࢚ܿݑ௧൰ௗ ൩ௗ  ͳ݀ െ ͳቑ    ቐെ൬ܿ࢘ݑ൰ೝௗ  ൬࢚ܿݑ௧൰ௗ ൩ௗቑ 

Equation 4 



where ݇ and ܿ are the Weibull shape and scale factors respectively, Ͳ ൏ ݀  ͳ describes the degree of 

association between wind speed observations at the two sites and the subscripts ݎ and ݐ refer to the 

reference and target sites. The magnitude of ݀ is inversely related to the degree of correlation between 

the two sites [32]. 

Johnson et al. [33] showed that the log-likelihood (  ܮ) function for this distribution is tractable and may 

be used to fit the BW to concurrent observations of the two correlated variables using the method of 

maximum likelihood (MML). The   ܮ is given by: 

ܮ   ൌ ݊   ൬݇ܿ൰  ݊   ൬݇௧ܿ௧൰  ൬݇݀ െ ͳ൰  ൬ݑǡܿ ൰
ୀଵ ൩ 

൬݇௧݀ െ ͳ൰  ൬ݑ௧ǡܿ௧ ൰
ୀଵ ൩  ൝ሺ݀ െ ʹሻ  ൬ݑǡܿ ൰ೝௗ  ൬ݑ௧ǡܿ௧ ൰ௗ ൩

ୀଵ ൡ 
  ቐ൬ݑǡܿ ൰ೝௗ  ൬ݑ௧ǡܿ௧ ൰ௗ ൩ௗ  ͳ݀ െ ͳቑ െ൬ݑǡܿ ൰ೝௗ  ൬ݑ௧ǡܿ௧ ൰ௗ ൩ௗ

ୀଵ


ୀଵ  

Equation 5 

where ݊ is the total number of observations, ݑǡ and ݑ௧ǡ represent the ݅௧ concurrent wind speed 

observation at the reference and target sites respectively and    is the natural logarithm.  

Here, short-term wind speed observations at the reference and target sites were used to obtain the 

fitted BW pdf by minimising the negative   ܮ (equivalent to maximising   ܮ) using a multidimensional, 

non-linear Nelder-Mead search implemented in MATLAB  [34]. Using the method of Johnson et al. [33], 

the minimisation was implemented as follows: (I) starting estimates of ݇ǡ ݇௧ ǡ ܿ  and ܿ௧ were obtained 

through fitting univariate Weibull distributions to the short-term wind speed observations at the target 

and reference sites and these were used with an initial value of ݀ = 0.5 to minimise   ܮ with respect to ݀ 

only, (II) these starting parameters were used for a second minimisation search with respect to all five 

parameters to obtain the final fitted BW distribution, ݂ሺ࢘ݑǡ  ௧ሻ. The predicted long-term target site windݑ

speed distribution ݂ሺݑ௧ሻ, was then obtained using Equation 3.  

A second approach was also implemented for comparison. Final estimates of ݇ǡ ݇௧ ǡ ܿ and ܿ௧ were 

extracted through univariate Weibull fits to the short-term reference and target site wind observations. 



The association parameter ݀ was then obtained using the relation between ݀ and the covariance of ݑ 

and ݑ௧ proposed in [32]: 

ǡݑሺݒܿ ௧ሻݑ ൌ ܿܿ௧ Ȟ ൬ ݀݇  ͳ൰ Ȟ ൬ ݀݇௧  ͳ൰Ȟ ൬ ͳ݇  ͳ݇௧  ͳ൰ 

െȞ൬ ͳ݇  ͳ൰Ȟ ൬ ͳ݇௧  ͳ൰ Ȟ ൬ ݀݇  ݀݇௧  ͳ൰൨ ൊ Ȟ ൬ ݀݇  ݀݇௧  ͳ൰ 

Equation 6 

where Ȟ is the gamma function. 

Equation 6 was solved numerically to obtain an estimate for ݀ with the restriction Ͳ ൏ ݀  ͳ. This 

approach allows all five parameters to be obtained without fitting the full two-dimensional distribution. 

This modified technique is referred to as BW2 in the following discussion. As with the BW approach, 

݂ሺݑ௧ሻ was obtained using Equation 3. 

To determine the statistical parameters that describe the predicted wind resource, 10
6
 random wind 

speed samples were drawn from the predicted ݂ሺݑ௧ሻ.  These were used to calculate the error 

metrics described in Section 2.6. Since the angular dependent upwind roughness can affect the scaling 

between the reference and target site wind speeds [8], the BW approach was implemented using wind 

data binned into 90
0
 angular sectors with respect to the reference site wind direction, except when 

investigating the convergence efficiency (Section 3.1) where no binning was applied. This sector width 

was chosen based on the performance of the BW approach for sector widths of 30
0
-360

0
. For training 

periods where there were less than 80 observations within an angular bin, the fitted BW parameters 

behaved erratically and hence the data from the full range of angles was used. 

2.3 Generation of artificial wind speed data 

In addition to the long-term observed wind data at multiple sites, which is crucial to investigating the 

performance of the BW approaches, samples of artificial data drawn from known BW distributions were 

also used. The purpose of using additional artificial data was (I) to validate the proposed theoretical 

framework for BW-based MCP (II) to investigate differences in the fitting efficiency of the BW 

distribution using real and idealised data, and thereby infer how observed data differs from idealised 

BW distributions and (III) to investigate to what extent conclusions based on artificial data may be 

extrapolated to observed data. 



Samples of artificial wind data drawn from specified BW distributions were constructed using an 

approach reported by Lu and Bhattacharyya [32] and others [33, 35]. The artificial data was used to 

mimic the results of a short-term measurement campaign at two correlated sites with an ideal BW 

distribution, thus providing a first step to validating the methodology. 

Correlated, artificial random variables representing ݊ pairs of concurrent wind speeds at two sites are 

here denoted as (ܠ ൌ ሾݔଵǡ ݔଶǡǥݔሿ, ܡ ൌ ሾݕଵǡ ݕଶǡǥݕሿ) and written in terms of the independent random 

variables (ܞ ൌ ሾݒଵǡ ݒଶǡǥݒሿ, ܟ ൌ ሾݓଵǡ ݓଶǡǥݓሿ) for the ݅௧ pair using the expressions [32]: 

ݔ ൌ   ଵȀೣܿ௫ݓௗȀೣݒ
Equation 7 

ݕ ൌ ሺͳ െ  ଵȀܿ௬ݓሻௗȀݒ

Equation 8 

where ݇, ܿ and ݀ are the BW distribution parameters defined previously, ܞ is a random variable 

distributed uniformly in the interval [0,1] and ܟ has an exponential and gamma mixture pdf given by 

[32]: ݂ሺݓሻ ൌ ሺͳ െ ݀  ሻ݀ݓ ሻݓሺെݔ݁ ǡ      ݓ  Ͳ 

Equation 9 

Using the method of Johnson et al. [33], the following procedure was used to generate random samples 

from the BW distribution. First, five random variables ሺܛଵǡܛଶǡ ଷǡܛ ସǡܛ  ହሻ were generated in the intervalܛ

[0,1] along with the assignments ܞ ൌ  :ଵ andܛ

ܟ ൌ ൜െ   ሺܛଶሻ െ   ሺܛଷሻǡ      െ   ሺܛସሻ ǡ ହܛ     ହܛ   ݀  ݀ 

Equation 10 

After defining the variables ሺܞǡܟሻ, artificial wind speed samples ሺܠǡ  ሻ were generated with the desiredܡ

distribution parameters using Equation 7 and Equation 8. Artificial data sets representing 11 years of 

hourly wind speed entries were generated for each of the 22 site pairs considered in this study using 

distribution parameters extracted from BW fits to the observed long-term data records. These were 



used for comparing the performance of the BW approach using artificial versus real wind data. Since the 

artificial data was generated using distribution parameters extracted from observations at each of the 

monitoring sites, they represent idealised BW versions of the observed data. 

2.4 Baseline MCP approaches 

To assess the utility of the BW approach, its success was compared with two widely used linear MCP 

techniques, linear regression (LR) and the variance ratio method (VR). While more sophisticated MCP 

approaches exist, linear methods are widely used both in the wind industry [10] and as a baseline for 

testing new approaches [15, 22, 36]. Hence, as a minimum requirement, the performance of the BW 

approach should first be tested against these techniques. 

In line with previous studies [4, 19], the LR and VR techniques were applied to wind data binned in 30
0
 

angular sectors with respect to the reference site wind direction, resulting in 12 separate regressions for 

each reference/target site pair. For training periods with less than 20 entries in a particular angular bin, 

the regression parameters for the bin were obtained using data from the full range of angles. 

2.4.1 Linear regression 

For LR, the target and reference site wind speeds are related by: ݑ௧ ൌ ߙ  ݑߚ   ߝ

Equation 11 

where ߙ and ߚ are regression coefficients obtained using a least squares fit and ߝ represents the 

residual errors.  

Previous work [9] demonstrated that the success of the LR technique can be significantly improved by 

accounting for the residual errors. Hence, here ߝ is modelled using random samples from a zero-mean 

Gaussian distribution of the form: ߝ ̱ ࣨሺͲǡ ௦ଶߪ ሻ  
Equation 12 

where ߪ௦ is the standard deviation of the residuals estimated during the short-term training period, 

given by [37]:  



௦ߪ ൌ ඨ ͳ݊ െ ʹሺݐݑǡ݅ െ ݊ʹǡ݅ሻݐොݑ
݅ൌͳ  

Equation 13 

and ݑ௧ǡ and ݑො௧ǡ  are the ݅௧ observed and predicted target site wind speeds respectively and ݊ is the 

total number of observations. 

2.4.2 Variance ratio method 

The variance ratio method is an approach derived from linear regression that attempts to account for 

the fact that, where no account is taken of the ߝ term, the variance of the target site wind speeds is 

underestimated by a factor 1 Ȁݎ, where ݎ is the linear correlation coefficient. The method is discussed in 

detail elsewhere [15] and so here we simply present the descriptive equation. The predicted target site 

wind speeds are given by: 

ො௧ݑ ൌ ݑത௧ െ ߪ௧ߪ൨ ത൨ݑ  ߪ௧ߪ൨  ݑ

Equation 14 

where ݑത  represents the mean wind speed and ߪ represents the standard deviation of wind speeds 

about the sample mean as estimated from the short-term measurement period. The subscripts ݎ and ݐ 

refer to the reference and target sites respectively. 

The baseline MCP approaches described above were applied previously to the meteorological 

monitoring sites used in this study for a fixed short-term measurement period of three months [9]. They 

are included here to serve as a comparison for assessing the success of the BW approaches using 

multiple measurement periods. 

2.5 Meteorological Measurements 

The MCP approaches were implemented using long-term wind data from monitoring sites across the UK 

obtained from the UK Met Office anemometer network [38]. For all sites, the data consisted of hourly 

averaged wind speed and direction with a resolution of 10϶ and 0.51 ms
-1

 (0.51 ms
-1

 = 1 knot), and 

covered the same 11 year period of August 2001 ʹ July 2012. The MCP approaches were applied to 22 

target sites designated as urban, sub-urban, rural or coastal using satellite images. A range of terrains 

were used to calculate average statistics that can be generalised to a range of site types. In addition to 



the target sites, 15 nearby meteorological stations were selected as reference sites for the 

implementation of the MCP algorithms. Wherever possible, reference sites were located in open rural 

terrain, or in coastal areas when paired with coastal target sites. Standard Met Office observational 

practice requires siting anemometers at 10 m above ground level. Sites where the anemometer height is 

known to differ from this are noted in Table 1. The approximate locations of the monitoring sites are 

shown in Figure 1 and further details are in Table 1. The wind speed frequency distributions for all sites 

were deemed to be adequately described by univariate Weibull distributions. The average and 

maximum differences in estimated wind power density calculated from observed data and the fitted 

Weibull distributions was 2.2% and 5.7% respectively. 

To obtain robust error statistics, multiple test periods were used by implementing a sliding window 

approach [9] across the entire 11 year data record as follows: (I) A 12 month training window was 

shifted in steps of one month across the entire data record using a total of 120 steps. At each step, data 

not covered by the window had a combined length of 10 years and was designated as the test data such 

that the training and test data did not overlap. (II) Within the training window, the training length was 

varied between 1 and 12 months representing a range of short-term onsite measurement periods. For 

each training period the MCP approaches were applied to predict the 10 year wind resource at the 

target sites over the test period. (III) The predictions were repeated for each window position resulting 

in 120 predictions for each training data length. These predictions were then compared with the 

observed target site wind data during the test periods in order to calculate error statistics.  

 



 

Figure 1: Approximate locations of the UK monitoring sites used in this study. Target sites (black circles) are designated as 

Urban, Sub-Urban, Rural or Coastal. Reference sites (grey stars) are designated as Rf.  

© Crown copyright/database right 2011. An Ordnance Survey/EDINA supplied 
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Table 1: Summary of the UK monitoring sites used in this study. Reference sites are designated as Rf, target sites are designated 

as Urban, Sub-Urban, Rural or Coastal. The ordnance survey grid references (OS grid), elevations above sea level (Elev), ratio of 

wind speeds at the target and reference sites (ݑ௧/ݑ), separation distances (݀) and linear correlation coefficients (ݎ) are 

also shown. Anemometer heights known to differ from 10 m above ground level: *݄ = 20.6 m, **݄ = 22.5 m.  

2.6 Error metrics 

To assess the accuracy of the MCP approaches, the error metrics of mean absolute error (MAE), mean 

bias error (MBE) and absolute percentage error (%Error) were used to compare predicted statistical 

parameters with those observed at the target sites. For an arbitrary parameter of interest ݖ, and a 

collection of ܰ sites, these metrics are defined as: 

ܧܣܯ ൌ หݖ௦ǡ െ ௗǡหݖ Ȁܰ 

Equation 15 

ܧܤܯ ൌ ሺݖௗǡ െ  ௦ǡሻȀܰݖ



Equation 16 

Ψݎݎݎܧ ൌ ͳͲͲหݖ௦ǡ െ ௦ǡݖௗǡหݖ Ȁܰ 

Equation 17 

where the subscripts refer to the observed and predicted values of the parameter at the ݆௧ site. 

These metrics were applied to the predicted mean wind speed in addition to three further parameters 

of particular importance in characterising the wind resource, as defined below. 

The mean Betz power density in the wind given by [39]: 

ҧௗ ൌ ሺͳȀʹሻͲǤͷݑߩଷതതത 

Equation 18 

where (16/27) is the Betz limit, 1.225 = ߩ kgm
-3

 is the air density and ݑଷതതത is the mean of the cubed wind 

speeds. 

The univariate Weibull shape factor ݇, where the univariate Weibull pdf is defined by: 

݂ሺݑሻ ൌ  ݇ ିଵܿݑ    ቈെ ቀܿݑቁ 
Equation 19 

where ݑ and ܿ represent the wind speed and univariate Weibull scale factor respectively. 

The standard deviation of wind speeds defined as:  

ߪ ൌ ඩ ͳ݊ െ ͳሺݑ െ തሻଶݑ
ୀଵ  

Equation 20 

where ݊ is the total number of observations, ݑ is the ݅௧ wind speed observation and ݑത  is the mean 

wind speed. 



Since the sliding window approach results in 120 predictions for each target site and training length, the 

error metrics for each training length were calculated as the average across all window positions and 

target sites. 

3 Results and Discussion  

3.1 Convergence efficiency of the bivariate Weibull parameters using artificial verses 

observed wind data 

To investigate the efficiency with which the fitted BW parameters converged with respect to the sample 

length when using observed versus artificial wind data, four reference/target site pairs (one from each 

terrain type) were chosen, along with their associated artificially generated wind data, for detailed 

investigation. Since similar trends were observed for each site pair, the results of a single site pair 

Rf4/R3 located in open, flat terrain, are presented here.  

The five parameters associated with the fitted BW pdf for the two sites were first determined using 

MML as described in Section 2.2 using the full 11 year data record. The extracted parameters were ݇ = 

2.04, ܿ = 6.01, ݇௧ = 1.96, ܿ௧ = 3.98 and ݀ = 0.48. These parameters were used as inputs to create 

samples of artificial data from the specified BW distribution as described in Section 2.3. To compare the 

fitting efficiency for the artificial and observed wind data, MML was used to extract the five BW 

parameters using progressively increasing sample sizes of observed or artificial data. A step size of 24 

data points was used, representing one day of hourly averaged wind speeds.  

The artificial data was sampled randomly from the specified distribution, hence for each sample of a 

particular size, the fitted BW parameters will vary until the sample size is large enough for the 

parameters to converge. For observed wind data, a real wind measurement campaign was replicated by 

choosing samples of consecutive wind data thus introducing additional complexity due to seasonal 

variations. The variability in the extracted parameters was investigated using a Monte Carlo approach, 

whereby for each sample size the fitting procedure was repeated using 200 trials. For the artificial data, 

the 200 trials were generated randomly from the required distribution. For the observed wind data, the 

200 trials were consecutive observations with random starting points throughout the 11 year data 

record, thus replicating measurement campaigns initiated at different times. The Monte Carlo approach 

was used to extract the predicted mean and standard deviation for each distribution parameter and 

sample size. 



Figure 2 shows the results of this procedure for the BW target site parameters of ݇௧, ܿ௧ and ݀. The 

standard deviation across the 200 trials for each sample size is related to the precision of the fits. A large 

standard deviation indicates that the fitted parameter is dependent on the exact locations of the 

samples; hence increased fitting efficiency is associated with a faster reduction in standard deviation 

with sample size. For all three parameters, Figure 2 shows that the fitting efficiency is considerably 

greater when using artificial wind data compared to observed wind data. In the case of the observed 

data, seasonal variations in the wind speeds and directions are likely to impact on the form of the BW 

distribution leading to the large variations across different trials. Hence significantly longer data samples 

may be required to accurately extract the distribution parameters when using observed wind data 

compared to artificial data. 

The mean values from the Monte Carlo averaging are also of interest since they represent the accuracy 

of the fits. Figure 2 shows that for the artificial samples, the mean parameter values reach the true 

distribution values with a sample size of just a few days. For the observed wind data however, there is a 

large over estimation in the mean value of ݇௧ when using small samples. An increased value of ݇௧ 

indicates a narrower wind speed distribution, likely due to ͚ĐůƵŵƉŝŶŐ͚ ŽĨ wind speeds in a relatively 

narrow range related to seasonal weather patterns. Similarly, the observed wind data results in an over 

estimation of the mean fitted value of ݀ when using small samples indicative of poor correlation 

between the two sites. In contrast, the mean value of ܿ௧, related to the target site mean wind speed, 

remains close to the true distribution value even for small samples of observed data. This is not 

surprising since ܿ௧ is directly related to the mean wind speed which can be accurately determined from 

many snapshots of concurrent wind speed observations taken across multiple years (the Monte Carlo 

approach). For observed sample lengths of around 40 days, the mean fitted parameters are relatively 

close to the true distribution values. However, the large standard deviation indicates that the extracted 

parameters lack precision, with large variations possible depending on the measurement season. Similar 

trends were observed in the fitted parameters of ݇ and ܿ. 



 

Figure 2: Variation in the fitted BW parameters of ݇௧, ܿ௧ and ݀ using artificial (dotted line, dark shading) and consecutively 

sampled observed (solid line, light shading) wind data from a single reference/target site pair. The lines indicate a mean value 

averaged across 200 trials, the shading represents +/- one standard deviation from the mean. The inset shows the full BW 

probability surface. 

To investigate if these results were related to seasonal effects, the Monte Carlo procedure was repeated 

using random, rather than consecutively sampled wind speed observations. Using this approach, 

concurrent pairs of wind speed observations at the reference and target sites were drawn at random 

throughout the 11 year data record. This random sampling procedure removes the effect of seasonal 

weather patterns and mirrors more closely the random sampling of artificial wind data. 
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Figure 3 shows the results of this procedure for the BW parameters of ݇௧ and ܿ௧. The mean and standard 

deviation of ݇௧ and ܿ௧ follow almost identical trends using the artificial and observed wind data with 

rapid convergence of both the Monte Carlo mean value and the standard deviation. Similar trends were 

observed for the remaining three BW parameters, indicating that it is the restriction of consecutive 

sampling, and most likely the associated seasonal weather patterns, which result in the loss of fitting 

efficiency when using observed rather than artificial wind data.  

 

Figure 3: Variation in the fitted BW parameters of ݇௧  and ܿ௧, using artificial (dotted line, dark shading) and randomly sampled 

observed (solid line, light shading) wind data from a single reference/target site pair. The lines indicate a mean value averaged 

across 200 trials, the shading represents +/- one standard deviation from the mean. 

These results highlight some important factors related to the implementation of the BW approach to 

observed wind data. Firstly, the convergence time is likely to be significantly longer than in the case of 

artificial data as highlighted by Figure 2. This could result in relatively large errors in the estimated 

parameters when using short data periods. Secondly, assuming these results can be generalised, the 

values of the parameters ݇ and ݀ may be overestimated on average, when using short data periods. 

Note that when conducting a measurement campaign, consecutive sampling of wind speeds is the most 

likely approach due to the time and expense of installing a meteorological mast. However, with the 

improvement in portable measurement devices and where multiple sites are to be investigated, a non-

consecutive sampling approach which captures seasonal variability [40] may be a viable alternative. A 

final observation is noteworthy regarding the two methods outlined in Section 2.2 for extracting the 

distribution parameters. For the four sites considered, the extracted values of ݇௧, ܿ௧, ݇ and ܿ were 

almost identical (within ~1.5%) using both the BW and BW2 approaches. However, BW2 resulted in 
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consistently lower estimates of ݀ (by ~10% - 40%) compared to BW. This suggests that estimates of ݀ 

based on the covariance are associated with a higher predicted correlation between the reference and 

target site wind speeds. Interestingly, when applied to the artificial wind data this difference almost 

vanished indicating that the effect may be due to deviations of the real wind data from idealised 

bivariate Weibull distributions. 

3.2 Comparison between the bivariate Weibull and baseline measure-correlate-predict 

approaches 

To compare the success of BW and BW2 with the existing MCP methods of LR and VR, each approach 

was applied to observed and artificially generated wind data for the 22 site pairs to predict the 10 year 

wind resource. The error metrics were calculated as described in Section 2.6. Figure 5 shows the %Error 

metrics for ݑത  and ҧௗ using the artificially generated data for all 22 site pairs and training lengths of 1-12 

months. The BW approaches clearly perform better than the regression approaches for all training 

lengths in line with previous work [26]. Equivalent trends were also observed for ߪ and ݇.  

 

Figure 4: %Error metric as a function of training period for the wind resource parameters of ݑത  and ҧௗ using artificially generated 

wind data. Lines show the mean value averaged across 22 site pairs. The shaded region represents +/- one standard deviation 

for the BW approach as calculated across the 120 test periods. 

Figure 5 shows the equivalent %Error metrics for ݑത, ҧௗ, ߪ and ݇ using observed wind data for all 22 site 

pairs. Note that applying the sliding window approach to observed wind data ensures that the average 

error metrics are independent of the season or year in which the short-term measurements were taken, 
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while the standard deviation of the percentage errors (shading Figure 5) indicates the magnitude of the 

intra- and inter-annual variations. 

 

Figure 5:  %Error metrics as a function of training period for the wind resource parameters of ݑത  using observed ߪ ҧௗ, ݇ and ,

wind data. Lines show the mean value averaged across 22 site pairs. The shaded region represents +/- one standard deviation in 

for the BW approach as calculated across the 120 different starting months. 

Clearly, the error metrics behave quite differently when the MCP approaches are applied to observed 

wind data. Generally, for short training periods, one or more of the regression approaches results in 

lower %Error than either BW or BW2. Using a full 12 month training period, the BW2 approach performs 

as well as the best regression approach in terms of the %Error in ҧௗ, ߪ and ݇ and slightly better than the 

best regression method in terms of ݑത. It is of interest that for training periods less than 8 months, the 
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relatively simple LR method consistently performs as well or better than the other approaches in 

predicting ݑത  and ҧௗ, while for longer training periods all the MCP approaches tend to converge. For the 

parameters ߪ and ݇ which describe the form of the wind speed distribution, the VR approach performs 

better than the other approaches at short training periods converging with BW2 at longer training 

periods. For all four parameters, the %Error metric is notably lower for the BW2 approach compared to 

BW. Since, as discussed previously, the BW2 approach only differs in the estimation of the ݀ parameter, 

this suggests that the reference/target site covariance provides a more suitable indicator for this 

parameter compared to MML. These results indicate that when using real wind data, the MCP 

approaches of BW and BW2 may not consistently produce more accurate predictions compared to 

regression approaches despite their stronger theoretical basis. This is in contrast to results obtained 

when using artificial wind data (Figure 4Figure 5) and could be due to deviations of the observed wind 

data from idealised BW distributions. It should be noted that the LR approach implemented here 

includes a Gaussian model of the scatter term ߝ about the predicted wind speeds, which has been 

shown to increase the accuracy of predictions [9]. Without this term, the LR method would be 

considerably less competitive with the BW and BW2 approaches. 

Figure 6 shows the MBE metrics, which describe the tendency to overestimate or underestimate a 

parameter, based on the observed data. For a full 12 month training period, the BW approach results in 

the lowest bias in ݑത. However, in terms of ҧௗ, BW2 performs best closely followed by LR, BW and VR. 

Note that while BW2 and LR slightly overestimate ݑത, these approaches also underestimate the width of 

the wind speed distribution, as indicated by the MBE in ߪ and ݇, and these two effects may offset each 

other resulting in a low net negative bias in ҧௗ. VR exhibits a very small bias in ߪ and ݇ and hence the 

positive bias in ҧௗ is a more direct reflection of the positive bias in ݑത  using this approach. As suggested 

in Section 3.1, both BW and BW2 tend to overestimate ݇, especially for short training periods. The 

behaviour of the MBE across these parameters reveals that the errors in ҧௗ are due to a relatively 

complicated combination of factors, including possible cancellation of errors. Despite these 

complications, the MBE is generally small across all MCP approaches for training periods of 12 months, 

with greater differences at shorter training periods. 



 

Figure 6: MBE metrics as a function of training period for the wind resource parameters of ݑത  and ݇ using observed wind ߪ ,ҧௗ ,

data. Lines show the mean value averaged across 22 site pairs.  

Table 2 summarises the metrics of %Error, MAE and MBE for training periods of 3 and 12 months using 

the observed data. At 12 months, the performance of all four MCP approaches is very similar with BW2 

performing very slightly better on average than the remaining approaches. For a shorter training period 

of 3 months there are clearer differences with the regression techniques of LR and VR generally resulting 

in smaller errors than the BW approaches. This is likely because the BW approaches require a greater 

number of fitting parameters and thus requiring longer training periods. Overall, errors are 

approximately halved by increasing the training period from 3 to 12 months. 
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Table 2: Error metrics for the wind resource parameters of ݑത  and ݇ using training periods of 3 months (left) and 12 ߪ ,ҧௗ ,

months (right) averaged across 22 target sites and 120 starting months.  

4 Conclusion  

An MCP approach based on modelling of the underlying BW probability distribution of reference and 

target site wind speeds has been implemented at 22 pairs of UK sites using multiple test periods over an 

11 year data record. Building on previous work that applied the technique to artificial wind data, we 

have carried out a detailed comparison between the performance of the approach using observed and 

artificially generated data. The results indicate that due to seasonal effects, the data period required for 

convergence of the extracted BW parameters is likely to be significantly longer when using observed 

compared to artificially generated wind data and that the Weibull shape factor ݇ and association 

parameter ݀ may be overestimated on average when using short measurement periods. In addition, 

estimating ݀ from the covariance of the target/reference site wind speeds was found to result in 

improved performance across all error metrics compared to estimations based on MML.  

The performance of the BW approach was compared quantitatively with two established regression 

MCP methods using observed wind data at the 22 site pairs as well as artificial wind data generated 

from ideal BW distributions modelled on the same sites. In line with a previous study [26], the BW 

approach outperformed the regression approaches for all measurement periods when applied to 

idealised wind data. However, when applied to observed wind data, the regression approaches generally 

performed better than the BW approaches for short training periods, while all approaches performed 

similarly for training periods of 12 months. The results suggest that the improved performance of the 

12 M Method ǌ ഥࢊ ı k 

%Error BW 2.6 8.4 3.9 4.1 
 BW2 2.6 7.8 3.2 3.7 
 LR 2.8 7.9 4.0 6.7 
 VR 2.9 8.5 3.1 3.6 

  
ǌ 

(ms-1) 
 ࢊഥ

(wm-2) 
ı 

(ms-1) 
k 

MAE BW 0.11 6.1 <0.1 <0.1 
 BW2 0.11 5.7 <0.1 <0.1 
 LR 0.12 5.8 0.10 0.12 
 VR 0.12 6.1 <0.1 <0.1 
MBE BW <0.1 -2.3 <0.1 <0.1 
 BW2 <0.1 -1.2 <0.1 <0.1 
 LR <0.1 -1.6 <0.1 0.11 
 VR <0.1 2.2 <0.1 <0.1 

3 M Method ǌ ഥࢊ ı k 

%Error BW 5.5 18 8.1 7.6 
 BW2 5.5 17 7.7 7.3 
 LR 4.8 14 6.2 7.8 
 VR 4.8 15 5.3 4.3 

  
ǌ 

(ms-1) 
 ࢊഥ

(wm-2) 
ı 

(ms-1) 
k 

MAE BW 0.25 15 0.19 0.15 
 BW2 0.23 13 0.17 0.14 
 LR 0.21 11 0.16 0.14 
 VR 0.21 11 0.13 <0.1 
MBE BW <0.1 -4.5 -0.13 0.12 
 BW2 <0.1 -3.7 -0.11 0.11 
 LR <0.1 -2.8 -0.10 0.13 
 VR <0.1 5.7 <0.1 <0.1 



BW approach when using artificial wind data may not always be transferable to real wind observations 

since they may not precisely follow idealised BW distributions. 

Future work should investigate whether certain sites may respond better to the BW approaches than 

others and to what extent this may be predicted from short-term observations.  
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