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Abstract

A global uncertainty analysis is performed for three current mechanisms desthibilow temperature oxidation of
dimethyl ether (Aramco Mech 1.3, Zheng et al. 2005, Liu et al. 2013) with applicatiomutatsons of species
concentrations (Ck H,O,, CH;OCHO) corresponding to existing data from an atmospheric pressure flow reactor, anc
high pressure ignition delays. When incorporating uncertaiittiesaction rates within a global sampling approach
the distributions of predicted targets can span several orders of magnitude. Thmentpéprofiles however, fall
within the predictive uncertainty limitsA variance based sensitivity analysis is then undertaken using high
dimensional model representations. The main contributions to predictive umidestabme from the CCH,+0O,
system, with isomerisation, propagation, chain-branching, secondary OH formation andpseoxyyreactions all
playing a role. The response surface describing the relationship between saagiied rates and predicted outputs
is complex in all cases. Higher-order interactions between parameters contghifieasitly to output variance, and

no single reaction channel dominates for any of the conditions studied. Sgnsiatter plots illustrate that many
different parameter combinations could lead to good agreement with specific egpeomental data. The Aramco
scheme is then updated based on data from a recent study by Eskola et al. wsbiuts préte different temperature
and pressure dependencies for the rates aOCH,O,—CH,OCH,O,H and CHOCH,O,H—0OH+2CHO compared

with currently used values, and includes well skipping channels. The updatesskota worsen the agreement with
experiments when used in isolation. However, if the rate of th€®CH,O,H+0O, channel is subsequently reduced,
very good agreement can be achieved. Due to the complex nature of the response lsutiamiagtof this channel
remains speculative. Further detailed studies of the temperature and pregmmdedce of the GBCH,O,+0,,
CH,OCH,O,H+0O, system are recommended in order to reduce uncertainties within current DM&nisets for low
temperature conditions.

1. Introduction

Cleaner combustion devices based on the utilization of oxygenated fuels provide promisomg démpti the
development of lower carbon strategies in the transportation and energy sech@sheairt futu@ According to
Fleisch et al., the high heating value, high cetane number and the ability ofydlieteér (DME) to provide very o
gaseous and particulate emissions makes it an ideal substitute for rsbegedrect injection diesel engi@ﬂ is
argued that NOx emissions using DME should be typically lower than when using diesdéliedssince ignition
delays are shorﬁrThe ability of combustion models to predict emission properties and ignition deldnesefore
critical to designing practical combustion devices which may use this fuel dgtifia¢ availability of accurate and
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reliable detailed chemical kinetic models of DME oxidation is therefore of key importante fiurther development

of simplified schemes that could be used in the context of simulating prasitdlustion devices. Nevertheless,
reducing uncertainties in predicted ignition characteristics and concentrationisasfproducts from the combustion
of ethers or furans still remains a challenging task for combustion modelME, lieing a simple candidate for an
oxygenated fuel, provides a useful reference case for other oxygenated fuels in thﬁ context

Several DME oxidation mechanisms have been proposed in the literature that could potentiahefstarting point

for the development of reduced sch@but as is the case with many fuels, the mechanisms may display either
mechanistic, or parametric differences. It is therefore useful to perform amtsalof such mechanisms, to explore
any major differences, and to evaluate how inherent uncertainties in theirdatpumay impact on the predictive
capability of the schemes with respect to available target experimetataLdaet al. in particular, highlight the over-
prediction of key intermediates HGnd HO, by current schemes and suggest that currently available kinetic
mechanisms of DME may contain large uncertainties at high p@ssi:mrme longer term, uncertainties in key
parameters may be decreased by, for example, performing new kinetic studiesingstbessensitivity of selected
predictive targets (e.g. species concentrations, ignition delays) to potentidbimies within the input data to such
schemes can be explored to assist this pmfshelping to identify the most important reactions within a scheme,
which determine the accuracy to which key combustion properties can be prediated. farameters (e.g. rate
constants etc.) can then be the subject of more detailed experimental and thestuelieslin order to provide their
improved quantification, thus helping to improve the predictive accuracy and robustness of thesschem

Whilst it is becoming increasingly common for individual studies of r@actmechanisms to provide a linear
sersitivity analysis with respect to selected target predictions, assessvhehés overall predictive uncertainties of
mechanisms, given uncertainties in their input parameters, are less commonly addresseds@h for this is that in
order to investigate the influence of parametric uncertainty across wide regioigh dimensional input parameter
space, computationally intensive sampling strategies are required. Monte Carlo isardplimg approaches have
previously been applied in this context but for systems with a large numiparaheters (and most combustion
mechanisms fall into this category), the number of runs required to achieve converg&nygestdtistics such as
predicted target means and variance, can be very large. More recently, structkdgsapproaches have been
investigated for the purpose of uncertainty quantification and evaluatiom weittmbustions mechanisms with a
recent study by Hébrard et al. demonstrating such an approach for low temperature butane cﬂidmi;imilar
approach is adopted here, although in this study we do not restrict ourselvesgie angichanism, but rather try to
compare the predictive uncertainty of several mechanisms and to explore the mairotausksuncertainty via
global sensitivity analysis related to the rate constants. Hence we perform auglobahinty evaluation for three
mechanisms describing the low temperature oxidation of DME which serves to ligh&gmain uncertainties and
any differences between the sch@§elected experimental targets of interest include ignition delay trasa
range of temperatures and pressures obtained from a rapid compression @aahMeintermediate species
concentration data from an atmospheric pressure flow reactor operating at low temperatures (ﬁ—?SO K)

2. Methodology
2.1. Kinetic Schemes

Three kinetic schemes representing the low temperature oxidation of DME grarednwithin this study. The first
hereby referred to as tff&iu2013’ mechanism, is a recently updated version of the mechanismnailly developed

by Zhao et ﬂand consists of 295 reversible reactions and 55 s|E_5|eﬂfIaas main updates can be summarised as the
replacement of the hydrogen subset by the model of Burkﬁtm update of several rate constants of the pressure-
dependent DME decomposition reaction as outlined |ﬂ aefl updates to the thermochemistry data from the
thermodynamic database of Goos, Burcat, and I@}scT(he second mechanismeferred to as the “LLNL”
mechanism, was obtained from Lawrence Livermore National Laboratory (LLNL) andiredub Zheng et .It is

a skeletally reduced mechanism based on the scheme originally described in Fisa@ ahd contains 251
reversible reactions and 49 species. The third scheme is a comprehensive hiesafudngaldescribing the oxidation



of small hydrocarbons and oxygenated fuels developed at NUI @Ma@ill be referred to here as the “Aramco”
mechanism and consists of 766 reversible reactions and 125 species. In previous work, each of these schemes ha:
evaluated against experimental data sets as described in the papers referred toalimyeoeldn developed as a
more general scheme, the Aramco scheme in particular has been validatedvaderange of initial conditions and
experimental devices, including flow reactor, shock tube, jet-stirred reantbflame studies for a range of starting
fuels. However, a comprehensive comparison of these schemes in terms of thgitaabilédict low temperatar

DME oxidation, and the impact of choice of rate constant parameterisation and inimeentdinties has not yet been
performed and is a key aim of this study.

2.2. Flow Reactor Simulations

Flow reactor simulations were performed in order to investigate the abitity ahechanisms to predict the formation

of key intermediate species. Based on the experimental data from G theafocus is on the target species,OH
CH;OCHO and HO,. Laminar flow reactor data were chosen for the purpose of our study, because they quantitative
describethe main features of DME low-temperature oxidation and also exhibit a reduced completatppafrature
profile compared to other recent studies such as Herrmar{ﬂetralhe context of a global sensitivity analysis using
sampling based methods, the ability to utilise a simplified modelling strategy baserbatirzensional calculations

in the spatial sense, makes the problem computationally tractable even when thousands of samplesdare requi

The Princeton laminar flow tube reactor has an inner diameter of 17 mm amdraf length of 355 mnithin this
study it was treated as a coupled pair of serially interconnected isotrmrbiadactors representing: (i) the initial
nearly constant temperature part of the flow reactor; (ii) the end sectiba 86w reactor (approx. 100 mm) which
exhibits a slight temperature decrease due to heat release near the exit. fBheeesenodr temperature;, hased on
reported experimental d@was assigned to the first sub-reactor. The valug o fken to be representative for the
simulation cases chosen for the current uncertainty study and this temperatureasl iagbg subsequent simulation
results and uncertainty quantification. The temperature of the second sub-rgastas et to be 0.95Dbased on
available experimental temperature profiles for central reactor temperatus&8 K and 733 K. A fixed residence
time of 1.7 s was chosen based on available experimental data. The pressure is 1 a&modhercases selected for
study here correspond to an equivalence ratio of =0.6. The Cantera software libraries (version 2|§|2\)ithin the
Python environment were employed for modelling the concentrations of target spébgtaminar flow tube reactor
as well as ignition delay times within the rapid compression machine (described withirtteeatien).

Whilst the model represents a simplification of the experimental temperatuile,ptoénables us to perform the
process of global sensitivity and uncertainty analysis in straightforwardwidgh given the sample sizes required
makes the problem tractable. A time-stepAef= 0.5 ms was chosen, and suitable combinations of absolute and
relative tolerances were used in order to achieve consistent convergencelyeststisa The predicted steady-state
mole fractions of the target speciesl,O, CHLOCHO, HO, were chosen for subsequent uncertainty and sensitivity
analyses. Under the assumptions described above, about 1 minute was reqemetifalividual sample calculation

on single core processor. According to Saltelli @ahis computational cost can be understood to be a reasonable
upper limit for adopting the methods of variance based sensitivity analysis requirengl sbgusands of model runs.

2.3. Ignition Delay Simulations

In the experiments of Mittal et@]. DME/G,/N, mixtures were investigated over a temperature range of 615-785 K,
pressure range of 10-20 bar, and equivalence ratios of 0.43 -1.5. Here numerical simulatgmarfieemed using
Cantera for selected conditions covering this range of temperatures, pressures\atenequiatios. Many studies
assume that the effect of the compression process on predicted ignition delaysgibl@eglowever, based on
computational singular perturbation (CSP) analysis carried out by Mittal and ke@'rt was concluded that the
compression stroke could greatly influence predicted ignition delay time® doe production of small radical pools
during the compression stroke. The modelling approach adopted here is theraf@enithlthat of Mittal, in which
both compression and post compression events are accounted for. The compression stroke is megigfieg the
volume of the simulated RCM reactor chamber with time. The volume histioingdcompression is computed from



the geometric parameters (stroke, bore, acceleration time, deceleration time, tptalssan time etc.) of the RCM.
The total time taken to complete the compression stroke is divided into three time stagds/giv

tcomp = taccel + tconst + tdecel (1)

Wheret,,m, is the total time for compressioty,..; is the uniform acceleration time,,,; is the constant velocity
time andt;..;is the uniform deceleration time.

Heat loss effects during and after compression, are accounted for by specifying areafédgte as a function of
time. Details of the procedure can be found in Mittal and@ngsummary, the model which defines the volume of
the RCM reactor chamber with heat loss effect taken into account is given by:

while t < teomp: V() = Vy(t) + Vaqa (2)
while t > teomp: V() = V(teomp) * Vp(t) (3)

whereV(t) is the time-dependent effective volume of the reactor chanip@) is the geometric volume of the
reactor chambeﬁ((tcomp) is the volume at the end of compression By(d) is the polynomial fit used to match the
volume expansion track,, (t) determined from the pressure trace of the non-reactive experilgpt.is an
empirical volume parameter that is added to the geometric volume of the reactor champetime t in order to
match the simulated pressure trace during the compression period with the experineenBdsisl on assumption of
adiabatic expansioi,,,, (t) is given by:

1
_ (PO
Voo = (50) t>0 (4)
where R0) is the initial pressure and y the specific heat ratio. The geometric parameters of the RCM and the empirical
effective volume parameters (or heat loss parameters) used in modelling #wfie agperiment are available from
the University of Connecticut combustion diagnostics laboratory experimental @lﬂeppropriate tolerance
criteria were chosen to ensure sufficiently stable and well convergedomslwtross the three selected kinetic
schemes.

2.4. Uncertainty and Sensitivity Analysis Methods

A key aim of the study is to investigate the rdbas of the mechanismdy edimating predictive gor bas
basad on urertairties within the model parametisaion. This can provide information on the appropriateness of the
model $ructure, since if there are large deviations between experimental data and model datakimgemto
account error bars, then it may suggest missing model components e.g. reactiophgtpal processes etc. In
addition, the error bars can indicate under which conditions uncertainties thighmechanisms lead to significant
predictive uncertainties. For example, a recent uncertainty quantification of a butane oxidatienisdiwated larger
predictive uncertainty within the negative temperature coefficient (N&@pérature region compared to Evand
highertemperaturﬁA further aim of the study is to decompose the predictive uncertaintysiodse represented by
the predicted output variance, in terms of the relative contributions fromunpattainties. Classical approaches to
such variance based sensitivity analysis can require a large number of model runs, since a sampling approach has
adopted in order to ensure that all sensitive regions of the input space are ddsargdvionte Carlo integrals for
example requires Km+2) runs where N is the sample size chosen to represent the integralsisatheé mumber of
paramete@ For systems with a large number of parameters a two stage process is often used, wikenang otr
parameters is first carried out using a simple sensitivity method such as afdvogtdinear approacﬁ]ﬁ or
correlation methoE{;The insensitive parameters are then excluded from subsequent global samplingdihedd.

For large mechanisms studied in combustion, the number of parameters excluded at thisustedly isarge, with
typically less than 50 being taken forward to the global arﬁ@ Further computational savings can then be
achieved by adopting surrogate modelling approaches for the variance decomposition. Such methotterare f
discussed below.



The freely available C++ kernel of the Cantera toolbox was interfaced vidiGjpecpose Python scripts designed to
automatically perform appropriate calculations within the individual stagéiseo$ensitivity study. In all cases we
focus on rate constants for the purposes of the uncertainty quantification. For the land0A@&mco schemes, only
the forward rates are modified within the uncertainty study. For the LLNL scheme, the irrevedistial $rm of the
scheme is chosen and both rates are modified separately within the uncertaiogtiay, thus allowing an
investigation of potentially important thermochemistry from the analysihefrelative importance of forward vs.
reverse steps. At the first stage, a screening analysis based on linearityem&ithods was applied over the various
conditions (P,®) chosen for the analysis. A subset of reactions was then selected accotdengdeeening to carry
forward to the global sensitivity and uncertainty study. Each stage of this process will negchbieed! in more detail.

2.4.1.Linear screening method

If all parameters were retained for the global sensitivity analysis thenrtienslon of the sample space would be
very large, over 700 in the case of the full Aramco scheme. This makes for spapsesaanless very large sample
sizes are used. It is therefore important to screen out unimportant reaciions ghe global sensitivity analysis in
order to reduce the sparsity of the sample used for fitting the global sgnsitigfficients. In reality uncertainties
within a quite small fraction of the total number of rate constants will daterthe output uncertainty and the
simulations are likely to be insensitive to a large number of others.gbeypmroaches for screening are commonly
used. Here, a brute force linear sensitivity approach was applied. Each rate coastamreased by 25% in turn
from its nominal value within each mechanism and the target concentrationstionigelays were recalculated. In
this way, only one simulation run is sufficient for each reaction including tidbkecomplex pressure dependant
forms. For the flow reactor simulations the linear screening was performdukfogactor conditions of atmospheric
pressure over temperatures between 550 K and 700 K for the three target speciksires@ls. For the RCM
simulations, a range of temperatures, pressures and equivalence rations spanningitibescivoch the study of
Mittal et aE] were chosen (temperatures between 615 and 725K, pressures of 10 tand0pban.43-1.5). In each
case, if the perturbation caused greater than a 2% change in the predicted target quantity Heiotheae selected
for inclusion within the subsequent global sensitivity/uncertainty studyeTlalridicates the reactions selected by the
screening for the cases included. In reversible form there are 50 in total,iimpibat a fairly conservative threshold
was chosen. An automatic optimisation method used within the global sensitiaitysis will further exclude any
minor effects (see next section). The main notable differences betiWeeredctions screened from the RCM
simulations compared to the flow reactor species mole fraction simulations is theomcigeactions involving CH

in the case of ignition delays. Otherwise a similar group of reactions has been screerdddbtieatwo data sets.

2.4.2Uncertainty quantification and global sensitivity analysis

The uncertainty quantification within this study is based on a global sampling appfdisttin such an approach, the
uncertainties within the inputs are represented by a given distribution (unif@grmormal etc.), which is then
sampled and propagated through the model, providing distributions of the fidal predictionsWhat this means is
that a large number of model runs are performed, each one representing a posdilodpseparameter values from
within their defined uncertainties, and a probability distribution function is generatednfecsettof predicted outputs
A substantial number of model runs may be required in order to obtain stable statjstics, such as the mean and
variance of the predicted targets. The sampling approach used is critical, since wkkedaldbtain stable statistics
using the lowest possible number of model runs in order to minimize overall ampat costs. Once stable output
distributions are obtained, error bars may be calculated using variance based measures (e.g. 16 or 2¢ errors) or
percentile plots.

The first step of a global uncertainty/sensitivity study is to definensioty factors for the input parameters under
investigation. Reactions that have been well studied over a number of years mdydezliméthin a data evaluation
such as those of Baulch e@and Tsang et In such evaluations uncertainties in log(k) are usually given and
indicate distributions which are log-normal and centred around the recommendediral n@tie. The uncertainty
parameter f can be defined as:



K° k™
f =|0910 W =|Oglo F (5)

where k° is the recommended (most probable or nominal) value of the rate coefficient based sasameast of

available experimental and theoretical studies, kAT andk™ are the extreme upper and lower, but still possible

values. Rearranging this equation yields:

kmax ;
o 10 (6)

meaning that the rate coefficiertti uncertain according to a multiplication factoeG0 and on a logarithmic scale
the upper and lower values are positioned symmetrically around the recommended value.

Uncertainty factors for each reaction rate have been obtained from dataienaludttere available within this study.
The uncertainty facterG; for each reaction i are shown in Table 1. In many cases there were no evaluatiahteavail
for the selected rate constants. In such cases uncertainty factors hagbtionbéed and the NIST data base was used
for this purpose. The suggested uncertainties reflect the spread of recent dabdeafeai a reaction rate constant
from NIST if several studies were present. If only a single experimentakeoretical study was found, or a rate
constant was estimated, then an uncertainty factor of 10 was assumed. It issegttugti in many cases due to the
lack of data evaluation, thesg factors represent a best guess rather than being fully quantified. However, recen
studies suggest that even high level theory calculations can lead to unesri@iintp to a factor of 10 for complex
reactions with multiple transition st@sA factor of 10 therefore seems to be a reasonable upper limit for non-
evaluated or estimated reactions where no detailed experimental kinetic studies hapertoesred within the
relevant temperature ranges.

For pressure dependant reactions uncertainty factors were included for A-factwthftow and high pressure limits
where available in the case of fall-off reactions. Otherwigd.fswas set to be equal to;(B). For the Aramco
mechanism, the PLOG formulation is used to represent pressure dependency withirtitreregas. In this case the
same uncertainty factor was assigned to A-factors for all pressures defirtkéd mechanism since no other
information was available.

The G factors were then used to create a quasi-random sample for the uncertainficqtiamtusing a Sobol low
discrepancy seque A quasi-random sample is chosen over a standard Monte Carlo random sample since
number of studies, including several in combustion, have shown that quasi-random sequeibieetidr
convergence proper Hence, the mean and standard deviation of the predicted output mean and variance w
reach convergence within a lower number of model runs compared to using a standard MordappgCeach. The
Sobol sequence creates a quasi-random set of numbers between 0 and 1 for the number of pamdereters
investigation over the chosen sample size N (whevaries between 256 and 8192 in this study) and is then used to
create a sample which is uniform in log(kased on the Gactors. Hence the upper limit for the rate constant will be
G x k and the lower limit G; and we sample uniformly between loj{kg(G) and log(R+log(G). We use a
uniform sample here since many of thef&tors are not sourced from evaluated data and hence there is no rea
justification for using a probabilistic sampling approach sucoresmal distribution.

As suggested above, classic Monte Carlo type approaches for a system with 50 varyingepaveondd lead to the
requirement for extremely large sample sizes. The use of surrogate moddls éalculation of sensitivity based
indices helps to overcome this problem and several such methodologies have been developedednih appl
combustion including those based on high dimensional model representations ﬂ@lﬁhd polynomial chaos
expansio Both approaches are response surface methods (RSM) where a response surface apprieXinsati
calculated which describes the relationship between the uncertain paramttersriginal model and selected target
outputs. The functional form of this approximation is then used to estimate the contrib@éawh gfarameter (or pairs
of parameters etc.) to the overall variance of the predicted targets. The approximatbreved by first running a



sample of full model simulations based on input parameter distributions abe@sdiove. A model approximation
or meta-model is then constructed, which can be used as a surrogate for the fuihroodsl to perform subsequent
uncertainty and sensitivity analysis. The accuracy of the meta-model infludrecescduracy of the calculated
sensitivity indices and depends on various factors such as the sample sizbeuditithg approach taken and the
complexity of the response surface. High dimensionality of model input parameter dipes not always imply a
complex functional relationship between the more influential model inputs and datpgats and therefore accurate
fits can often be achieved with an affordable number of model runs. The required sammanskze difficult to
estimate, since it depends on the shape of the input-output response surface whignhaos/ma-priori. However,
experience shows that typically first-order sensitivities can be derived usifg nidiel ru@ If significant higher
order effects are present due to parameter interactions, then significantly larger sesspieagibe neeﬁj

In the HDMR approach used here, a hierarchical expansion of the functionainsgii between the inputs and
outputs of a model is develo using a response surface approximation based on orthonormal polynomials of the
guasi-random sample of inp% The expansion is expressed as the hierarchical sum of component functions o
increasing order and is usually restricted to up't@&ler terms:

F00= ot 20060+ 3 X0%) ot Ty (Ko y) -

Ki<j<m

Here the zero’th order component f, denotes the mean value of the model response across the adopted sample. T
first-order component functiongX) give the effect of input;»acting independently (although generally nonlinearly)
upon the output ¥), and the function;x,x) is a second-order term describing the cooperative effects of the
variables xand xupon the output ¥). This provides the ANOVAAnalysis G Variances) decomposition of X\ as

first discussed by Sobol’, and therefore each term represents the relative influence of single parameters or pairs of
parameters on the overall output varice The HDMR expansion is always of finite orﬁ making it
computationally efficient if higher-order input variable interactions are weak and can be neglected.

To reduce the sampling effort in HDMR, the higher-order component funcienapproximated by expansions in
terms of suitable basis functions which may include polynomials, splines etc. For exaxpglesion in terms of
orthonormal polynomials is given by:

kK 8
(%)~ Y alo, () o

fij (Xl ’Xj) ~ ZZInggpp(Xi )(Dq(xj)

p=1 g=1

where k,1,i represent the order of the polynomial expans'mnﬁ, and ,ng are constant coefficients to be determined,

and @, (X)), »,(%) and g, (x;) are the orthonormal basis functions, which in the current study are basedemh shif

Legendre polynomials of up td"6rder. The coefficients are determined using Monte Carlo integration over the
chosen input sam The approximation of the component functions reduces the sampling effort dragnaticdhht

only one set of quasi-random samples N is necessary in order to determine allMESddbBponent functions and
subsequently the sensitivity indices. A slightly different approach is adoptedyimopoll chaos methods where the
uncertainties in inputs are first expressed as polynomial expansions of random basis variables and the m
outputs are then expressed as (usually low-order) functions of these randorﬁiriﬁnrtspractical
applications, if similar orders of expansion and polynomial expressions are used, then the response sur
approximation should not differ greatly between the methods.

Based on equation (8) the partial variancgdR... for sensitivity analysis purposes are obtained from:
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Normalising the partial variances by the overall variance Dxdfgilves the fractional contribution to the variance of
each parameter or the sensitivity indices:

S, = i <oo<i
Is D | 1<i; < <lg<n (11)

First-order (§ and second-order i($ global sensitivity indices have been calculated in this work. If the output
variance is fully described by the second-order HDMR meta-model then the sum cdradl §’s will be 1. Each
individual sensitivity index describes the fraction of the output variimaeis caused by the uncertainty in input
parameter por by uncertainty in pairs of parametersuxd x acting cooperatively in the case of second-order indices
In most previous studies of kinetic systems, terms of third-order and higherbban found to be small. Further

details on the method can be found ir 7§

3. Results

3.1. Comparison with Experiment and Uncertainty Quantification

3.1.1Flow reactor studies

Figure 1 presents a comparison between the experimental species mole fractiea fyoofil the flow reactor, and
simulations using the three mechanisms. In addition to the single profiles fratmdbebase mechanisms, output
distributions are shown reflecting the impact of input uncertainties. The sudisl lepresent the experimentally
measured profiles, and the dashed lines show the profiles using the op@iaaleters within each mechanism.
Experimental errors were repo@tbr H,O, and are represented by the shaded region in Fig. 1c. For each of the thre
mechanisms, there is an over prediction gdHvhich is consistent with the previous findings of Liu @ dlhere are
also significant discrepancies for formaldehyde and methyl formate predictioals span the temperature range.
Each of the three mechanisms produce similar profiles although there are scenenddt between the predictive
uncertainty which suggests some differences in the parameterisation of the maionsadats. Using the original
parameterisations within the mechanisms, each has a tendency to under-pre@di¢oiCidmperatures up to 675 K.
For CHOCHO there is a slight shift in the predicted peak with respect to temmmenahen compared to the
experimental profile. Whilst this may be due to differences within the physmaélling (e.g. not using a 2-D model
as suggested in Guo eﬁl. the over prediction of the peak value is consistent with previous studies.

The box and whisker plots represent the region of uncertainty from the modelipnsdiaking account of the input
uncertainties specified in Table 1. A quasi-random sample of size N = 256 wasmutes purpose since mean and
variance properties of the output distributions had converged by this point. The bakiakers represent 25and
75" percentiles respectively. The figure illustrates that the experimentélepréall well within the limits of
uncertainty as expressed by thé" fercentiles (upper quartile, whiskers) from the predicted output disorils for
H,0, and CHOCHO. However, it should be noted that, particularly at low temperatures, the umgectn span
several orders of magnitude. For predictions ob@lthe experimental profiles for the low temperature region are in
closest agreement with the upper quartiles from the predicted distribgiggesting that some important input
parameters may need to be close to the edges of their input uncertainty rages o reduce discrepancies. In the
following section the causes of predictive uncertainties are explogedlabal sensitivity analysis and the main
reactions contributing to variance are identified.



3.1.2. Ignition delay studies

Figure 2 presents a straightforward comparison between predicted ignition delaysdch mechanism and
experimental data provided by Mittal e}ﬂarrhere is reasonable agreement across much of the temperature range fc
all the schemes but also discrepancidéschvcan reach a factor of 5 for the rich case of ¢ = 1.5, 10 bar at higher
temperatures. In Fig. 3 we show a similar uncertainty propagation to that sidvig i1, focussing on predicted
ignition delays forthe case of ¢ = 0.75, 10 bar. Whilst the predictions from the mechanisms based on their original
parameterisation seem in reasonable agreement with the experimental data, the booceisanfity are large, again
spanning up to three orders of magnitude in some cases. This may at first appeautttdrantuitive. However, in

the absence of detailed kinetic studies it seems likely that the paresaigdn of some important reactions within the
scheme have been informed by available experimental data such as ignition delays. to acderately predict
ignition delays, the ratio of propagation to branching fluxes should be corredtin\iie uncertainty analysis
however, we have allowed each rate constant to vary independently, potentially ghiftifalance, since any
correlations are not explicitly represented within the mechanism parameterisationstuideta this point in the
following discussion. It is also worth noting that the original parametensead to significant discrepancies for
species mole fractions within the flow reactor simulations. Heneeoit interest to explore whether a common set of
reactions determine the output variance for both sets of target data simbethieaurrent parameterisations do not
give good agreement in both cases.

3.2. Global Sensitivity Analysis

3.2.1.Flow reactor studies

Figure 4 shows the main first- and second-order sensitivity indices from the HDMR surdflykie flow reactor
simulations with the shading for each reaction or pairs of reactions shown agémel] 4096 simulations have been
used within the HDMR approach in order to estimate sensitivity coefficients up to second-ordestrittethe results

to the main 15 reactions that contribute to the output variance since tpiffisgrthe discussion somewhat. The
figure shows that these 15 reactions account for between 60-85% of the predicéimeevadross all mechanisms and
temperatures studied, and hence are dominant in terms of their contributions to predietitzenties. It is clear from
the figure that there are strong similarities between the sensitidices for each mechanism but there are also
differences caused by differences in product channels or rate constant parameterisationsHeesobemes.

The critical pathways which dominate the uncertainty at low temperaturesoawve shFig. 5. These are a subset of
those highlighted in the flux path analysis of Guo @ahd hence not all the pathways which have strong fluxes
contribute strongly to the predictive uncertainty within the mechaniemghe chosen targets. At 550 K the
isomerisation reaction RSQOOH accounts for around 40% of the predictive uncertainty for each species
fraction. For the LLNL scheme both forward and reverse channels were assessed saparatblist there is some
sensitivity to the reverse QOGHRO,, indicating the importance of the enthalpy of formation of the QOOH species,
the forward rate dominates. This suggests that the low temperature measurerkepntsitermediates such as those
in the work of Guo et @could provide useful constraints on the forward reaction rate for the isaiami of RQ at

low temperatures. This was the only reaction where significant seisttivihe reverse rate was found within the
LLNL scheme.

The first-order sensitivity with respect @H,O for this isomerisation reaction as indicated by the component function
is positive over the majority of the parameter range at 588 $hown in Fig. &. In each of the component function
plots, the current nominal values within the mechanisms would be represeite@log of 0.5 on the x-axis (i.e. the
mid-point within the uncertainty range). The solid line in the figemrasents the individual response to changes in
the rate of reaction for REQOOH based on the Aramco scheme (i.e. the first-order HDMR component function
based on equation 7), and the scatter indicates the additional uncertainty st&nmmiangcertainties within the other
parameters within the scheme. Whilst a strong response is observed at thealdbwethe chosen range for this rate
constant, the effect saturates at higher values. However, since the expelymegdalred mole fraction f@H,O is
about 1 x 10 the figure suggests that the rate of this reaction would needitcthe upper half of the input range in
order for the simulations to overlap with experiment at this low temperaisréhe rate of the isomerisation step
increases we might expect to see sensitivities dominated by subsequent channassteacbompetition between



chain branching and propagation. The first-order sensitivity with respectetbyimformate mole fraction for
RO,=QOO0H at 550K is shown in Fig. 6b and displays an interesting nonlinearity. The response & gosigMower
end of the input range and negative at the higher. A large increase in thisnstant could therefore potentially
reduce predicted GJOCHO but the impact on predicted @Bl would depend on a number of other factors as
suggested by the scatter in Fig. 6a at larger reaction rates. A fuller disafs®oent data for this reaction is given
later.

The nonlinearity in response to changes in the isomerisation step highligimsetthé¢o calculate sensitivities right
across the range of uncertainty rather than just at the nominal value. liorgddi@spite this reaction having the
highest sensitivity index in some cases, there is a large amount of scatter @spgbiese to changes in the rate
constant, suggesting that several other reactions also play a role. TheipnodiuCtH,O is also particularly sensitive
to the rates of the branching p&@©OH+O, vs. the propagation path QOOH=0H+2{Hwhich is consistent with
the flux path analysis performed by Guo @nd the linear sensitivity analysis performed by Dagau@t Bhere
are also a number of important second-order effects of which the major one is bésvisemerisation step and the
RO,+RO; channel (see Fig. 4).

The isomerisation pathwaRO,=QOOH is the dominant reaction for uncertainties within predictions ohyhet
formate across all temperatures studied, and hence constraints on the temperature depkettteemeaction rate
could be obtained from the temperature dependent methyl formate measurementsnityetbstishape and sign of
the response to changes in this reaction rate with respect to methyl formate coonsrthatnges between 550 K and
650 Kasshown by comparing Fig. 6b with Fig. 7a. Increasing the rate of the isomerjsattovay would reduce the
production of methyl formate across most of the temperature range. The decompdsiHiopCH,OCHO is also
particularly important for the formation of methyl formate an@®hat low temperatures (see Fig. 4).

RO+RGO; is also an important pathway at low temperatures, contributing around 1896 ahcertainty in D,
predictions in the case of the Aramco mechanism and around 10% $6r. CHe dominant product channels differ
here between the schemes, with the Liu2013 mechanism showing a greater sensitivityfdométien of
CH;OCH,OH compared to CH¥DCH,O for the other schemes.

At higher temperatures, the prediction of fHand HO, become relatively insensitive to REDOOH and far more
sensitive to the addition of Qo QOOH and to the decomposition of QOOH to form OH andCCHbove 650 K,
over 40% of the variance in predicted® is due to uncertainties in the rate of seconddiition (see Fig. 4). The
response is strongly non-linear across the range (Fig. 7b) with a high sgnaitieiwer values for the rate constant,
which begins to saturate at high values. This suggests that to reduce prediztedntentrations to be more in line
with experiments, the rate would have to be lower than the nominal values irrréna coechanisms, although the
data is quite scattered. The shape of the response £ € this reaction is the opposite of that foiGHl (Fig. 7¢)
which is consistent with an over prediction ofQ4 and an under prediction of GB with the mechanisms in their
current form. However, whilst this reaction dominates uncertainties in @edit$O between 600 K and 650 K, by
700 K the shape of its component function has changed, and at the lower end of the adopsédtyinaege it now
exhibits a negative response (Fig. 7d). Hence overall a lowering of this cate apparently increase GBI
production at temperatures up to 650 K and would decrease it at 700 K. At 700 K thamcpaof reactions DME +
OH and CHO + OH increases. At this temperature there are some critical differeetwvesen the mechanisms, with
the Aramco and LLNL mechanisms showing higher sensitivity to the formation of HO@Hm CHO + OH and
Liu2013 showing higher sensitivity to the formation of HCO.

3.2.2.1gnition delay studies

Figure 8 shows the main first- and second-order sensitivity indices from the HDMR anbbalscted ignition delay
simulations with the shading for each reaction or pairs of reactions shown agémell 4096 simulations have been
used for the LLNL and Liu2013 mechanisms and 8192 for the Aramco scheme within the HDMR approaigh, in or
to estimate sensitivity indices up to second-order with a good accuracy for thectiemts. P = 10 bar for all
simulations. Data where no ignition occurred or where the ignition occurred duengpithpression phase were
removed from the fitting process. A boot-strapping method was used to check thegeonoeeof the calculated
indices.



The selected reactions are very consistent between the three mechanissmallittariations in the relative size of
the sensitivity indices. A smaller number of reactions are seen to play a role edrtgpéine 15 shown for the flow
reactor simulations in Fig. 4. However, it is also noticeable that a lraetion of the overall variance can be
accounted for using a second-order model for the higher temperature simulatisnsayteither be caused by the
presence of effects which are higher than second-order, or the cumulative effecy sall second order terms
which cannot be accurately captured without resorting to extremely large sample sizes.

For ¢ = 0.75 and T = 649 K, the isomerisation reaction dominates with smaller contributions fro@H{@CH,O,H

+ O, = O,CH,0CH;0O,H, O,CH,O0CH,0O,H = HO,CH,OCHO+OH, andHO,CH,OCHO = OCHOCHO + OH
channels. The reactions of hydroperoxymethyl formate are therefore an imporavaypstdr the formation of OH in

the current form of all the mechanisms although Gao and Nal@muastion whether there are other possible
secondary OH formation routes. At the higher temperatures, the competiti@ebeathain-propagaticd@qOOH= OH

+ 2CH,0 and chain-branchin@OOH + O, increases in importance and the relative importance of the reactions of
hydroperoxymethyl formate reduces. There are a number of important second-order terms althougheyveoatidt
contribute more than a few percent of the overall variance.

Figure 9 shows selected sensitivity plots for the predicted ignition delays-dtOPar, ¢ = 0.75 and T = 703 K,
corresponding to the middle case in Fig. 8. Fig. 9a shows that whilst the overall firsetied¢r(solid line) is
negative, as the isomerisation route gets faster, the spread in predicted agiaigbecomes much wider (up to 3
orders of magnitude). This type of behaviour is termed heteroscedasticity, #uedcurrent case what this means is
that the overall variance of the predicted ignition delays changes with the oflthe selected rate constant for
isomerisation. As the isomerisation becomes faster, increasing the rate of @@ition, then the competition
between other reactions (e.g. branching vs. propagation) play an increasing roles etyéhof predicted ignition
delays broadens. The experimentally determined log of the ignition delay for thes@asridlijust over 1, and hence
it is apparent that all of the 2 orders of magnitude span in the forward isoroerisati constant could encompass the
experimental data depending on the values of other rates.

The component function for the branching step QOOH,#sGhown in Fig. 9b and unsurprisingly has a negative
slope, indicating that slowing this rate will increase ignition delays. The thdifirst-order effect of changing this
rate on ignition delays spans an order of magnitude based on the factor of tQintgyoshich was assumed for this
reaction. The equivalent component function for the propagation step (Fig. 9c)abpahs factor of 5. Data points
lying far from the first-order effect (solid line) are usually indicatnf higher-order terms where parameters will
interact in their effects on predictive ignition delays. A strong second-br#eaction exists between the branching
and propagation channels and has a complex shape as shown in Fig 9d. Whilst this second-order teis legges
than 3% of the overall variance, depending on parameter combinations, it can lead tf oragnitude changes in
predicted ignition delays. These complex interactive effects can lead to wideguatigttibutions and could make it
difficult to tune data based on comparisons with experimental ignition delays\agusty highlighted by Mittal et
alm Whilst not shown, it is worth pointing out that the secondary OH produdii@nnel, from the decomposition of
hydroperoxymethyl formate (HGH,OCHO) has a response with a similar form to that of the QOOH step and is
of equivalent importance at the lower temperature (649 K) but decreases in importance &tiigbextures.

4. Discussion and Final Conclusions

The scatter within the sensitivity plots and the lack of dominance of any one reachoelchggests that tuning rate
constants in order to achieve a better fit to available experimental data sets is unlikely to lead to unique
parameterisations. Whilst a full optimisation study, of the type performed by Turanyi et allﬂ would be possible for

low temperature DME systems, it seems likely that large uncertainties may refttan optimised rate constants
without the availability of further detailed kinetic studies of trEmreaction channels. One such study has recently
been performed by Eskola eILow temperature experimental data of the overall rate constant and OH yields anc
Master equation calculations were combined in order to provide temperature and pressure depenuastaratefor
several reaction channels of importance to this study. In Fig. 10 we compare rtiegegbtiate constants from their
study with values currently used within the DME mechanisms for the forward rdtee asomerisation reaction
CH;0OCH,0, — CH,OCH,O,H (Fig. 10a) and the chain-propagation step QGOHDH + 2CHO (Fig. 10b). Based



on the Eskola study, both reactions show a pressure dependency that is not representechimdterigations used
within the current mechanisms but has been suggested in previo@ Wik suggested rate for the isomerisation
step is significantly faster than the ones currently used over all temperatut@ressures. At lower temperatures the
difference is greater than an order of magnitude. The apparent pressure depefdérceate of the chain-
propagation step from the study of Eskola @aﬂs not represented within current mechanisms, and the temperature
dependence differs from that found by Eskola et al. The Eskola study also provides dagth $&ipping channels
where the alkyl + @step proceeds directly to RGQOOH or 2CHO+0OH and RQ@ directly forms 2CHO+OH. A

total of 9 pressure and temperature reaction rates are provided fGH{&CH, + O, — CH;0OCH,0, system by
Eskola et ﬂin the form of Chebyshev polynomials.

The impact of updating current rate constants using data from Eskol@earaxﬂ. the addition of well skipping
reactions on the current predictions was tested using the Aramco scheseledted conditions. The updates for flow
reactor simulations are shown as a grey dotted line in Fig. 1c. The agredthesxperiment is worsened in almost
all casesThe equivalent plot for predicted ignition delays at 10 bar and ¢ = 0.75 is shown in Fig. 3c. Again the
agreement with experiment is worsened. However, it was noted within Fig. 9éan¢hedising the rate of the
isomerisation channel led to greater scatter in the predicted ignition delays anckease in importance of other
reactions. As discussed above it is also likely that in the absence of dkiaded studies there are inevitably some
inherent correlations within the current mechanisms based on tuning to availsdalienental data sets. Hence if only

a subset of the important parameters are updated, then the balance between branchimgagatioprcould be
shifted leading to greater discrepancies with experiment and this neleel<tonpensated for. The low temperature
updates to the rate of the propagation step were fairly small at 10 bar. Furthexscttapgedicted ignition delays
could be effected by modifications to the branghéhannels. This assumption was tested by making adjustments to
the rate of QOOH + © We should stress that this is purely for illustration purposes and in genevabuiet not
recommend tuning rate constants based on limited comparisons with experiment. Howesféectlod a reduction

by a factor of 10 for this channel (in addition to the other updates) igabedtfor the flow reactor simulations at
atmospheric pressure in Fig 1c by the dash-dotted line. The agreement peitimext is now much improved for
each of the species with the peak in methyl formate concentration now occurthmg airrect temperature. The
equivalent update for the ignition delay data at 10 bar is shown in Fig 3c, éxdeist case a reduction in the rate
constant by a factor of 5 gives very good agreement with the measured datadh&itvee sets of data are at very
different pressures, the slightly different levels of adjustment required bwaindicative ofa weak pressure
dependency for the branching steps. This suggestion should be treated as specuiatipecgious studies have
suggested only a weak pressure dependence for QOOH iR Gther systems compared to a strong pressure
dependencies of the QOOH decomposition (propagation) ceHowever, considerable uncertainties also
remain in the subsequent OH forming steps. The decomposition of hydroperoxymattgtef¢HQCH,OCHO),
which is formed in the first OH forming branching step, is of pronounced impoitatitie context. New mechanistic
aspects related to the decomposition of, EI8,0CHO have also been suggested based on theoretical calcifations
Reaction channels leading to formic acid (HCOOH) and the so-called Cri¢gaaddiate (CKDO) were concluded

to be of comparable importance to O-O bond scission, which is assumed to be the unique dhmannel
hydroperoxymethyl formate decomposition in current chemical kinetic scherssessment of the appropriateness
and possible impact of implementing other reaction channels is beyond the scope ofdthisustit is clear that
detailed studies of the pressure and temperature dependence of these reactionsredeirregpger to improve
agreement with available experimental targets and to reduce the overall atiesrtaithin predictions of low
temperature DME oxidation.

Overall, the study has shown that uncertainties in predicting key targettigsdot the low temperature oxidation of
DME are currently large. These uncertainties however, are driven by a few kégneagdthin the schemes studied
Currently these reactions are based on very similar parameterisations théttschemes studied and only minor
reaction channels appear to differ greatly between the three mechanisms testadityseoaiter plots, illustrating
the response of the target quantities to changes in rate constants witblvalaugicertainty analysis, indicate the
difficulties in tuning individual rate parameters to particular data sets. Nte sm@ction dominates the uncertainty
under any conditions and higher-order interactions can lead to large varianoegpnétticted quantities. New data for
the isomerisation and propagation steps highlight a pressure dependence for these tainisehot represented
within currently used parameterisations. However, updates to the Aramco scheme bhiseckoeritly available data



when applied in isolation, worsen the overall agreement with experimental tafgetsurfent lack of representation
of the pressure dependence of key reactions may be one contributory reason why gooenageeeine obtained
between current mechanisms and experimental targets under some conditions (e.g. high gméssucdkeiays), and
not under others (e.g. over or under prediction of key minor products at atmospéssiergy. The study highlights
the need for detailed pressure dependant studies of the chain branctenGi&LCH,O.H + O, = O,CH,OCH,O,H
and subsequent OH forming channels or competitive pathways, which are likely to doihieatemaining
uncertainty if the isomerisation route is faster than currently assumed as sddgesecent updates to this rate
constant.
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List of Figure L egends

Figure 1. Comparison between experimentally measured species profiles (bladkephad simulated profiles for

the Princeton flow reactor d@For HO, the grey shading represents experimental errors. The dashed line regpresen
model simulations with unperturbed parameter values. The box and whiskers représant 288 percentiles
respectively based on a quasi-random sample of 256 model runs. The large crosses thpresesmt predicted
output from the 256 simulatiorsg LLNL mechanism b) Liu2013 mechanism c) Aramco mechanism. In c) the dotted
line represents the effect of isolated modifications to the rate FRQOOH and QOOH — 2CH,0 + OH based on

the data of Eskola et. The dot-dashed line represents further reduction of the forward rate afaimebranching

step QOOH+Qby a factor of 10.

Figure 2. Comparison between experim@tahd simulated ignition delays a) LLNL b) Liu2013 c) Aramco. In all
cases P =10 bar.

Figure 3. Comparison between experimentally measured ignition delays (solid line) andesimutdiles for the

RCM da@ ¢ = 0.75, 10 bar. The dashed line represents model simulations with unperturbed parameter values. Tt
box and whiskers represent™28nd 74 percentiles respectively based on a quasi-random sample of 256 model runs
The large crosses represent the mean predicted output from the 256i@mmwatLLNL mechanism b) Liu2013
mechanism c¢) Aramco mechanism. In c) the dotted line represents the effecatefdisnbdifications to the rate of
RO, — QOOH and QOOH — 2CH,0 + OH based on the data of Eskola @a‘lﬁhe dot-dashed line represents further
modification of the forward rate of the chain-branching step QOQHy@ factor of 5.

Figure 4. Main sensitivity indices (first- and second-order) for simulated é@agtor simulations with respect to
reaction rates at selected temperatures. A comparison between each mechanism is ghamtiraptbr each reaction
or pair of reactions is shown in the legend. a)@lhole fraction b) CEDCHO mole fraction c) kD, mole fraction
d) legend.

Figure 5 Main pathways which dominate the uncertainty in predicted speciesrawtients for CHO, CHOCHO ,
H,0, and ignition delays.

Figure 6. First-order HDMR component functions (solid line) of simulated matéidns shown on-top of the scatter
resulting from the quasi-random sampling for a) 550 K, sensitivity ofOCtd changes in forward rate of R©
QOOH b) 550 K, sensitivity of CEDCHO to changes in forward rate of ROQOOH The Aramco mechanism is
used in each case and 2000 data points are shown.

Figure 7. First-order HDMR component functions (solid line) of simulated matédns shown on-top of the scatter
resulting from the quasi-random sampling for a) 650K, sensitivigldgOCHO to changes in forward rate RO, =
QOOH b) 650K, sensitivity of KO, to changes in forward rate of R©& QOOH c) 650K sensitivity of CkD to
forward rate for QOOH + €1l) 700K sensitivity of CHD to forward rate for QOOH +0Orhe Aramco mechanism is
used in each case and 2000 data points are shown.

Figure 8. Main sensitivity indices (first- and second-order) for simulatetidg delays with respect to reaction rates
at selected temperatures and pressures. A comparison between each mechanism is gjragimgrfdr each reaction
or pair of reactions is shown in the legend a) sensitivity coefficients b) legend.

Figure 9. HDMR component functions (solid line) of simulated ignition delays showopoof the scatter resulting
from the quasi-random sampling in the case of first-order functiorslOPbar, ¢ = 0.75, T = 703 K. Sensitivity with
respect to a) forward rate BIO,= QOOH b) forward rate of QOOH +,0) forward rate of QOOH = 2G# + OH d)
second-order component function representing the interactive effect of formesdaalQOOH + @andQOOH =
2CH,0 + OH.

Figure 10. A comparison of current data within the LLNL, LIU2013 and Aramco mechanisms compaeeddata
from a recent study of Eskola eb) RO, - QOOH b) QOOH — 2CH,0 + OH.






Table 1.Reactions selected from linear screening analysis and assigned input untactaisty

Reaction G Screened for] Screened Source of

flow reactor | for RCM uncertainty
information

H+G (M) =HG +M) (k) 316 | * X >

H+O M =HG M) (k) 158 |* X >

H+0, =0 + OH 1.41 X =

OH*+ 0O, =0OH +Q 10.00 X Estimated

HO, + H = OH + OH 1.41 X 3

HO, + HO, = H,0, + O, 1.41 X =

HO, +OH = H,0 + G, 3.16 X =

H,0, + H=H0 + OH 200 |* X

H,0, + OH = HO + HG; 158 |* X

H,0, (+ M) = OH + OH (+M)( ko,k.) 3.16 X 2

HCO + G = O,CHO 10.0 * X Estimated

HCO + G, = CO + HQ 224 | * X =

CH,O + OH = HCO + HO 224 | * X =

CH,O +H=HCO +H 158 |* s

CH,O + HO, = HCO + HO, 2.00 |* X =

CH,O + OH = HOCHO 100 | = Estimated

OCHO + HG = HOCHO + Q 100 | = Estimated

CH; + HO, = OH + CHO 10.0 X z

CH; + HO,=CH,; + O, 10.0 X Estimated

CHs + CHy (+ M) = GHg (+ M) (ko,k,) 2.00 X =

CH,+H=CH+H, 2.82 X =

HOCHO+OH=HO+CQ +H 158 | * X ||

HOCHO +H=H + CO + OH 10.0 |* X Estimated

HOCHO + HQ =H,0, + CO + OH 10.0 X Estimated

HOCH,0 = HCOOH + H 100 | = Estimated

HOCH,0 = HOCHO + H 10.0 X Estimated

HCOOH + HQ = H,0, + CO + OH 10.0 | * X Estimated

HCOOH + OH =HO +CQ, + H 10.0 X Estimated

CH;OCH; + OH = HO + CHOCH, 224 | * X =

CH,OCH; + H = H, + CH;OCH, 316 | * X =

CH;OCH, =CH,O + CH; 2.00 X Estimated

CH;OCH; + HO, = CH,OCH, + H,0, 10.0 | * X Estimated

CH,0CH; + O, = CH,0CH, + HO, 5.00 X s

CH;OCH; + CH,O0CH,0, = CH;OCH, + 100 | * X Estimated

CH,OCH,0,H

CH;0OCH, + HO, = CH;OCH,O + OH 10.0 * Estimated

CH;0CH,0, + CH,0O = CHOCH,O,H + 10.0 * X Estimated

HCO

CH;OCH,0, + CHOCH,0, = O, + 794 |* X Estimated

2CH;OCH,0

CH;0OCH,0, + CH;OCH,0, = O, + 10.0 * X Estimated

CH;OCHO + CHOCH,OH

CH,OCH,0, = CH,0CH,0O,H 100 | = X Estimated

CH,OCH,0,H = OH + 2CHO 500 |* X Estimated

CH,OCH,0,H + O, = O,CH,0CH,O,H 100 | * X Estimated

0,CH,0OCH,0,H = HO,CH,OCHO + OH | 10.0 X Estimated

HO,CH,OCHO = OCHOCHO + OH 100 |* X Estimated

OCH,OCHO =CH,0 + OCHO 100 | = X Estimated

OCH,OCHO = HOCHOCO 100 |* X Estimated

CH;z; + OCHO =CH;0OCHO 10.0 * X Estimated

CH;OCHO + OH = CHOCO + HO 5.00 * X Estimated

CH;OCHO + OH = CHOCHO + HO 5.00 * X Estimated

HOCH,O + CO = HOCHOCO 10.0 | * X Estimated

CH,OH + CG, = HOCHOCO 100 | * X Estimated
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