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Abstract—In this paper, we extend our previous study on 
BitTorrent, the most popular peer-to-peer (P2P) protocol, to 
investigate different aspects related to its energy efficiency in IP 
over WDM (IP/WDM) networks, validating the power savings 
previously obtained by modelling and simulation through 
experimental results. Our contributions can be summarized as 
follows: Firstly, we compare the energy consumption of  our 
previously proposed energy efficient BitTorrent protocol to that of  
the original BitTorrent protocol and the Client-Server (C-S) 
schemes over bypass IP/WDM networks considering a range of  
network topologies with different number of  nodes and average 
hop counts. Our results show that for a certain swarm size, the 
energy efficient BitTorrent protocol achieves higher power savings 
in networks with lower number of  nodes as the opportunity to 
localise traffic increases. Secondly, we extend our previously 
developed energy efficient BitTorrent heuristic enhancing its 
performance by allowing peers to progressively traverse more hops 
in the network if  the number of  peers in the local node is not 
sufficient. Thirdly we extend our previously developed Mixed 
Integer Linear Programming (MILP) model to optimise the 
location as well as the upload rates of  operator controlled seeders 
(OCS) to mitigate the performance degradation caused by leechers 
leaving after finishing the downloading operation. Fourthly, we 
compare the power consumption of  Video on Demand (VoD) 
services delivered using Content Distribution Networks (CDN), 
P2P and a promising hybrid CDN-P2P architecture over bypass 
IP/WDM core networks. A MILP model is developed to carry out 
the comparison. We investigate two scenarios for the hybrid CDN-
P2P architecture: the H-MinNPC model where the model 
minimises the IP/WDM network power consumption and the H-
MinTPC model where the model minimises the total power 
consumption including the network and the CDN datacenters 
power consumption. Finally we carry out an experimental 
evaluation of  the original and energy efficient BitTorrent heuristics.  

Index Terms—BitTorrent, IP/WDM, power consumption, peer 
selection, locality, peers behaviour, CDN-P2P 

I. INTRODUCTION 

The intrinsic goal behind the creation of  the Internet was, and 
still in most applications is, distributing various kinds of  content. 
Therefore, efficient and cost effective content distribution 
strategies have played a major role in changing the Internet 
architecture over the years [1]. Several content providers, such as 
Google, Facebook and YouTube, invest in large datacenters 
located in diverse geographical locations and connected to high-
speed optical networks to meet the ever-increasing demands of  
content hungry users. However, serious concerns are raised about 
the power consumption of  datacenters [2], leading to significant 
research efforts being focused on reducing the datacenters power 
consumption by exploring opportunities inside datacenters [3] 
and/or optimizing their locations and traffic patterns in the 
network [4], [5]. 

On the other hand, Peer-to-Peer (P2P) protocols are emerging 

as an efficient content distribution approach [6]. BitTorrent, the 
most popular P2P protocol, is recognized as a successful P2P 
system based on a set of  efficient mechanisms that overcome 
many challenges other P2P protocols experience such as 
scalability, fairness, churn and resource utilization. However, some 
researchers argue that the BitTorrent fairness mechanism is not 
very effective as it allows free riders to download more content 
than they provide to the sharing community. Regardless of  the 
academic concerns, BitTorrent traffic accounts for 17% to 50% 
of  the total Internet upload traffic in some segments [7], [8]. The 
current BitTorrent implementation is based on random graphs 
since such graphs are known to be robust [9], yet random graphs 
mean that BitTorrent is location un-aware which represented a 
burden on ISPs for many years [10] as traffic might cross their 
networks unnecessarily causing high fees to be paid to other ISPs.  

Existing research on energy aware BitTorrent has focused on 
the power consumption of  both the network side and the peers’ 
side. At the peers’ side, studies such as the work in [11] suggested 
elevating the file sharing task to proxies which distribute the 
content locally to the clients. In [12] the authors used the result of  
the fluid model in [13] to study the energy efficiency of  
BitTorrent in steady state. At the network side, the authors in [14] 
evaluated the energy efficiency of  Client-Server (C-S) and 
BitTorrent based P2P systems using a simplified model and 
concluded that P2P systems are not energy efficient in the 
network side compared to C-S systems due to the multiple hops 
needed to distribute file pieces between peers. The study suggests 
that smart peer selection mechanisms might help reduce the 
number of  hops, and consequently the energy consumption. 
Similar observations are made in [15], [16] where location un-
awareness doubles the utilization of  the access network yielding a 
higher power consumption. Adding the idle power consumption 
of  the peripherals used for P2P content delivery can double the 
power consumption in the user’s equipments as shown in [17]. 
However, other researchers in the literature argue that since users 
of  P2P systems only use the already powered on peripherals, only 
the traffic induced power consumption should be taken into 

account as in [14]. The authors in [18] studied the performance 
versus locality trade-offs in BitTorrent like protocols by 
developing an LP model and a heuristic. 

In [19], [20], we investigated the energy consumption of  
BitTorrent in IP over WDM (IP/WDM) networks considering 
different IP/WDM approaches. We showed, by mathematical 
modelling and simulation that peers’ co-location awareness, 
known as locality, helps reduce BitTorrent cross traffic and 
consequently reduces the power consumption of  BitTorrent on 
the network side, especially for popular content with large 
number of  interested users. Unlike [18], our BitTorrent model 
takes into account the roles of  seeders and leechers, explicitly 
defines both upload and download capacities, and the peers’ 
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locations refer to the IP/WDM nodes rather than ISPs. In [21], 
we discussed the impact of  leechers’ behaviour on the network 
energy consumption. In [22], we studied the impact of  renewable 
energy availability on BitTorrent traffic in IP/WDM networks. 
Compared to our contributions in [19] - [22], this paper extends 
the work by: (i) studying the impact of  different physical network 
topologies on the performance and energy consumption of  
BitTorrent, (ii) extending the energy efficient BitTorrent (EEBT) 
heuristic presented in [19] to enhance its performance, (iii) 
introducing a developed Mixed Integer Linear Programming 
(MILP) model to optimise the location of  operator controlled 
seeders as well as their upload rate, (iv) investigating the power 
consumption of  a hybrid Content Distribution Networks - Peer 
to Peer (CDN-P2P) architecture, (v) building an experimental 
demonstrator which enabled us to demonstrate the performance 
and energy consumption of  the original (OBT) and EEBT and 
made it possible to verify our models, heuristics and simulations 
by comparing the experimental results to the theoretical results 
considering similar peers distributions. 

The remainder of  this paper is organized as follows. Section II 
briefly reviews IP/WDM networks and their power minimisation. 
In Section III we review BitTorrent systems and study the impact 
of  physical network topology on the performance and energy 
consumption of  BitTorrent. Section IV proposes an extended 
energy efficient BitTorrent heuristic (EEBTv2) and compares its 
performance to the old heuristic presented in [19]. Section V 
introduces a new MILP for studying the impact of  peers’ 
behaviour where we optimise the location and upload rates of  
operator controlled seeders. In section VI we investigate the 
power consumption of  a hybrid CDN-P2P network. In Section 
VII we conduct experimental evaluation of  EEBT and compare 
the results to the MILP model. Finally, Section VIII concludes the 
paper. 

II. IP/WDM NETWORKS 

The IP/WDM network consists of  two layers, the IP layer and 
the optical layer. In the IP layer, an IP router is used at each node 
to aggregate traffic from access networks. Each IP router is 
connected to the optical layer through an optical switch. Optical 
switches are connected to optical fiber links where a pair of  
multiplexers/demultiplexers is used to multiplex/demultiplex 
wavelengths [23]. Optical fibers provide the large capacity 
required to connect IP routers. Transponders provide OEO 
processing for full wavelength conversion at each node. In 
addition, for long distance transmission, EDFAs are used to 
amplify the optical signal on each fiber. Fig. 1 shows the 
architecture of  an IP/WDM network. 

Two approaches can be used to implement the IP/WDM 
network, namely, lightpath bypass and non-bypass. In the bypass 
approach, lightpaths are allowed to bypass the IP layer of  
intermediate nodes. Implementing such an approach requires 
intelligence at the optical layer which involves many technical 
challenges. On the other hand, the forwarding decision in the 
non-bypass approach is made at the IP layer; therefore, the 

incoming lightpaths go through OEO conversion at each 
intermediate node. The non-bypass approach is implemented in 
most of  the current IP/WDM networks. In addition to the ease 
of  implementation, the non-bypass approach allows operators to 
perform traffic control operations such as deep packet inspection 
and other analysis measures. 

 

Fig. 1 IP/WDM Network 

Energy efficiency of  IP/WDM networks is widely investigated 
in the literature. The authors in [23] have shown that the lightpath 
bypass approach consumes less power compared to the non-
bypass approach as bypassing the IP layer at intermediate nodes 
reduces the number of  router ports, the major power consumers 
in IP/WDM networks. In [24] the authors focused on reducing 
the CO2 emission of  backbone IP/WDM networks by 
minimizing non-renewable energy consumption through 
introducing renewable energy sources where the traffic is re-
routed toward green paths powered by solar cells. They also 
considered optical bypass and minimum hop routing. In [4] a 
MILP model is developed to optimise the location of  datacenters 
in IP/WDM networks as a means of  reducing the network power 
consumption. In [25], energy efficient IP/WDM physical 
topologies are investigated considering different IP/WDM 
approaches, nodal degree constraints, traffic symmetry and 
renewable energy availability. 

III. BITTORRENT SYSTEMS 

A. BitTorrent Overview 

In BitTorrent [9], file sharing starts by dividing the file to be 
shared into small pieces, each of  256 kB typically, by the file 
owner. The file owner generates a corresponding metadata file, 
called the torrent file that includes essential information about 
the shared file to help interested users download it. The 
torrent file is shared using the HTTP protocol so that users 
can download it through web pages. The torrent file directs 
users to a central entity, called the tracker which monitors the 
group of  users currently sharing the content. Such groups are 
referred to as swarms in BitTorrent terminology and their 
members as peers. Peers in a swarm are divided into seeders 
and leechers. Seeders have a complete copy of  the file to be 
shared while leechers have some or none of  the file pieces. 
When contacted by leechers, the tracker returns a list of  
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randomly chosen peers. Leechers select a fixed number of  
other interested leechers to upload a piece to after the leecher 
finishes downloading that piece. This selection process, known 
as the choke algorithm, is the central mechanism of  BitTorrent. 
Each leecher updates its selection every 10 seconds to select 
the four peers offering it the highest download rates. On the 
other hand, seeders select leechers based on their download 
rates or in a round robin fashion [26]. Tit-for-Tat (TFT) is 
another implemented mechanism that guarantees fairness by 
not permitting peers to download more than they upload to 
other peers. 

The BitTorrent protocol employs other mechanisms to 
ensure its stability and performance such as the piece selection 
strategy, implemented by the Local Rarest First (LRF) 
algorithm, where leechers seek to download the least replicated 
piece first. The experimental study in [26] has shown that LRF 
ensures a good replication of  pieces in real torrents. An 
optimal LRF ensures the availability of  interested pieces that 
peers can always find to download from each other. Another 
mechanism is the optimistic unchoke algorithm that enables 
recently arriving peers to download their first piece and allows 
existing peers to discover better candidates in terms of  the 
download rates they offer. 

As stated earlier, BitTorrent randomness in peers selection 
where they select each other randomly regardless of  the 
impact on the underlying network represents a major concern. 
For instance, a seeder in a certain ISP network might unchoke 
a remote leecher in another ISP while overlooking a nearby 
leecher located in the same ISP. This generates network cross 
traffic which results in extra fees to be paid to the other ISP. 
Such behaviour is referred to as location un-awareness. Several 
studies proved that employing locality in peer selection, i.e., 
prioritizing nearby peers over far ones, can reduce ISP cross 
traffic while maintaining acceptable performance for 
BitTorrent [10]. Service support through Nano-datacenters 
(Nada) has been shown to benefit from location awareness in 
BitTorrent managed networks [27]. 

We developed a MILP model to study the impact of  peer 
selection on the power consumption of  BitTorrent [19], [20] over 
bypass and non-bypass IP/WDM networks. In that model peers’ 
locations refer to nodes in the IP/WDM network rather than 
ISPs Autonomous Systems, i.e. the model tries to minimize traffic 
between nodes.  The objective function of  the model considered 
maximizing the download rate while the network power 
consumption is minimized. We assumed optimal LRF, where 
peers always have interesting file pieces. We also assumed a flash 
crowd scenario for BitTorrent, the most challenging phase for 
content providers [10], where the majority of  leechers arrive soon 
after a popular content is shared. For simplicity, we did not 
consider optimistic unchoke in the MILP model. In this work we 
also use these assumptions for the parts dealing with model 
analysis. 

B. MILP Model Results 

In [19] we compared the EEBT with the original 
implementation of  BitTorrent (OBT) and Client-Servers (C-S) 
systems considering the NSFNET as an example network. 

Our results in [19] indicate that OBT protocol, based on 
random peer selection, is energy unaware and therefore has 
similar energy consumption on the network side compared to a 
typical C-S model considering similar delivery scenarios. 
However, the EEBT protocol we introduced, which exploits 
locality, can reduce the energy consumption of BitTorrent in 
IP/WDM networks by 30% and 36% compared to the C-S 
scheme under the bypass and non-bypass approaches, 
respectively, while maintaining the optimal download rate. 
Investigating the behaviour of our EEBT model shows that the 
model converges to locality where peers select each other based 
on their location rather than randomly. In Fig. 2 we show a 

visualisation of  the selection matrix 𝑈𝑖𝑗𝑘  (𝑈𝑖𝑗𝑘 = 1  if  peer i 

unchokes peer j in swarm k, otherwise  𝑈𝑖𝑗𝑘 = 0 ) for a single 

swarm of  30 seeders and 70 leechers in the NSFNET network. 
The red dots in the graph represent peers. It is obvious that peer 
selection in OBT is random, as peers have no sense of  location; 
therefore, a peer might select a far peer while neglecting a nearby 
one. Examining the peer selection for the energy aware 
BitTorrent, we notice that peers favour peers who are near in 
terms of  number of  hops as fewer hops yield lower power 
consumption. 

Fig. 2 Peers Selection Matrix 𝑼𝒊𝒋𝒌 

In this section we study the impact of  the network topology on 
the energy efficiency of  BitTorrent over bypasses IP/WDM 
networks. We consider three topologies of  different number of  
nodes and average hop counts, namely, the AT&T network in 
USA, the British Telecom network in Europe (EU BT), and the 
Italian network. 

In [19] we considered the same content distribution scenario for 
the different schemes (BitTorrent and C-S schemes) over the 
NSFNET topology where 160,000 groups of  downloaders, each 

Original BitTorrent 
(Random Selection) 

Energy Efficient 
BitTorrent      
(Optimized Selection) 
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downloading a 3 GB file, are distributed randomly over the 
network nodes. Each group consists of  100 members.  

For the BitTorrent scenario, we refer to the downloader groups 
as swarms and their members as peers. Each swarm has 100 peers. 
We considered a homogeneous system where all peers have an 
upload capacity of  1Mbps. This capacity reflects typical P2P users 
in the Internet [28]. The average regular traffic demand between 
each node pair in the NSFNET considering different time zones 
is 82 Gbps [4]. The aggregate BitTorrent traffic is 16 Tbps, 
however some peers communicate with peers in their own node. 
Therefore the aggregate BitTorrent traffic that contributes to 
cross-node traffic is 14.9 Tbps which corresponds to an average 
node-to-node BitTorrent traffic of  82 Gbps. The scenario we 
considered represents a future scenario with approximately 
double the current level of  network traffic. Note that traffic is 
currently growing at 30%-40% per year [29] and therefore 
doubles every two years approximately. 

To study the performance over the different topologies, we 

estimate the average regular traffic between node pairs,  𝐴𝑅𝑇𝑛 , 
based on the traffic of  the NSFNET topology:  

𝐴𝑅𝑇𝑛 = (
𝑃𝑛

𝑃𝑁𝑆𝐹𝑁𝐸𝑇
) ∙ 𝐴𝑅𝑇𝑁𝑆𝐹𝑁𝐸𝑇  Gbps (1) 

where 𝑃𝑛 is the population of  users in topology n and 𝑃𝑁𝑆𝐹𝑁𝐸𝑇 , is 
the population of  users in the NSFNET which is considered to 

be equal to the USA population, 𝐴𝑅𝑇𝑁𝑆𝐹𝑁𝐸𝑇  is the average 
regular traffic demands between node pairs in NSFNET (Table I) . 

We use 𝐴𝑅𝑇𝑛  to generate the elements of  the regular traffic 

matrix, denoted as 𝑅𝑇𝑁𝑠𝑑 , randomly and uniformly distributed 

between [10, (2 ∙ ARTn − 10)] Gbps. 

The number of  swarms, 𝑁𝑆𝑛 , is calculated based on the fact 
that the total swarm traffic should be equal to the total regular 
traffic so that each contribute 50% of  the total traffic in the 
network. Solving the MILP model on a PC does not scale to 
produce results for a large network. Therefore in [19] to define a 
tractable problem, we solve the model for 20 swarms and assume 
that the network contains 8k replicas of  these 20 swarms, i.e. a 
total of  160k swarms so the swarms contribute 50% of  the total 
traffic in the network. To obtain the total number of  swarms for 
each of  the topologies considered in this study, the 20 swarms are 
scaled by the ratio between the total regular traffic and the total 

swarms’ traffic. So 𝑁𝑆𝑛 is given as: 

  𝑁𝑆𝑛 = 20 ∙  (
∑ ∑ 𝑅𝑇𝑁𝑠𝑑𝑑∈𝑁𝑠∈𝑁

∑ ∑ 𝑆𝑇𝑁𝑠𝑑𝑑∈𝑁𝑠∈𝑁

) 
  (2) 

where 𝑆𝑇𝑁𝑠𝑑  is the swarms traffic between nodes s and d due to 

running the OBT model with 20 swarms. The resulting regular traffic 
and number of  swarms are summarized in Table I. 

For the C-S scheme, the model in [4] is used to optimally locate 
5 datacenters in the different topologies and evaluate the 
performance of  the C-S scheme. Note that we assume different 
data centres have different content, i.e. content is not replicated, 

and all the content is equally popular. For fair comparison, the 
number of  downloaders in the C-S scenario is assumed to be 
equal to the number of  leechers in the BitTorrent scenario, and 
seeders are replaced by five datacenters with an upload capacity 
equal to the total upload capacity of  all peers in the BitTorrent 
scenario. This ensures that the upload capacity and download 
demands are the same for both scenarios and therefore, the 
power consumption will only depend on how the content is 
distributed.  

The results are obtained against increasing number of  seeders 
(from 25 to 95) in steps of  10 where the number of  leechers 
decreases accordingly to maintain the total number of  peers in all 
cases at  𝑃𝑁 = 100  peers (Table II). For instance, if  the number 
of  seeders is 55 in a figure, this means that the number of  
leechers is 45. Power savings are calculated at each number of  
seeders case and eventually averaged over the whole range to 
obtain the average power savings as increasing/decreasing 
number of  seeders/lechers represents a scenario where leechers 
turn gradually into seeders after finishing downloading the file.  

TABLE I. ANALYZED NETWORKS INFORMATION 

Network Country 
Population 

(Million) 

No. of  
Nodes 

No. of  
Links  

Avrg. 
Hop 

Count 

Avrg. 
Regular 
Traffic 
(Gbps) 

No. of  
Swarms 

NSFNET USA 314 14 21 2 82 160,000 

AT&T USA 314 25 54 2.5 82 509,400 

EU BT Europe 406 21 34 2 105.8 464,740 

Italian Italy 61 21 36 3 15.9 70,000 

Table II displays the input parameters to the models [19].  

TABLE II 
INPUT DATA FOR THE MODELS 

Power consumption of a router port (𝑃  ) 1000 W [30] 

Power consumption of  transponder (𝑃𝑡)  73 W [23] 

Power consumption of  an optical switch (𝑃 𝑖)     85 W [31] 

Power consumption of  EDFA (𝑃𝑒) 8 W [32] 

Power consumption of  a Mux/Demux (𝑃𝑚𝑑) 16 W [33] 

No. of wavelengths in a fiber ( ) 16 

Bit rate of each wavelenght ( ) 40 Gbps 

Span distance between EDFAs (𝑆) 80 km 

Number of modeleled swarms (𝑆𝑁) 20 

Number of peers in single swarm (𝑃𝑁) 100 

Number of upload slots (𝑆 𝑁) 4 

Upload capacity for each peer (𝑈 ) 0.001 Gbps 

Download capacity for each peer (  ) 0.01 Gbps 

Number of datacenters (  𝑁) 5 

Factor of average download rate ( ) 1,000,000 

Factor of power consumption ( ) 0 or 1 
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B.1 AT&T Network: 

The AT&T network [34], [35] projected on USA map [36], 
shown in Fig. 3, consists of  25 nodes and 54 bidirectional links. 
As the AT&T network is located in USA; it is considered to have 
the same population and average regular traffic between node 
pairs as the NSFNET. However, due to its higher number of  
nodes compared to the NSFNET, the total regular traffic in this 
network will be higher. Therefore, 509,400 swarms are assumed 
for this network as shown in Table I. The 5 data centres of  the C-
S system are optimally located at nodes 11, 13, 14, 17 and 24 to 
minimise power consumption using our data centres MILP in [4]. 

 

 
Fig. 3 AT&T Network [34], [35], [36] 

Fig. 4 compares the performance of  the original BitTorrent 
(OBT), Energy Efficient BitTorrent (EEBT) and Client Server 
(C-S) schemes over the AT&T network. Similar trends to those 
observed for the NSFNET network [19] are observed for the 
AT&T network. Fig. 4(a) shows that the three schemes: OBT, 
EEBT and C-S achieve the optimal download rates. However, 
they consume different amounts of  power as shown in Fig. 4(b). 
The OBT scheme has the highest power consumption as it yields 
the highest cross traffic between nodes due to its locality un-
awareness. The C-S scheme consumes slightly less power 
compared to the OBT as downloaders consume no power in the 
core network when they download from a local datacenter in their 
node, yielding 1% power saving compared to the OBT. The 
EEBT scheme is the most energy efficient scheme among the 
schemes considered as it considers the peers’ locations, resulting 
in 19% power saving compared to the OBT scheme. The lower 
power saving achieved by the EEBT scheme over the AT&T 
(19%) network compared to the savings over the NSFNET (30%) 
[19] is due to the higher number of  nodes which leads to having a 
smaller number of  localized peers per node, hence, higher 
likelihood that leechers connect with peers across the network to 
achieve the optimal download rate [37]. As noticed in [19], the 
decline in power consumption at 95 seeders is because the 
remaining 5 leechers only require a total download rate of  0.05 
Gbps due to their download capacity limit which can be satisfied 

by only 50 peers (the 5 leechers plus 45 seeders out of  the 95 
seeders) in the BitTorrent scheme, resulting in 50% lower P2P 
upload traffic in the network and consequently lower power 
consumption as shown in Fig. 4(b). For C-S scheme the servers 
will push less traffic as well to satisfy the lower demanded traffic 
by the 5 downloaders.  

 Fig. 4 AT&T Network Results (a) Download rate (b) IP/WDM 
Power Consumption (c) IP/WDM Energy Consumption 

To evaluate the energy consumption under a particular number 
of  seeders, we multiplied the power consumption by the average 
download time (calculated by dividing the file size by average 
download rate). As all schemes achieve similar download rates, the 
energy consumption, shown in Fig. 4(c), displays similar trend as 
the power consumption. Note that Fig 4b (power) shows a 
sudden drop, while Fig 4c (energy) does not. This is due to the 
download capacity limit of  10 Mbps per peer which reduces the 
download rate for the 5 leechers from 20 Mbps to 10 Mbps; (At 
95 seeders (i.e. 5 leechers)), the average download rate per leecher 

should be 100 × 1Mbps/5 = 20 Mbps which is double the 

download capacity per leecher (Dp = 10 Mbps, table II)). This 

 
(a) 

 
(b) 

 
(c) 

25 35 45 55 65 75 85 95
0

0.002

0.004

0.006

0.008

0.01

0.012

Number of Seeders Per Swarm

A
ve

ra
ge

 D
ow

nl
oa

d 
R

at
e 

(G
bp

s)

 

 

C-S

EEBT

OBT

25 35 45 55 65 75 85 95
0

1

2

3

4

5

6

7

x 10
6

Number of Seeders Per Swarm

P
ow

er
 C

on
su

m
pt

io
n 

(W
)

 

 

OBT

C-S

EEBT

25 35 45 55 65 75 85 95
0

0.5

1

1.5

2

2.5

3

3.5

x 10
7

Number of Seeders Per Swarm

E
ne

rg
y 

C
on

su
m

pt
io

n 
(W

h)

 

 

OBT

C-S

EEBT

1 Seattle 

2 Portland 

3 San Francisco 

4 Sacramento 

5 Los Angeles 

6 San Diego 

7 Salt Lake 

8 Phoenix 

9 Denver 

10 Kansas city 

 

11 Dallas 

12 Central San Antonio 

13 Chicago 

14 St Louis 

15 Houston 

 

16 Cleveland 

17 Nashville 

18 New Orleans 

19 Cambridge 

20 New York 

21 Philadelphia 

 

22 Washington 

23 Raleigh 

24 Atlanta 

25 Orlando 

 



 
 

6 
 

 
 

means that the power at 95 seeders is multiplied by a longer time 
duration, (0.67 hours rather than 0.33 hours), due to the lower 
download rate and consequently this slopes the energy curve up 
compared to other cases and prevents the reproduction of  the 
drop in power consumption curve. 

B.2 British Telecom European Network (EU BT): 

The EU BT Network [34], [38] projected on the map of  
Europe [39], depicted in  

Fig. 5, has 21 nodes and 34 bidirectional links. The total 
population of  the cities covered by this network is higher than 
that of  the NSFNET, therefore, higher average regular traffic and 
number of  swarms is considered for this network as shown in 
Table I. The 5 data centres of  the C-S system are optimally 
located at nodes 1, 4, 6, 8 and 12 to minimise the power needed. 

 
Fig. 5 EU BT Network [34], [38], [39] 

Fig. 6 EU BT Network Results (a) IP/WDM Power Consumption 
(b) IP/WDM Energy Consumption 

Fig. 6 displays the EU BT network power and energy 
consumption. The average download rate exhibits similar values 
to those in Fig. 4(a) since the physical topology has no impact on 
the optimal download rate. Fig. 6(a) reveals that EEBT saves 21% 
of  the network power consumption compared to the OBT. The 
slightly higher power saving compared to the power savings 
achieved by the EEBT scheme over the AT&T network is due to 
the lower number of  nodes in the EU BT network, and hence, 
higher average number of  peers per node which increases the 
ability to localise traffic within the same node.  

B.3 Italian Network: 

The Italian network [34][40] projected on Italy map [41], shown 
in Fig. 7, consists of  21 nodes and 36 bidirectional links. It has the 
lowest population among the analyzed networks, leading the 
lowest regular traffic and number of  swarms as shown in Table I. 
We consider the C-S system with 5 datacenters located optimally 
at nodes 9, 12, 13, 14, and 15. 

Fig. 7 The Italian Network [34],[40], [41] 

As explained above in section B2, the average download rate is 
the same as that observed in Fig. 4(a) as peers download rate is 
independent of the physical topology considered. Fig. 8 reveals 
that EEBT achieves 22% power and energy savings compared to 
the OBT scheme. This saving is slightly higher compared to the 
savings over the EU BT network despite the fact that both 
networks have similar number of nodes. This is due to the higher 
average hop count of the Italian network (3 hops) compared to 
the EU BT network (2 hops) which increases the power 
consumed by the transponders and multiplexers/demultiplexers 
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(both consume more power with respect to EDFA). Therefore 
locality in the Italian network will yield higher reduction in the 
number of utilized transponders and multiplexers/demultiplexers 
compared to the EU BT network. More saving is expected for 
non-bypass IP/WDM approach where the number of router 
ports, the most power consuming devices in the network, is a 
function of the hop count. 

Fig. 8 Italian Network Results (a) IP/WDM Power Consumption 
(b) IP/WDM Energy Consumption 

We finally conclude that the size of the network in terms of 
number of nodes and the average hop count are the main drivers 
for power saving in localized BitTorrent P2P protocols. Smaller 
networks with higher average hop counts yield more saving when 
comparing OBT and C-S for a given swarm with certain number 
of peers. 

IV. ENHANCED ENERGY EFFICIENT BITTORRENT 
HEURISTIC (EEBTv2) 

Investigating the results of  the energy efficient BitTorrent 
model (EEBT) shows that the majority of  peers selected by any 
leecher are located within the leecher local node to minimise 
energy consumption as spanning the neighbouring nodes can 
increase the power consumption of  the network unnecessarily. 
Such localized selection did not affect the achieved average 
download rates. The TFT mechanism ensures that the download 
rate a leecher gets from other leechers is limited to its upload 
capacity. Therefore, as all leechers are assumed to have the same 
upload capacity, spanning to peers in neighbouring nodes does 
not grant leechers higher download rates than what they can 

achieve from leechers in the local node as long as a sufficient 
number of  leechers (at least 5 leechers, including the leecher itself, 
(in the BitTorrent protocol a leecher is allowed to connect to a 
maximum of  4 peers)) are available in the local node. The results 
also reveal that seeders may select remote leechers (when there is 
an insufficient number of  local leechers) to help them maintain 
their optimal download rate. In [19] we developed an energy 
efficient BitTorrent (EEBT) heuristic based on the above 
observations. 

However, the heuristic in [19] is a one hop heuristic, meaning 
that leechers and seeders can search for other leechers in a 
maximum of  one hop distance. In this section we enhance the 
performance of  the EEBT heuristic by allowing leechers to 
extend their selection beyond the local or neighbourhood nodes 
when the number of  peers in their search area falls below the 

number of  upload slots (𝑆 𝑁 = 4).  

To implement such heuristic, leechers need to have full 
knowledge of  the distribution of  other leechers in the network 
which can be provided by the tracker. We define a parameter 

called Radius that can have a value between 0 and the maximum 

number of  hops in the network (𝑀𝐻) where 𝑅𝑎𝑑 𝑢𝑠 = 0 refers 

to the local node. Each peer i in swarm k create a list,  ( , 𝑘,  ), 
which contains the other leechers that are located in the nodes 

that lie within𝑅𝑎𝑑 𝑢𝑠 ≤  . For instance, for 𝑅𝑎𝑑 𝑢𝑠 = 1 , a 
leecher in node 1 will list all the other leechers that belong to the 
same swarm located in node 1, 2, 3 and 4, as nodes 2, 3 and 4 are 
one hop neighbours of  node 1. We refer to the enhanced 
heuristic as Enhanced Energy Efficient BitTorrent (EEBTv2). 

Fig. 9 The Flowchart of the EEBTv2 Heuristic 

Fig. 9 shows the flowchart of  the EEBTv2 heuristic, leechers 
search for other leechers to unchoke by searching in progressive 

values of  𝑅𝑎𝑑 𝑢𝑠 until enough leechers are found. This ensures 

that each leecher will have at least  SLN leechers to TFT with. 
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Fig. 10 compares the performance of  the EEBTv2 heuristic to 
the EEBT and OBT heuristic over the NSFNET network. The 
EEBTv2 heuristic achieves a download rate comparable to that 
of  the OBT heuristic as shown in Fig. 10(a) which is a rate higher 
than that achieved by the EEBT of  [19]. To achieve such 
download rate, leechers in the EEBTv2 heuristic have to traverse 
more hops to connect to other leechers compared to the EEBT 
heuristic, reducing the power consumption saving achieved 
compared to the OBT heuristic from 29% achieved by the EEBT 
heuristic [19] to 11%, as shown in Fig. 10(b). 

Because of  the high download rate achieved by the EEBTv2 
heuristic, the difference in energy consumption between the two 
heuristics is reduced. While the EEBT heuristic saves about 17% 
energy compared to the OBT, the EEBTv2 heuristic achieves 11% 
energy savings as shown in Fig. 10(c). At high number of  seeders 
(corresponding to low number of  leechers) the EEBTv2 heuristic, 
Fig. 10(c), consumes lower energy compared to the EEBT as the 
download rate of  the EEBT is degraded by 13% in this case [19]. 

Fig. 10 The performance of  the different BitTorrent Heuristics (a) 
Average Download Rate (b) IP/WDM Power Consumption (c) 
IP/WDM Energy Consumption 

V. IMPACT OF LEECHERS BEHAVIOUR 

A.  Overview  

In the previous section we assumed a flash crowd scenario 
where all peers arrive to the network to download a particular 
popular shared content and therefore they all finish almost at the 
same time as the peers are homogenous in terms of  their upload 
capacity. However, peers might arrive in the network at different 
points in time and therefore they finish at different times. After 
they finish downloading their files, leechers might stay to seed or 
they might leave the network as they do not have an incentive to 
participate in sharing their files.  

In [21], we compared the network performance and energy 
consumption under two scenarios. In the first scenario leechers 
stay to seed after finishing downloading while the second scenario 
assumes leechers leave the network as soon as they finish 
downloading. We fixed the number of  seeders (original seeders) 
and decreased the number of  leechers from 85 to 5 leechers. Our 
results indicated that with 15 original seeders, EEBT consumes 61% 
more energy when leechers leave the network after finishing 
downloading compared to the scenario where leechers stay to 
seed after finishing downloading. We also proposed the 
introduction of  operator controlled seeders (OCS) to compensate 
for the impact of  leechers’ departure on the energy consumption. 

Considering 𝑈𝑖𝑗𝑘  as an input parameter ( 𝑈𝑖𝑗𝑘 = 1  if  peer i 

unchokes peer j in swarm k, otherwise 𝑈𝑖𝑗𝑘 = 0), we developed a 

model to maintain the download rate by optimising the OCS 
upload rate.  

In this section we extend the work in [21] to further optimise 
the location of  OCS as well as their upload rate in case leechers 
start to leave the network after finishing downloading. 

B. MILP For OCSs Location & Upload Rate Optimisation 

Before introducing the extension of  the model in [21], we 
define the necessary, parameters and variables: 

Parameters: 

 𝑁  Set of IP/WDM nodes  

 𝑆   Set of swarms 

 𝑃𝑘  Set of peers in swarm k 

𝑆𝑘  Set of OCS in swarm k 

 𝑘  Set of leechers in swarm k 

 𝑆𝑁  Number of swarms 

 𝑃𝑁  Number of of peers in a single swarm 

 𝑁  Number of leechers in a single swarm 

𝑆 𝑁  Number of upload slots 

𝑈   Upload capacity of each leecher 

𝑆𝑅 Upload rate for each slot, 𝑆𝑅 = 𝑈  𝑆 𝑁 

    Download capacity of each peer 
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Variables       

𝑈𝑖𝑗𝑘  𝑈𝑖𝑗𝑘=1 if peer i unchokes peer j in swarm k, 

otherwise 𝑈𝑖𝑗𝑘=0 

 𝐴 𝑑 𝑖𝑘  Download rate of leecher i that belongs to 
swarm k 

𝑈𝑆𝑖𝑠𝑗𝑘 The upload traffic sent from the OCS i in node 

s to leecher j, where both the OCS and the 
leecher are in swarm k 

𝑈𝑆 𝑖𝑠𝑗𝑘 𝑈𝑆 𝑖𝑠𝑗𝑘 = 1 if OCS i in node s unchokes 

leecher j, where both the OCS and the leecher 

are in swarm k, otherwise 𝑈𝑆 𝑖𝑠𝑗𝑘 = 0 

𝑆 𝑖𝑠𝑘 𝑆 𝑖𝑠𝑘 = 1 if OCS i is located in node s in 

swarm k, otherwise 𝑆 𝑖𝑠𝑘 = 0 

Objective: Similar to the objective of  the model in [21]. 

Subject to: 

𝐴 𝑑 𝑗𝑘 = ∑ 𝑆𝑅 ∙ 𝑈𝑖𝑗𝑘 + ∑∑𝑈𝑆𝑖𝑠𝑗𝑘
𝑠∈𝑁𝑖∈𝑆𝑘 𝑖∈𝐿𝑘:𝑖≠𝑗

 

 𝑘 ∈ 𝑆    𝑗 ∈  𝑘 (3) 

𝑈𝑆𝑖𝑠𝑗𝑘 ∙ 𝑀1 ≥ 𝑈𝑆 𝑖𝑠𝑗𝑘 

 𝑘 ∈ 𝑆     ∈ 𝑆𝑘   𝑗 ∈  𝑘   𝑠 ∈ 𝑁 (4) 

𝑈𝑆𝑖𝑠𝑗𝑘 ≤ 𝑀2 ∙ 𝑈𝑆 𝑖𝑠𝑗𝑘 

 𝑘 ∈ 𝑆     ∈ 𝑆𝑘   𝑗 ∈  𝑘   𝑠 ∈ 𝑁 (5) 

∑ 𝑈𝑆 𝑖𝑠𝑗𝑘
𝑗∈𝐿𝑘

≥ 𝑆  𝑠𝑘 

 𝑘 ∈ 𝑆     ∈ 𝑆𝑘    𝑠 ∈ 𝑁 (6) 

∑ 𝑈𝑆 𝑖𝑠𝑗𝑘
𝑗∈𝐿𝑘

≤ 𝑀 ∙ 𝑆  𝑠𝑘 

 𝑘 ∈ 𝑆     ∈ 𝑆𝑘    𝑠 ∈ 𝑁 (7) 

 

∑𝑆 𝑖𝑠𝑘 = 1

𝑠∈𝑁

 

 𝑘 ∈ 𝑆     ∈ 𝑆𝑘 (8) 

∑∑𝑈𝑆 𝑖𝑠𝑗𝑘 ≤ 𝑆 𝑁

𝑗∈𝐿𝑘𝑠∈𝑁

 

 𝑘 ∈ 𝑆     ∈ 𝑆𝑘 (9) 

𝑈𝑆𝑖𝑠𝑗𝑘 ≥ 𝑆𝑅 ∙ 𝑈𝑆 𝑖𝑠𝑗𝑘 

 𝑘 ∈ 𝑆     ∈ 𝑆𝑘   𝑗 ∈  𝑘   𝑠 ∈ 𝑁  (10) 

1

 𝑁 ∙ 𝑆𝑁
∙ ∑ ∑ 𝐴 𝑑 𝑖𝑘 ≤ 𝑈 + ∑ 𝑈 

𝑃𝑁−𝐿𝑁

𝑠=1

 𝑁⁄             

𝑖∈𝐿𝑘𝑘∈𝑆𝑤

 
(11) 

∑∑𝑈𝑆𝑖𝑠𝑗𝑘 ≤   

𝑗∈𝐿𝑘𝑠∈𝑁

 

 𝑘 ∈ 𝑆     ∈ 𝑆𝑘 (12) 

Constraint (3) calculates the total download rate for each leecher 
by summing the download rates the leecher obtains from other 
leechers and OCSs. Constraints (4) and (5) determine whether the 
OCS i in node s unchokes leecher j in the same swarm k.  M1 and 
M2 are large enough numbers with units of  1/Gbps and Gbps, 

respectively, and they ensure that 𝑈𝑆 𝑖𝑠𝑗𝑘 = 1  if 𝑈𝑆𝑖𝑠𝑗𝑘 > 0, 

otherwise   𝑈𝑆 𝑖𝑠𝑗𝑘 = 0. Constraints (6) and (7) determine the 

location of  OCS i in swarm k. M is a large enough unitless 

number that ensures 𝑆 𝑖𝑠𝑘 = 1  if   ∑ 𝑈𝑆 𝑖𝑠𝑗𝑘𝑗∈𝐿𝑘
> 0 , 

otherwise  𝑆  𝑠𝑘 = 0. Constraint (8) ensures that there is only one 
copy of  each OCS in the network. Constraint (9) limits the total 
number of  upload slots of  OCSs to the maximum allowed 

number of  upload slots, defined by 𝑆 𝑁. Constraint (10) ensures 
that the upload rate for each slot for OCSs is not less than the 

defined slot rate for leechers (SR). However, OCSs are allowed to 

increase their upload slots rates beyond 𝑆𝑅 . Constraint (11) 
ensures that the average download rate for all leechers equals to 
the optimal download rate. This will force the OCSs to increase 
their upload rate in case leechers leave the network after finishing 
downloading. Constraint (12) limits the maximum upload rate for 
OCSs to their download capacity as it is unrealistic to have a peer 
with more upload capacity than its download capacity. 

C. MILP Model Results 

Our evaluation is based on the assumption that leechers arrive 
to the network in groups, each of  10 leechers, at different time 
intervals until the total number of  leechers reaches 85. Therefore, 
at a certain time, each group would have downloaded a different 
percentage of  the file depending on their arrival time. We also 
assume that the arrival behaviour results in a linear relationship 
between group index and the downloaded percentage of  the file 
[21]. 

Fig. 11 compares the performance of  the energy efficient 
BitTorrent (EEBT) model, where OCS are optimally located, to 
the results of  the three schemes considered in [21] where (i) 
leechers stay, (ii) leechers leave with no OCS, and (iii) uniformly 
distributed OCS compensate for the reduction in the download 
rate after leechers leave. The different schemes are compared in a 
scenario where the swarm has 15 OCS and 85 leechers, leechers 
finish downloading in groups of  10 and either leaves the network 
or stay to act as seeders. Fig. 11(a) shows that optimally locating 
the OCS nodes achieved similar download rate to the case of  
leechers staying. Moreover, the new scheme saves 15% and 40% 
power consumption compared to the scheme where leechers stay 
and leechers leave and no OCS are introduced, respectively as 
shown in Fig. 11(b). This is because the new scheme, unlike the 
uniform distribution of  OCS where some nodes might end up 
with no OCS, place an OCS in each node which minimises the 
cross traffic due to OCS to leechers selections. Note also that the 
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scenario of  leechers leaving with no OCS has the highest energy 
consumption in spite of  the fact that it does not have the highest 
power consumption. This is because this scenario has the lowest 
download rate (Fig. 11a) as leaving peers are not replaced by OCS 
and the swarm loses upload capacity and consequently low 
download rates and high download times are observed. This 
eventually leads to high energy consumption as shown in Fig. 11c. 

Fig. 11 MILP results for OCS (a) Average Download Rate (b) 
IP/WDM Power Consumption (c) IP/WDM Energy Consumption 

VI. HYBRID CDN-P2P ARCHITECTURE 

In the previous sections we have compared P2P and C-S 
systems in terms of  energy efficiency. We showed that location 
aware BitTorrent systems can achieve significant energy savings 
compared to C-S systems. However, BitTorrent systems will 
suffer in an environment where the content availability is scarce 
or far. In this section we study a hybrid Content Delivery 
Network - Peer-to-Peer (CDN-P2P) [42] architecture as an 
efficient solution for content distribution in terms of  cost and 

performance as it inherits the stability of  CDN and scalability of  
P2P. In such systems, users basically connect to each other in a 
P2P fashion to exchange data with the aid of  the CDN 
datacenters in case the P2P network throughput is not enough to 
meet the data rate required by the service quality measure. One of  
the promising applications for this architecture is video streaming 
and in particular Video on Demand (VoD). A number of  papers 
analyzed the performance of  CDN-P2P architectures in terms of  
the end users’ perceived data rate [43], [44], [45] and they all 
concluded that it is a potential scheme in terms of  cost, capacity 
and robustness as it effectively inherits the advantages of  both the 
P2P and CDN architectures. However, little attention has been 
paid to the power consumption of  CDN-P2P architectures at the 
network side and inside the datacenters. The authors in [46] have 
evaluated a hybrid P2P (HP2P) architecture where videos are 
delivered from the CDN datacenters or from neighbouring set-
top boxes if  the video is available in the local community. They 
also suggested a localized peer assisted patching (PAP) with 
multicast delivery for highly popular content where newly arrived 
requests are assigned to the last multicast session while getting the 
first parts of  the video from neighbouring peers who joined early. 
Both schemes outperform CDN delivery energy efficiency with 
PAP being more energy efficient than HP2P for popular content 
and vice versa. 

The authors in [47] developed heuristics to analyse the energy 
efficiency of  the hybrid CDN-P2P architecture in IP/WDM 
networks taking into account content popularity, number of  
requests, and peer content sharing duration where they 
demonstrated 20-40% energy savings for moderately popular 
content. 

In this section, we develop a MILP to study and optimize the 
energy efficiency of  a hybrid CDN-P2P architecture where peers 
can download a video from other peers using a P2P BitTorrent 
like protocol and/or from a CDN datacenter if  the P2P capacity 
is not enough to deliver the video at the required streaming rate. 
Unlike HP2P in [46] and the heuristics in [47], our CDN-P2P 
model allows each peer to download from multiple sources (P2P 
and/or CDN) simultaneously which requires the servers to be 
BitTorrent aware as peers will ask these servers for specific pieces 
of  data identified in the metadata file rather than the complete 
content. The fraction of  sources that share content using the P2P 
protocol are constrained by TFT as in the OBT implementation. 
We model servers power consumption in CDN datacenters while 
the work in [47] considers the Ethernet switches and edge routers 
of  a fat tree based datacenters architecture. The authors in [46] 
assume a fixed core hop count of  4 while peers in our model, 
similar to [47], can access datacenters at different hop counts. It 
should be noted however that unlike our work, [47] is not a 
BitTorrent network in that peer swarms are not formed (such 
swarms may constrain or support the peer performance according 
to situation), a file is not broken into pieces for sharing, the 
BitTorrent TFT mechanism is not implemented, [47] assumes 
download from a single source who is able to provide the full rate, 
while BitTorrent specifies download from multiple peers so that 
the TFT reward mechanism leads to stability (also rewards) and a 
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distributed P2P system. We address these points in our MILP, and 
furthermore our heuristics and experimental demonstration 
implement the (BitTorrent mechanisms) and optimal local rarest 
first mechanism which ensures that the peers have interesting 
pieces to download. 

A. MILP FOR CDN-P2P SYSTEMS 

In this section we extend the model developed in [19] to 
consider CDN-P2P hybrid architecture. In the hybrid model, a 
peer can receive a video by joining a particular swarm that is 
currently participating in sharing that video and/or from a 
datacenter in case the P2P network capacity is not sufficient to 
deliver the video with the required streaming rate. 

In addition to the sets, parameters and variables previously 
defined, the following sets, parameters and variables are defined: 

Parameters: 

    Set of nodes with datacenters 

 𝑁𝑚𝑖  Set of node i neighbors 

𝑃 𝑖𝑘 Set of peers of swarm k located in node i 

𝑃    Power consumption of a router port 

𝑃𝑡   Power consumption of a transponder 

𝑃𝑒   Power consumption of an EDFA 

 𝑃 𝑖  Power consumption of the optical switch in 
node i 

 𝑃𝑚𝑑 Power consumption of a multi/demultiplexer 

𝐴 𝑛  Number of EDFAs between node pair (m,n) 

  
𝑠𝑑 Regular traffic demand between node pair (s,d) 

 𝑆𝑅 Video streaming rate 

          Energy per bit for the server 

 𝑠  𝑠 = 1 if node s has a datacenter, otherwise 

 𝑠 = 0 

Variables       

 𝑖𝑗 Number of wavelengths in the virtual link (i,j)   

 𝑖𝑗𝑘
𝑠𝑑  Swarm k traffic demand between node pair 

(s,d) traversing virtual link (i,j) 

 𝑖𝑗
𝑠𝑑 The regular traffic flow between node pair (s,d) 

traversing virtual link (i,j)  

  𝑛 Total number of wavelengths in the physical 
link (m,n)  

 

  𝑛 Total number of fibers on the physical link 
(m,n) 

  𝑖   Number of aggregation ports in router i  

  𝑑𝑛
𝑠𝑑  CDN traffic demand between node pair (s,d) 

     𝑁𝑖𝑗
𝑠𝑑 The CDN traffic flow between node pair (s,d) 

traversing virtual link (i,j) 

  𝑁𝑖𝑘𝑠 Traffic demand between peer i in swarm k and 
dataceneter s 

We calculate the network power consumption (NPC) as 
discussed in [19]. The CDN datacenters power consumption 
(CPC) is deduced by considering the energy per bit of a typical 
server: 

 𝑃 =    ∙ ∑ ∑   𝑑𝑛
𝑠𝑑

𝑑∈𝑁𝑠∈  

 (13) 

Note that we only consider traffic proportional energy 
consumption in datacenters and do not account for the power 
required for redandancy, cooling or underutlization, which are 
useful extensions to our models. Therefore, the total power 
consumption (TPC) is: 

𝑇𝑃 = 𝑁𝑃 +  𝑃  (14) 

The model is defined as follows: 

Objective: Minimize 

𝛾 ∙ (∑𝑃  ∙  𝑖
𝑖∈𝑁

+ 𝑃  ∙∑ ∑  𝑖𝑗
𝑗∈𝑁:𝑖≠𝑗𝑖∈𝑁

+ 

∑ ∑ 𝑃𝑡

𝑛∈𝑁 𝑚  ∈𝑁

∙   𝑛 + ∑ ∑ 𝑃𝑒

𝑛∈𝑁 𝑚 ∈𝑁

∙ 𝐴 𝑛 ∙   𝑛 +    

∑𝑃 𝑖
𝑖∈𝑁

+ ∑ ∑ 𝑃𝑚𝑑 ∙   𝑛 
𝑛∈𝑁 𝑚 ∈𝑁

) + 

 ∙ (   ∙ ∑∑   𝑑 
𝑠𝑑

𝑑∈𝑁𝑠∈  

)                                               (1 ) 

 

 

 

Subject to: 

In addition to the constraints defined in [19], the model is 
subject to: 

  𝑑𝑛
𝑠𝑑 = ∑ ∑  𝑠 ∙

  𝑖∈𝑃𝑛 𝑘:𝑖∈𝐿𝑘

  𝑁𝑖𝑘𝑠
𝑘∈𝑆𝑤

 

 𝑠, 𝑑 ∈ 𝑁     (16) 

 

∑    𝑁𝑖𝑗
𝑠𝑑   − ∑    𝑁𝑗𝑖

𝑠𝑑

𝑗∈𝑁:𝑖≠𝑗𝑗∈𝑁:𝑖≠𝑗

= {
  𝑑𝑛
𝑠𝑑  𝑓 = 𝑠

−  𝑑𝑛
𝑠𝑑  𝑓 = 𝑑

0 𝑜𝑡ℎ𝑒   𝑠𝑒

 

 𝑠, 𝑑,  ∈ 𝑁:   𝑠 ≠ 𝑑   (17)  

∑ ∑ (   𝑁𝑖𝑗
𝑠𝑑 +  𝑖𝑗

𝑠𝑑 + ∑  𝑖𝑗𝑘
𝑠𝑑

𝑘∈𝑆𝑤

)

𝑑∈𝑁:𝑠≠𝑑𝑠∈𝑁

≤  𝑖𝑗 ∙   

  , 𝑗 ∈ 𝑁:    ≠ 𝑗                      (18) 

𝐴 𝑑 𝑖𝑘 = ∑ 𝑆 𝑅

𝑗∈𝑃𝑘:𝑖≠𝑗

∙ 𝑈𝑗𝑖𝑘 + ∑   𝑁𝑖𝑘𝑠
𝑠∈  

 

 𝑘 ∈ 𝑆         ∈  𝑘  (19) 

𝐴 𝑑 𝑖𝑘 =  𝑆𝑅 

  𝑘 ∈ 𝑆        ∈  𝑘  (20)  
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Equation (15) gives the model objective, i.e. to minimise the 
total power consumption composed of network and CDN 

components that are weighted by 𝛾  and  , respectively while 
satisfying the streaming rate constraint for the VoD service. To 
achieve this objective the model optimises the P2P selection, 

given by variable 𝑈𝑖𝑗𝑘 , as well as the CDN to peers traffic, given 

by   𝑁𝑖𝑘𝑠 .  

Constraint (16) calculates the transient traffic between 

IP/WDM nodes due to CDN to peers traffic based on   𝑁𝑖𝑘𝑠 . 
Constraint (17) is the flow conservation constraint for the CDN 
to peers traffic. Constraint (18) ensures that the traffic travesing a 
virtual link does not exceed its capacity. Constraint (19) calculates 
the download rate for each peer according to the upload rate it 
receives from other peers selecting it and/or the traffic received 
from the CDN. Constraint (20) limits the download rate of a 
leecher to the required streaming rate for the viedo. 

B.The CDN-P2P MILP Model Results 

In the following results, we evaluate four optimisation scenarios 
to show the trade-off  between the different content distribution 
approaches: 

 H-MinNPC Model: A hybrid model that only minimises 

the IP/WDM network power consumption, i.e. ( = 0). 

 H-MinTPC Model: A hybrid  that minimizes the total 

power consumption (network and datacenters), i.e. 

(𝛾 =  = 1) 

 Only-CDN model: Peers download only from the CDN 

datacenters, i.e. ∑ 𝑆 𝑅𝑗∈𝑃𝑘:𝑖≠𝑗
∙ 𝑈𝑗𝑖𝑘 = 0. 

 Only-P2P model: Peers download only from each other 

using a BitTorrent like protocol, i.e. ∑   𝑁𝑖𝑘𝑠𝑠∈  = 0. 

We evaluate the power consumption of  the different scenarios 
versus an increasing number of  seeders in the swarms while the 
total number of  peers is fixed, i.e. versus an increasing download 
capacity of  the P2P system. For CDN, leechers are considered as 
normal clients that download from CDN directly without P2P 
connections. Nodes with CDN are the same set of  nodes used in 
[19]. 

TABLE III 
INPUT DATA FOR THE CDN-P2P MODEL 

Energy per bit for VoD server (   ) 

Video streaming rate ( 𝑆𝑅) 

Network Power consumption weight (γ) 

CDN Power Consumption weight ( ) 

437.5 W/Gbps [48] 

0.003 Gbps 

1 

0 or 1 

Note that     is calculated based on [48] where the server 
power consumption is 350 W and the capacity is 800 Mbps (0.8 
Gbps), therefore, 350 W/0.8 Gbps=437.5 W/Gbps. 

Fig. 12(a) shows the total power consumption (TPC), which is 
composed of  the network power consumption (NPC) and the 
CDN datacenters power consumption (CPC), for the different 

optimization scenarios. 

From Fig. 12(a) it can be seen that the ‘Only-P2P’ model is not 
capable of  satisfying the required video streaming rate (3Mbps) 
with a number of  seeders lower than 65. For both hybrid models, 
the results show that the total power consumption is reduced as 
the number of  seeders increases i.e. the download capacity of  the 
P2P network increases. This is because having more seeders in the 
swarm, increases the likelihood that leechers will be served locally 
and therefore decreases the IP/WDM cross traffic as well as the 
load on CDN datacenters. 

Fig. 12 CDN-P2P Results (a) Total Power Consumption (b) 
IP/WDM Network Power Consumption (c) CDN Datacenter 
Power Consumption 

The H-MinTPC model is the most energy efficient solution. It 
consumes 44% and 61% less power compared to the H-MinNPC 
and Only-CDN models, respectively. This is achieved by utilising 
the P2P throughput as much as possible by allowing peers to 
upload at their maximum upload capacity while the CDN is only 
contacted when the P2P capacity is not enough to satisfy the 
required streaming rate. Similar approach is reported in [47] for 
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the minimized server bandwidth (MSB) heuristic as peers are 
looked up before CDN datacenters which means that datacenters 
servers are only contacted when peers are not available or have all 
served their share of  requests. However a key distinction between 
our MILP model and the MSB heuristic of  [47] is that we 
consider a BitTorrent network and not a simple P2P network. In 
BitTorrent a peer that is selected has to be rewarded later 
according to the TFT mechanism. This means that our power 
minimized BitTorrent network MILP may not allow peers to 
select very remote peers even if  such peers are available due to 
the “double” journey imposed by TFT, and may therefore select a 
distant CDN location which does not add a second “reward” 
journey. It should be noted that BitTorrent is the most popular 
P2P implementation as it overcomes a number of  key P2P 
networks problems and provides key advantages. For example if  
the single source in [47] (and some other P2P implementations) 
was to leave the network, communication fails, whereas 
BitTorrent eliminates this single point of  failure by allowing peers 
to connect to multiple peers simultaneously as in our MILP and 
implementation. BitTorrent provides fairness through TFT, 
scalability and robustness by dividing the file into pieces that are 
downloaded. These features have their implications on power 
consumption and our models include these features. 

Note that for a number of  seeders equal to or higher than 65, 
the total power consumption for the H-MinTPC is equal to the 
P2P total power consumption as no load will be exerted on CDN 
datacenters. On the other hand, the H-MinNPC model saves only 
about 32% compared to Only-CDN model as it does not 
consider minimising the power consumption of  datacenters. 

Fig. 12(b) and Fig. 12(c) decompose the total power 
consumption shown in Fig. 12(a) into its two components: the 
network power consumption (NPC) and the CDN datacenters 
power consumption (CPC), respectively. As expected, the Only-
CDN model is the least energy efficient at the network side. At 
higher number of  seeders (more than 65); the network power 
consumption of  the Only-CDN model is even higher than the 
total power consumption of  the H-MinTPC model. The network 
power consumption for the H-MinNPC is slightly lower than the 
H-MinTPC network power consumption. This is because with 
MinNPC, peers prefer to stream a video from datacenters if  it is 
not available locally rather than streaming it from other peers as 
traffic from datacenters does not need to be rewarded back with 
an equal and opposite traffic as in the case of  streaming from 
other peers (TFT). However, high load will be exerted on 
datacenters resulting in higher CDN power consumption for the 
MinNPC model compared to the H-MinTPC model as shown in 
Fig. 12(c). Similar conclusion is reported in [47] for the closest 
source assignment (CSA) heuristic but due to different reasons, i.e. 
not due to TFT. In [47] the CDN servers bandwidth might 
increase as requests are served from the closest content source 
available whether it is a peer or a CDN datacenter and peers are 
not deliberately looked up before CDN datacenter. 

Nevertheless, H-MinNPC is easier to implement in practice as it 
does not require peers to be aware of  other peers in neighbouring 

IP/WDM nodes and it shows that it is still possible to achieve 
total power saving compared to Only-CDN model by having 
peers with lower upload utilization. 

It can be observed in Fig. 12 that for the hybrid and the Only-
CDN models, the major contribution to the total power 
consumption comes from the CDN datacenters because of  the 
inefficient servers used to distribute the VoD service compared to 
the energy efficient IP/WDM network.  

To overcome the inefficiency of  the Only-CDN model, servers 
with higher energy efficiency are needed. To find out the energy 
per bit of  CDN servers required so that the Only-CDN model is 
as energy efficient as the MinTPC model, we equate the total 
power consumption of  the Only-CDN model to that of  the H-
MinTPC model: 

(   𝑓𝑢𝑡𝑢 𝑒    𝑜) ∙   𝑃 𝑂𝑛𝑙𝑦  𝑁 +   𝑁𝑃𝑂𝑛𝑙𝑦  𝑁  

= 𝑇𝑃 𝐻𝑀𝑖𝑛𝑇𝑃  (21) 

where    𝑜  and    𝑓𝑢𝑡𝑢 𝑒  are the current and future energy 

per bit for servers, respectively and  𝑃 𝑂𝑛𝑙𝑦  𝑁 and 

 𝑁𝑃𝑂𝑛𝑙𝑦  𝑁   are the Only-CDN datacenters and network power 

consumption, respectively. 𝑇𝑃 𝐻𝑀𝑖𝑛𝑇𝑃  is the total power 
consumption of  the H-MinTPC model.  

Hence: 

   𝑓𝑢𝑡𝑢 𝑒 =    𝑜 ∙
𝑇𝑃 𝐻𝑀𝑖𝑛𝑇𝑃 −   𝑁𝑃𝑂𝑛𝑙𝑦  𝑁 

 𝑃 𝑂𝑛𝑙𝑦  𝑁 
                  

(22) 

Note that    𝑓𝑢𝑡𝑢 𝑒  is different for different number of  

seeders per swarm. While for 15 seeders per swarm,    𝑓𝑢𝑡𝑢 𝑒 is 

equal to 254W/Gbps;    𝑓𝑢𝑡𝑢 𝑒  is 9.5W/Gbps for 65 seeders. 

However, the servers manufacturing technology still does not 
support such energy efficiency. Therefore, hybrid CDN-P2P is 
very efficient at postponing upgrading datacenters in terms of  
capacity and power consumption.  

 
Fig. 13 File Sharing Effectiveness 

Fig. 13 shows the average file sharing effectiveness for the 
hybrid models calculated as: 

𝜂 = ∑ ∑ ∑ 𝑈𝑖𝑗𝑘 (𝑆 𝑁 ∙  𝑁 ∙ 𝑆𝑁)

𝑗∈𝐿:𝑖≠𝑗𝑖∈𝐿𝑘∈𝑆𝑤

          

(23) 

File sharing effectiveness ( 𝜂, where  0 ≤ 𝜂 ≤ 1), is found 
theoretically to be almost 1 [13] which can be understood as a 
consequence of  the optimality of  BitTorrent LRF as discussed 
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in section III.A. However for video streaming, BitTorrent needs 
to be modified to satisfy the streaming requirements, which might 

lead to decreasing  𝜂  as not all pieces can be downloaded in 
arbitrary fashion due to streaming constrains. The H-MinTPC 
model in Fig. 13 maintains full file sharing effectiveness by 
allowing peers to contact other peers in neighbouring nodes when 
the local capacity is not enough until peers have sufficient capacity 

(at   𝑁 ≥ 6 ) where lower upload capacity will be enough to 
satisfy the streaming demand. Conversely, as discussed above the 
H-MinNPC model limits the majority of  peers to their local 
nodes leading to lower file sharing effectiveness. The H-MinNPC 
architecture should maintain an average file sharing effectiveness 

of  𝜂 = 0.43 (obtained by averaging peers upload utilization over 
the different number of  seeders per swarm in Fig. 13) as with a 
reduced file sharing effectiveness, which is usually associated with 
less popular files, the throughput of  the P2P system might be 
insignificant and users might experience poor QoS and therefore, 
the H-MinNPC model loses its advantage over to the Only-CDN 
scenario. 

Fig. 14 (left hand side) shows the power consumption of  
individual datacenters at different number of  seeders for the H-
MinTPC model under the bypass approach. Datacenters have 
dissimilar power consumption levels at a particular number of  
seeders per swarm because of  the unbalanced load on these 
datacenters. CDN providers prefer to balance the load on their 
datacenters to increase the likelihood of  serving more nearby 
users. To evaluate the impact of  balancing the datacenters loads in 
the hybrid CDN-P2P architecture, we add a constraint to our 
model to ensure that all datacenters receive the same traffic load: 

∑  𝑑𝑛
𝑠𝑑

𝑑∈𝑁

=
1

  𝑁
∙ ∑ ∑  𝑑𝑛

𝑖𝑗

𝑗∈𝑁𝑖∈  

 

 𝑠 ∈      (24) 

 
Fig. 14 Total Power Consumption (IP/WDM and Data Centers) 
With and Without Load Balancing in CDN-P2P 

Note that in practice, it might not be possible to reach such 
sharp balance, however we consider it in our model for 
illustration purposes. Fig. 14 (right hand side) shows that balancing 

the load of  datacenters has no significant impact on the network 
power consumption, i.e. the power savings and performance of  
the hybrid CDN-P2P architecture are not scarified if  load 
balancing is implemented. 

Finally, key distinctions between the operator controlled seeders 
of  Section V and the CDN-P2P in Section VI include the fact 
that operator controlled seeders increase their rate just to 
compensate for the number of  peers who have left, while the 
CDN in CDN-P2P may offer more rate if  demanded. The 
maximum number of  available sources to download from in 
operator controlled seeders remains constant and is equal to the 
swarm size and compensation is achieved by the operator 
increasing the rate offered by its controlled seeders. In the CDN-
P2P network, the CDN sources are in addition to the swarm size. 

In the next section we report the experimental demonstration 
of  our concepts. 

VII. ENERGY EFFICIENT BITTORRENT 
EXPERIMENTAL DEMONSTRATION 

We further evaluated the EEBT heuristic proposed in [19] by 
building an experimental demonstration to demonstrate its 
performance and energy consumption over the NSFNET 
network topology. In the following subsections we discuss the 
experimental setup and introduce and analyse the results of  the 
experiment. 

A. Experimental Setup: 

Each node in the NSFNET topology is emulated using a Cisco 
10GE, SG 300-10, Layer 3 switch router. Each router is 
connected to an HP ProLiant DL120G7 server where several 
instances of  the BitTorrent protocol are implemented to 
represent several peers located at the node. This setup is cost 
efficient and allows us to distribute peers over the network nodes 
as required. Table IV summarises the details of  the hardware we 
used in our experiment.  Fig. 15 shows the routers and switches 
placed in two racks and connected to each other to form the 
NSFNET topology. 

TABLE IV: DEMO HARDWARE COMPONENTS 

Hardware Number Type Specifications 

Router 
  

14 Cisco SG 300-10 10 GE ports [49] 

Server 
 

14 HP ProLiant  
 DL120G7 

Intel® Xeon® E3, RAM 
4GB,  

HD250GB [50] 

We implemented the BitTorrent protocol in Python 2.7 using 
the asynchronous event driven TWISTED library which is the 
same library the first open source BitTorrent was written in. Our 
BitTorrent implementation captures the protocol algorithms that 
control the behaviour of  peers such as the choke algorithm (for 
leechers and seeders), optimistic unchoke, TFT and LRF. We 
considered the specifications in [51] - [52] as they represent the 
most popular detailed explanation of  BitTorrent online. Also we 



 
 

15 
 

 
 

implemented a tracker protocol and integrated it with statistics 
collection tool to analyse the results of  the experiment. Finally we 
integrated the MATLAB plotting library, Matplotlib [53], with the 
tracker to display the result instantly. 

Fig. 15 Experiment Racks and Connectivity  

The results obtained from the experiment are updated every 1 
second on the monitor screen. The network power consumption 
is calculated based on the traffic demands between network node 
pairs which can be calculated given the peers’ locations and their 
download rate obtained from the experiment. Given this 
experimental demand distribution, we use the same power 
consumption values used in the previous modelling sections 
(Table II) to estimate the power consumption of  the experimental 
setup. 

We run the experiment considering a swarm of  56 peers sharing 
a 40MB file which is divided into pieces of  256kB. Each node has 
4 peers, each with an upload capacity of  1Mbps, and one of  them 
is a seeder. 

B. Experimental Results: 

The power consumption calculated in the experiment is 
attributed to the IP layer and optical layer considering the non-
bypass approach. Fig. 16 and Fig. 17 show the experimental 
results for the OBT and EEBT, respectively. They also show the 
results of  the model in [19] considering the peers distribution of  
the experiment. 

Both OBT and EEBT achieve a comparable average download 
rate of  about 1Mbps. At steady state (between 100 and 200 
seconds) where all leechers are downloading and uploading at full 
capacity, the average download rate reaches 1.3 Mbps which is 
consistent with the theoretical average download rate [37]. This 
reflects the efficiency of  the LRF algorithm in distributing pieces 
among leechers during steady state. While OBT consumes 400kW 
on average, the energy efficient version consumes 240kW, saving 
about 40% of  power. The power consumption values are 
averaged over the interval from 50-300 seconds. 

As all peers have to download a 40MB (320Mb) file and with 
average download rate of  1Mbps, we expect theoretically that all 
peers have to finish download at 320 seconds. However, the 
experimental results in Fig. 16 and Fig. 17 show a longer average 
download time of  about 400 seconds for both versions of  
BitTorrent. This is because not all leechers finish exactly at 320 

seconds as some uploaders may favour some leechers over others 
at different times so these leechers receive more than the average 
download rate of  1Mbps and other leechers receive less than 
1Mbps and hence their finishing time is delayed beyond the 
average download time of  320 seconds. 

 
Fig. 16 Experimental Average Download Rate and IP/WDM Power 
Consumption of  Original BitTorrent (OBT) 

 
Fig. 17 Experimental Average Download Rate and IP/WDM Power 
Consumption of  Energy Efficient BitTorrent (EEBT) 

At steady state, the OBT model and the experiment are in good 
agreement and have almost similar power consumption as shown 
in Fig. 16. The power consumption of  the EEBT model is 
however 33% lower (Calculated by taking the steady state average 
power consumption of  the EEBT experiment, 300 kW, as the 
model only works for steady state case) compared to experiment 
as shown in Fig. 17. This is due to two reasons: Firstly, the model 
assumes optimal LRF which means that all needed pieces can be 
found in the local node and therefore neighbouring nodes are 
only contacted when the average download rate falls below the 
optimal 1.3 Mbps. In contrast, the experimental test-bed has less 
optimal LRF, as some needed pieces might not be available in the 
local nodes. Secondly, as mentioned in Table I the average nodal 
degree in NSFNET is about 2 which make it more likely to 
download pieces from a neighbouring node than from the same 
node as peers in the energy efficient implementation uniformly 
scan local and neighbouring nodes for peers selections. 

Model Results 
Power=200 kW 

Model Results 
Drate=1.3 Mbps 

Model Results 
Power= 700 kW 

Model Results 
Drate=1.3 Mbps 
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Fig. 18 shows the number of  hops travelled by the file pieces to 
get to the leechers requesting them for the OBT and EEBT 
experiments. The OBT experimental results (Fig. 18(a)) resulted 
in 5% and 28% of  pieces being downloaded from local nodes 
(H=0) and neighbouring nodes (H=1), respectively. On the other 
hand, with the EEBT (Fig. 18(b)) 30% of  the pieces are served 
from local nodes and 70% of  pieces are downloaded from 
sources located in neighbouring nodes (H=1). This is due to 
uniform neighbourhood scanning as discussed above. 

 
Fig. 18 Locality for Experimental OBT and EEBT 

VIII. CONCLUSIONS 

This paper has introduced an extended study of  the 
performance and energy efficiency of  the BitTorrent protocol in 
IP/WDM networks. Different aspects of  the energy efficiency of  
BitTorrent have been investigated including the impact of  
network topology, enhancing the performance of  EEBT heuristic, 
introducing operator controlled seeders, studying CDN-P2P 
architecture, and building an experimental demonstrator to 
validate the model and heuristic results. The results show that the 
EEBT is able to achieve higher energy savings on networks with 
fewer nodes for a given swarm size as the probability of  finding 
sufficient peers locally to connect with increases. For two 
networks with the same number of  nodes, the energy efficiency is 
a function of  the average hop count as the number of  network 
devices in the optical layer increases with the hop count. The 
results of  an enhanced EEBT heuristic show that to match the 
performance of  the OBT protocol, peers have to cross more 
hops if  the number of  peers in the local node is not sufficient, 
decreasing the energy saving to 11% compared to 17% when 
peers are limited to one hop across the network. We have also 
shown that to mitigate the impact of  leechers leaving the network 
after finishing downloading, optimising the location as well as the 
upload rate of  operator controlled seeders maintains the 
download rate and moreover saves 15% energy compared to the 
case where leechers stay after finishing the downloading process. 
We also investigated the power consumption of  VoD services 
using CDN, P2P and the promising hybrid CDN-P2P architecture 
over bypass IP/WDM networks. We developed a MILP model to 
analyse the performance of  the hybrid CDN-P2P architecture. 
Our results indicate that location aware hybrid CDN-P2P is a 
promising architecture not in terms of  cost and performance only 
but also in terms of  energy consumption. We have investigated 

two scenarios for the hybrid CDN-P2P architecture: the H-
MinNPC model where the model minimizes the IP/WDM 
network power consumption and the H-MinTPC model where 
the model minimizes the total power consumption including the 
network and the CDN datacenters power consumption. While the 
H-MinTPC has saved 61% of  the total power consumption 
compared to CDN-Only architecture, the savings achieved by the 
H-MinNPC is limited to 32%. The energy efficiency introduced 
by the hybrid CDN-P2P architecture can effectively defer the 
upgrade of  CDN datacenters in terms of  capacity and energy 
efficiency. The results also show that to maintain the power 
savings achieved by the H-MinNPC model, the P2P system 
should maintain an average file sharing effectiveness of  η=0.43. 
Furthermore, we show that the attempts of  content providers to 
balance the load among their datacenters will not affect the 
overall energy savings and performance of  the hybrid architecture. 
Finally we conducted an experimental evaluation of  OBT and 
EEBT. The results show about 40% saving in power 
consumption for the EEBT while the average download rate is 
maintained at 1Mbps. 
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