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Abstract

This paper describes the development of the experimental setup and measunethodologies to study
the physics of oscillatory flows in the vicinity of parallel plate stacksubig the particle image
velocimetry (PIV) techniquesParallel plate configurations often appear ‘as internal structures in
thermoacoustic devices and are responsible for the hydrodynamic ersngfertrprocesses. The flow
around selected stack configurations is induced by a standing acoustic wase amplitude can be
varied Depending on the direction of the flow within'the @acoustic cycle, relatitee stack, it can be
treated as an entrance flowawake flow. Theuinsight.into the flow behaviour, its kinematics, dynamics
and scales of turbulence, is obtained using the ctds8eynolds decomposition to separate the
instantaneous velocity fields into ensemble-averaged mean velocity field8uangtions in a set of
predetermined phases withan oscillation cycle. The mean velocity field and the fluctuation intensity
distributions are investigated-over the acoustic oscillation cycle. The velocity fluatuatifurther
divided into large- and small-scale fluctuation by using Fast Fourier foramgFFT) spatial filtering

techniques.

Keywords: oscillatory flow, parallel plate structure, thermoacoustics, turbubamteoherence, spatial

filtering

1 Introduction

In.thermoacoustic devices, an acoustic wave interacts with a stack &f sphted plates either to produce
acoustic power, induced by a temperature gradient on the stack, btato a temperature gradient along the stack,
induced by an imposed acoustic wave. This is based on the thermib@aceftect whereby appropriately phased
pressure and velocity oscillations enable the compressible fluid to undergenadizeamic cycle in the vicinity of a
solid body. These processes have been utilised in thermoacoustic emgire®iers [1], whose main advantages are
ther lack of moving parts and construction simplicity: the conversion bettlemal and acoustic energies is realised
by an oscillating gas, without the need for piston-cylinder arraagtansliding seals or harmful working fluids.

Figure 1 shows a schematic of a quarter-wavelength, standing wave weviieg as a refrigerator thanks to

the acoustic power input, M Central to the device’s operation is a thermoacoustic stack. This can be imagined as a
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series of plates forming a set of parallel channels. The gas pressure in thtoressgillates acoustically at a frequency
set by the resonance between the gas in the duct and the moving ressrarisducer. The distributions of pressure
amplitude, |p| and velocity amplitude, |u| illustrate the standawg \wresent in the resonator. The oscillating gas, within
a short distance of thermal penetration deptlirom the adjacent solid boundaries, communicates heat with the stack
(as shown on the right) and heat exchangers, and the acoustics ofeheeysure that the timing between the pressure
and gas displacement is such that heat (the cooling loads Qumped out of the cold heat exchanger towards the hot
heat exchanger (and removed to the surroundings as denotef), loyifg a hydrodynamic energy transfer “‘cascade”
enabled by compressing and expanding gas parcels. It is also possilerte the operation of such systems to form
an engine: a high temperature gradient along the stack leads to a spoatganeration of acoustic power which can
be converted to electricity by a linear alternator. More complex systems caiitheilising the concept oftravelling

wave” devices [2] which are not discussed here for simplicity.

Electro-dynamic ColdHeat Q_ EHo:1Hea\t Gas compression 5,
transducer Exchanger 1 I xchanger :

Wac Thermoacoustic
T resonator filled

. Gas expansion
with gas

Thermoacoustic Stack

lower higher
temperature temperature
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Hlustration of the hydrodynamic energy transfer up the
temperature gradient (heat pump, refrigerator)

lul

Figure 1 Schematic of a simple thermaoacoustic cooler.arrangement. The acoustically induced

compression and expansion of fluid.€lements causes heat pumping effects along the stack.

The intensity of acoustic waves used in_thermoacoustic applications is usually described by their “drive ratio”:
the ratio of the maximum pressure amplitude of the acoustic wave: tmeéan pressure in the resonator)( It is
thought that up to drive ratios of about 2-3 % the fluid flow and theasfer processes can be reliably described by the
linear acoustic theory developed by Rott [3]. However, practical applicationsretiaime drive ratios as high as 10 %,
in which range the interaction between the acoustic field and the soliddygusdjoverned by complex thermal-fluid
processes, which are still'not fully understood. Large drive ratioesmond to large fluid displacements and velocity
amplitudes,swhich in turn lead to significant nonlinear effects sutdcaspressure losses caused by the abrupt change
of the cross ‘section, acoustic streaming, vortex shedding andtitrarts turbulence. These factors can have
significant influence on the overall efficiency of thermoacoustic systgatshey are still not quantified sufficiently for
practical . thermoacoustic applications. Current paper aderedgese issues through developing appropriate
measurement methodologies which could be applied to “model” thermoacoustic devices in order to study the
fundamental fluid flow behaviour. As a first step, and an illustratiothe measurement capabilities, it focuses on the
flow at the extremity of the stack of parallel plates. It is thought ttmatflow behaviour in this region plays an
important role in heat transfer processes between the stack and the heagersstend so the proposed measurement

techniques and experimental results are of both fundamental and practicaéhimopo

Page 2 of 24



2 Literature review

Particle Image Velocimetry (PIV) has been successfully applied in great anaay of fluid mechanics; it is
rather impractical to provide a detailed discussion here. Comprehensiwvesaveeavailable [4,5], while Measurement
Science and Technology devoted a series of speciakissdiéfeatures” to the subject [6-11] with over 70 research
papers Nowadays, PIV is considered a mature measurement technique, with una#key systems available on<the
market. The research challenge is therefore a continuous improvembataafcuracy and data interpretation methods
as well as application of the PIV techniques to complex (often non-linear) systeths. context of thermoacoustic
engines and refrigerators the two technical challenges are to devise appropriatigidgta sampling techniques that
would enable defining reliably the measurement points within the acaysfie and data processing methods that
would allow extracting average features of the resulting flow fieldtlaadtatistical analysis which would characterise
the unsteady characteristics of the flow.

The above mentioned challenges are in some way similar to those of &fWhgrin.internal combustion engines
[12-14], where the flow must be sampled at selected phase angles of the guotgnevhile unsteady flow behaviour
must be analysed through ensemble averaging over many cycles thathéy the analysis of temporal signals, as is
usually the case in steady flowsee the discussion provided by Towers/and Towers in [5], p&ge35%, and in [12].
However, while measurement phase-locking is relatively straightford@rdC engines (e.g. crank angle), in
thermoacoustics one needs to rely on the timing of the acoustic excitatingger the PIV imaging, which can be
achieved by several different methods. This adds additional complexitg tneasurement as well as potentially some
measurement uncertainty.

Applications of PIV for flow visualization or velocity measurement ioustic systems were reported by Hann
and Greated [15,16] who used a double ‘exposugesomgle frame and an auto-correlation method. Campbell et al. [17]
carried out a review of PIV (as well as LDA) methods in sound ameasent applications, and focused in particular on
measurements illustrating streaming effects in acoustic systdants RB/. More recent work by Nabavi et al. [18]
focused on simultaneous measurement of acoustic and streaming vetd@gcted phases of the acoustic cycle , the
former obtained by cross-correlating two consecutive PIV images, wkilatter was obtained by @®correlating the
alternative PIV images at the same\phase. A good agreement between expegimletiteoretical predictions was
reported. A somewhat/ similar approach was adopted by Debesse et al.hfi%hemsured acoustic and streaming
velocities in a high pressure {715 bar) standing wave resonator working with nitrogen at a freyuef 22 Hz. Here
the acoustic excitation was induced by a thermoacoustic engine located at aighencesonator, while the velocity
fields were-measured at the other end, through a short cylindrical seetitnout of glass.

The flow field around internal structures of thermoacoustic systeasperhaps first investigated by Blanc-
Benon et al. [20]. They used a quarter-wavelength thermoacousti@ratagconfiguration, driven by a loudspeaker at
a frequency, of 200 Hz. The experiments were conducted for twesstad with plate thickness of 0.15 mm and plate
spacing.of 1.0 mm, the other with plate thickness of 1.0 mmpéaté spacing of 2.0 mm. The drive ratios &er
relatively low: 1.5% and 1.0%, respectively. The measurements were lockedhentoudspeaker signal. Vortex
structures around the edges of stack plates were obtained by averagingPd¥/ liotages taken at selected phases of
the acoustic cycle (altogether 16 phases in an acoustic cycle were investiflagetBsults showed both concentrated
and elongated eddies, which nevertheless remained attached to the plates. Fuethigations of velocity fields
generated by the oscillatory flow past the parallel-plate stacks were carried casgtbgjdh-Pita et al. [21], Berson and
Blanc-Benon [22], Berson et al. [23], Mao et al. [24], Aben ef28]] and Jaworski et al [26]. Generally speaking all

these works focused on velocity and vorticity fields in order to cladséfyflow morphology as a function of stack
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geometries and acoustic excitation levels. Some similarity criteria have also begestsddgo find the controlling
parameters for this type of flow.

Unfortunately, so far only the mean velocity and vorticity fielddamied by ensemble-averaging were
investigated. Current work is driven by the interest in the fluid-m@chbhaspects of the thermoacoustic systems, in
particular the turbulence characteristics in the vicinity of the parallel-plate daeoustic stack, which may have a
strong impact on the actual heat transfer intensity. The mean flowfdi@ldres investigated experimentally [20-26]
have been successfully replicated by various numerical works (seaaople 20, 27-30]). Unfortunately, there.is a
fundamental problem here since CFD typically uses time-dependatibsslof Navier-Stokes equations, which after a
few cycles converge to numerically stable (i.e. highly repeatable) flow patténfartunately, the data presented in this
paper shows that the real flow field is highly unsteady in the skatéhe cyclege-cycle variations are significant. The
similarity between actual measurements and CFD only arises whenbdeisereraged data is compared to time-
dependent but “numerically stable” results of CFD. In this sense CFD can reproduce well the mean flowfield. Neither
statistical velocity fluctuations nor small-scale eddies contained in the flow fidlgaasibly:generated by dissipating
the large scale vortices were reported. Another difficulty is that the flow comslitivestigated by.CFD have relatively
small Reynolds and/or Mach numbers, which rarely promotes the oameiroértiurbulence. As a result very little is
known about the nature of turbulence in oscillatory flows as iryagst in the present work, which is hoped to provide

an important first step for further experimental work and some mosmads numerical studies.

3 Experimental apparatus and measurement techniques

The detailed description of the rig_and its linear acoustic model is giv&ijnwhile the PIV measurement
technique is briefly introduced in [24]. Therefore only essentiakinébion is provided to maintain the paper clarity.
On the other hand, some new information’is included in areasasuitte analysis of seeding particles or triggering of

the measurement system due to the specific nature of the journal.

3.1 Resonator and stacks

Figure 2a shows a schematic diagram of the experimental rig with thecaraponents and their dimensions
The working gas is air at atmospheric pressure and room temperataresdiliatory flow is induced by a standing
acoustic wave [generated by a loudspeaker. The coupling of the sqatead the loudspeaker enables the rig to work
as a quarter-wavelength resonator with the fundamental frequencyldfl23Current experiments were carried out at
drive ratios up.to 3%. Construction of the rig described above allows teshiigary stack arrangements, at arbitrary
locations along the resonator. In the current work, two stacks were testedf lvhich had the length, | = 200 mm and
the width to’fit the internal resonator width. The first stack (denoted as Sthakl K = 1.1 mm thick plates, with the
spacing between plates D = 5.0 mm. The second stack (denoted as Stexk dl)= 5.0 mm thick plates, with the
spacing between plates D = 10 mm (see Figure 2b for a stack schefriaidluid particle displacement amplitude is
normally less than half of the plate length, therefore the flow distoebftom one end of the stack plates is considered
too far to disturb the flow at the other end of the st@skother words the plates can be assumed “‘semi-infinite” in
length). For both stacks, the distance separating the centre of the stélek and plate of the resonator was 411
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3.2 Flow seeding and laser illumination

Air in the resonator is seeded with olive oil droplets of sizes typieatiund lum. The particle suspension was
injected through an opening in the resonator wall, close to the location of the wfiaite another opening far from the
measurement zone allowed maintaining the atmospheric pressure inside the resfeatthe seeding was in place,
the openings were blocked and a high intensity acoustic wave wdstaislistribute the particles evenly within-the
measurement zone, after which the actual imaging was undertaken. h&ftenater injection a high tracer particle
density of more than 15 particles in each interrogation spot in averafpe cdotained, which enables a relatively high
detection probability of a valid velocity vector [32]. This quality particlepsmsion lasts typically for a period of a few
minutes, during which the PIV measurements are undertaken. A&erminutes, the particles teedto settle, adhere
to the internal surfaces or dgft away most likely due to streaming processes. Subsequently thadrigp\be cleaned

inside and the seeding had toreepplied before the next set of experiments.

Internal dimension: 136 mm x 136 mm
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Figure 2 Schematic of experimental apparatus (a); details of the stack and imaging area (b); and block

diagram of the triggering mechanism used for phase-locking in PIV measurements (c)

In-the PIV measurement of the velocity field, it is the velocity of thdigles suspended in the fluid that is
actually measured. Therefore, it is necessary for the particles to follovothdaithfully. The unsteady motion of
dispersed particles suspended in a continuous medium was modelled by §84ifcf. Eq. (2) in [3B. According to
King [34] there are also additional forces induced by the acoustic radiatissupe (cf. Eq. (76) in [34]) in a standing
wave. However in the experimental conditions considered, the acoustic radia8sarp on the tracer particle is about
seven orders of magnitude smaller than the acceleration force according to Stokes’ law and it may be easily neglected
here. Using the analysis by Melling [33], and considering that, in thestte particle densipy, and the fluid density

differ by three orders of magnitude, one sanplify Melling’s equation to
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3
7 5y = 3 (u, -0 (1)
where ¢ is the particle diametey; (about 1.81x1Bkg m* s* for air at 1atm and 20 °Iis the dynamic viscosity of the
fluid, u, andu are the instantaneous velocity of the particle and fluid respectively. Of coisrsenonlinear function of
time in the unsteady flow around the stack plates and the equations of motion bdifficudt to solverRelaxation
time, z; could be used to measure the tendency of the particles to follow itherdlocity, on the assumption. that the
particle velocity approa@sthe flow velocity exponentially, as described by Eq. (2.3B%]. The relaxation timeris
defined as

2
. dopp
S 18u

2
Assuming that the particles follow the flow if/u > 0.99 with no more than 1° phase lag, it'can be shown that the
maximum diameter of the particles should be aboutuh@or the acoustically-driven oscillatory flow of interest (f =
13.1Hz). Therefore the choice of the smoke generator and the resulting parield for PIV measurements seem
reasonable.

A laser beam from a Nd:YAG pulsed laser (BigSky Lasey expanded to form a divergent laser sheet in the
vertical plane (Fig2a). It penetrated into the resonator perpendicularly to the resonatanaxiwas reflected by a
small rectangular mirror (3@m x 10 mm) to illuminate.the flow intorand out of the stadke mirror was installed
0.7 m away from the end of the stack, while the laser.aperture was@B m away from the mirrpthe imaging area
was approximately in the beam waist, where the laserisheet it hlbom thick, measured by usifigaper burr?’
technique. It was confirmed by a preliminary PIV measurement (netrshere) that the presence of the mirror had n
discernible effect on the oscillatory flow at the stack:

3.3 Details of PIV measurement

Figure 2c shows/a block diagram of the PIV triggering mechanism miskd current study. The output signal of
the pressure transducer. showniin Figure 2a is used as a phase refegamardte a TTL pulse sequence by an in-
house made circuitry; at the;.same frequency as the acoustic excitatioregrovitie loudspeaker. The TTL signal was
used to synchronize the laser pulses and the image capturing by eaééPa, so that the pictures were phase-locked
to the pressure oscillation, thus the velocity oscillation in the resonator. ThegblihseT TL signal can be shifted so
that the flow in different phases of the acoustic oscillation can be obséwwesthematically shown in Figure 20
phases (every 18°) were investigated in each acoustic cycle. enadhwhen these 20 phases (@1, @,...D,) appear
is shown relative to the mean ensemble averaged velocity at point M (&blridgn general, the flow corresponding to
phases @, — @15, When the fluid flows out of the stack with a positive velocityefemred to as the ejection stage, while
the flow corresponding to phases @;; — ®,0, When the fluid flows into the stack with a negative velocity, isrretl to as
the suction stage both explained in more detail in section 4.3.

To determine the flow velocity in each phase, pairs of singly exgosages were captured. The time difference
of images in each pair was determined by the laser pulse separatioh, wdic chosen so that the particle
displacements during the interval were generally not more than 1/4e dhtérrogation area used to analyze the

captured images [36]. Thus, the time separations between laser pulsesnet@ecording to the velocity magnitude
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at the investigated phase, and the size of the investigated fields. A flow figtdadier size was imaged to reveal the
velocity gradient in the viscous boundary layer, while a larger size was@&pphgew the general pattern of the wake
flow. The measured field size ranged fromr@g x 25 mm to 60nm x 60 mm for the investigated two stack
configurations.

Uy

0 36 72 108 144 180 216 252 288 324 360

Phase reference (°)

Figure 3 Phase-averaged velocity oscillation at point M and corresponding phasesat which the PIV

measur ements ar e taken

The image processing was performed using commercial software N\BSEHT™). A standard Fast Fourier
Transform FFT) cross-correlation algorithm was used and Gaussian peak detection algesgtapplied to identify
the velocity vectors. The interrogation spots had a si82 8f32 pixels, and were recursively reduced to 16 x 16 pixels
with 50% overlap [37]. A validation was applied on the,obtained velocitipvéelds to remove spurious vectors. The
spurious vectors areetdcted by using a “neighbourhood mean” filter, which removes vectors that are out of the range
of the mean value +/- three times standard deviation in a window of Best8rs. A median value is used rather than
the mean to exclude any contribution from a spurious vector thabenpsesent in the third row or column in the 3 x 3

window, in the rowby-row scanning process:

4 Results and discussion

4.1 Validationof velocity measurement

PIV is ‘an absolute method of velocity measurement, which relies on shlaakment of tracer particles as
captured by two consecutive images with known time separation. Ndesstlieseemed useful to validate the velocity
measurement in two ways. Firstly, an acoustic wave was establisl@dempty resonator. Given that the pressure
amplitude at the end of the resonator is known, it is easy to predictiealfhythe oscillatory velocity field in the
centre of the resonator (at any axial location, for example in the location whatadkevould normally reside). These
measurements simply confirmed that the measurement and datatiaegsetup vasworking correctly The absolute
values of discrepancy between the predicted and measured velocity atatlifsrent phases were typically less than

3.6% of the velocity amplitude.
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Figure 4 Velocity profilesfor 10 phasesin the cycle: solidlines — theoretical predictions, symbols — ensemble

aver aged measur ements. Data shown for Stack |1 at 2.4D from the channel entry and Dr of 0.3%; arrows
indicate the discrepancy between measured and theor etical profiles for @11 and ®13; error barsfor ®5 and

@15 show the standard deviation based on averaging of 100 PIV measurements

Secondly, ensemble averaged velocity. measurements were carried outawstfiected channel between two
stack plates and compared to theoretical predictions. It is known that thevdlowity in the stack channel at a
relativdy low drive ratio can be predicted accurately by the linear thermoacousticy ftigoFigure 4 shows the
velocity distribution of the U companent of the velocity for 10 selepteases, obtained by PIV measurements of the
flow around the end of Stack Il, along with the profiles predictedingar thermoacoustics. The measured velocity
profiles were obtained at.the distance of 2.4D into the channel. The yraierts normalized by the channel width D
shown in Fig. 2. The'selected case was measurBd at0.3%, which corresponds to the velocity amplitude of about
1.05 m/s. It can-be seen that'the measured mean velocity profileslusprvery well the double boundary layers
typically found in the oscillatory flows and the velocity magnituéesept for ®11 and ®13 (see arrows in Fig. 4). The
differences between measured and predicted velocities in these phases areycthesedtbance effects, which occur
during the suction phase of the oscillatory floR6][ Velocity profiles for ®5 and ®15 have also “error bars”
corresponding to the standard deviation of velocity values obtained doatiie of averaging 100 measurements.
Generally, the standard deviation is less than 2% of the mean velogiliyuge in the central region of the chann&l
higher fluctuation level in the boundary layer is probably causedebwitil-drag effect on the seeding particles in the
vicinity of the solid boundary, which is well known to be highbnlinear [38, 39]. Since the distance to the wall of any
seeding particle position is a random variable, the strong nonlinearity leh@gtfuctuations in velocity as inferred
by the FFT/cross-correlation algorithm.

The velocity profiles of the oscillatory flow in a channel between two papéts are conceptually similar to
those for the oscillatory flow in a circular pore, which is also often refdoexs the Womersley profiles due to his

pioneering work [40]. Nevertheless the analytical expressions for theitygoofiles in the oscillatory flow in pores of
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a range of different geometries, such as square, circular and triangules,skepvell as a channel between two parallel

planes are available from Arnott [41].

4.2 Ensemble averaging of velocity field

For a typical experimental run, an arbitrary number, N, of instantanfémw fields can be obtained for each-of
the 20 phases. Therefore the data set obtained for each case consistg bf iB8tantaneous flow fields./ Each
instantaneous flow field provides two velocity componentsy(@, i) and v(xy, @, i) in a spatial point (xy), at phase
® of each acoustic oscillation cycle i.

The classial Reynolds decomposition is used to separate the instantaneous flowirfteldsean (ensemble-
averaged) flow fields and their fluctuations, based on the assumpdibthéhmean velocity fields are the saatany
time corresponding to the same phase in the acoustic ég}lelherefore, from a group of instantaneous flow fields of
the same phaséhe corresponding mean velocities |)x®) and V(x y, ®), and the RMS values (standard deviation)

of the velocity fluctuationsu'(x, y, ®) and v'(x, y®), for each phas® can be calculated as follows:

1 :
UXYy,®)=— > uXy,ao,i 3
00y, ®) = Z (X,Y,,0) (3
1 N
V(x, y,cb):N;v(x,y,@,l) @
1 N
U'(X,yy(D) :‘/N (U(X,y,q),i)—U (lelq)))z (5)
i=1
1 N
V(x,y,d>)=\/ﬁ;w.y,@,i)—V(x.y,cb»z (6)
where the summationis.overil,~.., N images taken at phade and the prime indicates the fluctuation of a variable.

Of course the RMS values of'velocity fluctuations will contain both the taiosr introduced by the measurement and
the effects-of the flow behaviour. Judging from the resultsvehin section 4.1 (and the results shown in later sections
4.3 and 4.4), the measurement uncertainty is relatively low comparttse component corresponding to true flow
unsteadiness (1-2% vs. tens of-%f. Figs. 912). Therefore, by using the traditional Reynolds decomposition one
could separate the mean and fluctuating components of the instantaneowsglfoity, the latter containing all the
unsteady features of the velocity field behaviour.

Of course it should be noted that turbulence is a three-dimensi@aplnon. However due to the limitations
of the measurement (2D system) as well as the practicalities of teeglhsetup and access, the current study only
focused on the plane parallel to the resonator axis. Nevertheless, for referggmsepusome measurements were
performed to estimate the fluctuations of the third “out-of-plané” velocity component (typically denotdyy w'). Here,
the laser sheet was aligned perpendicular to the resonator axis (5 mm frend tbeStacKl where the fluctuations
were found to be the highest), while the camera recorded the imégmsteefin the mirror shown in Figure 2. The
maximum measured values of/ld were about 12%, compared to 40% irf+u%)%%U,, 29% in WU, and 28% in
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V/U,, U, being the amplitude of the mean velocity in x direction. This oedumhen the fluid is moving out of the
channel with the velocity magnitude near to its amplitutléhough the “out-of-plane” fluctuations are clearly much
lower than those in u and v, the results emphasise that in tordesdel the flow behaviour correctly any future CFD
modelling aiming to capture the turbulence physics correctly may hawe fidly three-dimensional this point being

an addition to the discussion at the end of Section 2.

\"-‘ (a) | 015p, (b) 1

UnYi000 0.45¢ — Uy U000
..... VN""WUU | ——— VN""IUOU
Uyt s000 025 Un'1000
= o) = o)
04 025 :
10 10 10 10 10 10
N N

Figure5 Effect of the number of instantaneous measurements, N, on the computation of the flow statistics at
point P (a) and point Q (b). Note: units of vertical axesarein'm/sfor all variables. Index N indicates the number

of PIV imagestaken to calculate a given statistic: either mean velocity or velocity fluctuation.

An important step in developing the measurement methodologies for chamgtedsillatory flows is to
establish the number of instantaneous images for a reliable determinatiteao flow features. Some studies||
indicate that to reliably measure turbulence characteristics 1000 frames Haal ueed, while others rely on
substantially smaller number of frames: Cenedese ed4lubed only 40 frames for extracting the steady mean flow
features. In somewhat conceptually similar studies of average heliditgreengy dissipation in a turbulent swirling jet,
Regunath et al.45] argued that.500 frames was sufficient for their analysis. The effélse number of instantaneous
measurements pictures, N, on the flow statistics in the present emastirhas been assessed by computing the
statistics using up.to 1000 frames. The 1000 frames were taken fhrliStatgphase @,4. The result is shown in Fig, 5
corresponding (respectively to point P which is along the centrelitteegilate, and point Q in Fig. 2b (Q is located 9
mm above P). It is observed that a very good convergence is obtam&@00 frames. For only 100 frames, the
convergence Is not rigorously reached, yet is judged sufficienbtminca good representation of the flow over the
whole flow field, and a reasonable representative of the convergent statisikcsvak the reason for using N160
frames in the current study, and this choice seemed also a readoadbleff between the accuracy and the storage

capacity and data processing power available.

4.3 Comparison between the instantaneous and averaged flow features

The detailed flow physics of the oscillatory flow in the experimental setqustied in this paper has already
been given in reference [24], based on the averaged flow field anatygidl. not be repeated here. It is perhaps

important to note that there are two main stages in the oscillatory flomdar@ stack of plates: The first is the
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“ejection” stage, where the flow is in the positive direction (cf. Fig. 2) and the fluid emerges from the channels (phases
®1- ®10). Here typically the flow separates at the edges of the plates, and variousftypescal structures are rolled
up. These may be shed into the flow if the drive ratio is large enougiayremain in the plate vicinity for small drive
ratios. Figures 6d and 7d, discussed later give a general idea about thef tygréex shedding occurring in the
experiments. The patterns may resemble the classical von Karman vortex streeghathere are clear differences in
that the flow is not steady and is accelerated and decelerated in the half cycleedi$mre. The exact features of the
vortex shedding depend on the flow forcing and the geometryeddtttk; although various similaritysnumbers have
been suggested in [24]. The second stage ofltleif the “suction” stage, where the flow is in the negative direction
(phasesb11- @20, also cf. Fig. 2). During this period all the vortex structures generated in the “ejection” stage (or their
remains if they had time to dissipate) impinge back on the stack platese Bdudiscussed later illustrates the
impingement of vortex structures onto the stack.

It is thought that these alternate processes of vortex sheddingreflansal and vorteXre-impingement” are
critical to the understanding of the heat transfer modes between theasththe heat exchangers (not studied in the
current work). Previous work devoted to analysing flow patterrtheéroscillatory flow past a“stack of plates [20-26]
has focussed on the mean flow features and tacitly assumed that byatakifiigient amount of instantaneous images
for ensemble averaging any variability of the flow between cycles wiukmoothed ouHowever this approach may
be guestionable especially if the instantaneous flow features are vergmiffeem the averaged ones, which may in
turn have implications on the heat transfer predictions. So far no attespedia made to quantify that cyéteeycle
flow variability or to estimate to what extent are the instantaneous flow deadifferent from the averaged ones. For
ea® of the following discussion, the flow field data.will be presented mdesf vorticity maps, rather than velocity
field.

Figure 6 shows an example of comparisons between the instantameticity field (three images have hee
selected at random from a string of 100 and shown as Figs66épand the averaged vorticity field (Fig. 6d) for Stack
II. Here the drive ratio is relatively low: 0.6 %; the selected phase is @6. In the references mentioned above, this type of
flow pattern is referred to as symmetrical attached vortices on the basisasfetiagied vorticity filed. However it is
clear from the instantaneous images-that the main vortices shedhiegplate behave in a somewhat unsteady manner:
they assume different shapes, strengths and spatial locations. In the erssmrdged vorticity field these features are
simply filtered out, as are.some of the small-scale vortex structures, predentipw field.

Figure 7 shows similar.comparison between the instantaneous and avevdisty fields for Stack Il at a
significantly higher drive ratio of 2.0%, for a selected phagge ®8 (note that this is a “zoomedeut” view compared
to Fig. 6). It.can be seen that while the instantaneous images sthegree of chaotic behaviour and a multitude of
vortex scales, the ensemble-averaged image in Fig. 7d still brings otdeaty von Karman-like vortex pattern, albeit
with.somewhat smaller vorticity magnitudes and spatially “smoothed out”. Figure 8 shows similar comparisons between
instantaneous and ensemble averaged flow fields for StackDrand..0%, except that phadd?2 has been chosen, in
order to illustrate the impingement of vortex structures back onto thie s&ing place in the suction phase of the
cycle.

The vorticity maps shown in this section clearly show that vortex shggdocesses are stochastic in the sense
that vortex strength, size and location are random and could be classed g=edadgi in nature (unlike the well
known von Karman vortex shedding). The latter is particularly clear whalysing the Fourier transforms of point-
wise hot-wire measurements in the wake of the plate as already $#hoefierence [24]. Unfortunately, this feature
could not be brought out in the current PIV study because thensyspetition rate is too low to look at a single cycle

at high temporal resolution.
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Figure 6 Illustration of the variability between vortex structuresin threginstantaneousimages of the vorticity
field (a, b and c). The average vorticity field resulting from ensemble aver aging of 100 instantaneous images (d).
Stack |1, Dr =10.6%), phase ®6.
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Figure7 Illustration of the variability between vortex structuresin threeinstantaneousimages of the vorticity
field (a, b and c). The average vorticity field resulting from ensemble aver aging of 100 instantaneous images (d).
Stack |1, Dr = 2.0%), phase ®8.
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Figure 8 lllustration of the variability between vortex structuresin threeinstantaneousimages of the vorticity
field (a, b and c). The average vorticity field resulting from ensemble averaging of 100 instantaneousimages (d).
Stack I, Dr = 1.0%, phase ®12.

4.4 Turbulencevs. “total fluctuation” intensity - spatial distribution

As already mentioned in Section 4.2, for the cyclic flows as discussed fraper, calculation of the time-series
statistics (even if high speed PIV was available) makes little sense deetime¢ dependence of the underlying mean
flow. Therefore it is usually assumed that the processes are ergdditeadata is collected at a fixed instant (phase)
for a set of different cycles in order to calculate_ the flow statistics as¢fedted phasén the classical description of
turbulent flows, the RMS values of velocity fluctuations as-defined by eqsatl) and (6) lead to the concept of
“turbulence intensity” using an appropriately selected reference velocity from the mean flow. However, as discussed
below, such calculations tend to take into.account the unsteadiness intrdutiee large scale coherent structures
together with the contributions from small scale vortex. structures usually understood as “turbulence”. This distinction
may be important from the point /of view of heat transfer modellmg tay be the ultimate objective in the
thermoacoustic context.

Therefore for the purpose of, this paper it is proposed to usewdwhalifferent terminology: the velocity
fluctuations described by equations.(5) and (6) would give rise to a “fluctuation intensity”. This is denoted as T (with
appropriate indices as/necessary) and calculated using the classical concepts of “turbulence intensity”. On the other
hand, appropately spatially filtered velocity fields (as described later in section 4.5) would give rise to “small-scale
turbulence intensity’” (denoted as 6), understood as the contribution from vortex structures smaller thatam @t-off
length-scale.

In view.of the instantaneous and averaged PIV images discussed in tloeips®mction, this section attempts to
present a statistical description of the unsteady processes of vorteinghmmirring in the oscillatory flows, using the
concept of the abovementioné&fuctuation intensity”. Using the approach proposed by P46][(for the classical

turbulence intensity) the “fluctuation intensity” could be similarly defined as:

szﬁlu*;Tyz\/?/U*;Tzzx/?/U*; (7
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where the over-bar indicates a temporal mean function anid & suitably chosen reference velocity. However, an
alternative definition (also given by Pdif]) suggests thahe “fluctuation intensity’ could also be defined as a sum of

components in all directions according to the following formula:
T= ;(F+\F+EJ/U (8

Discussion in this section is lireit to onlyatwo-dimensional velocity field (u and v) acquired from thB P{V
measurements. To enable the comparison of the level of velocitydtiarts for different velocity amplitudes, and
various stacks, théfluctuation intensities in x and y directions: ,Tand T, can be usedEq. 7), where the reference
velocity is simply the amplitude of the mean velocity in x diregtidn(i.e. the acoustic velocity amplitude). However,
it is perhaps somewhat easier to look at the combined quantity (total fluntirdggasity) by-analogy.to Eq. 8vhich

takes into account the velocity fluctuations in both x and y directions, yamel

T=\/u'z(x,y,q))+\/2(x,y,q))/Ua. 9

Figure 9, shows the results of calculating the spatial distributiox ard'y components of the fluctuation
intensitywithin the PIV field of view for a selected case of Stack Il, drive ®tie= 2.0%and phase @8 (i.e. the case
presented in Fig. 7). In the example presented,.itbeaclearly seen that the level of velocity fluctuations in the y
direction (Fig. 9b) reaclsaround 50% level, which is,relatively high and comparable to total fluctuatiemsities that
may occur in strong vortex wakes and highly reversed flows. Howaséndicated at the beginning of this section, the
interpretation of plots such as in B (or 9a) is not straightforward. It needs to be remembered thadatisular type
of flow contains a mixture of large-scale coherent structures (discrete ealdiesjnaller scale structures (which one
would normally refer to as “turbulence”): It sSeems reasonable to assume that the large variation of velocity feom on
instantaneous image to the next may well be caused by the variation poditien of the large vortices, not the
intensity of small-scale velocity fluctuatianBurthermore, it can be hypothesised that a high level of the dhimtu
intensity in Fig. 9b corresponds to relatively high lateral displacememsrigix structures from cycle to cycle, while
somewhat smaller turbulence. intensities appearing in Fig. 9a may indilzabeety lower level of longitudinal (stream-
wise) variation in.the position of discrete eddies from one cycle to anotheevdn the spatial distribution of x agd
fluctuation intensities is relatively similartherefore to simplify the results’ presentation in what is to follow, the total
fluctuation intensity levels (Eq.)®vill be presented. For example graphs 9a anbleBome “combined” within the total

fluctuation level T shown in graph d1

1%l

Figure 9 Distribution of x and y components of fluctuation intensity: T, and T,,; Stack 11, Dr =2.0%, phase ®8.
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Figure 10 shows the total fluctuation intensity distribution for sixesgntative phases in the acoustic cycle for
the case of Stack Il and drive rafiy = 0.6% (cf. Fig. 6), while Fig. 11 shows the total fluctuation isitgrfor six
representative phases for the case of Stack Il and driveDatio2.0% (cf. Fig. 7). Finally, Fig. 12 shows the total
fluctuation intensity for six representative phases for the case of Saadkdrive ratidDr = 1.0%.

(b) o

40

30

(d) (f)

Figure 12 Distribution of thetotal fluctuation intensity, T; Stack I, Dr = 1.0%.
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It is clear that the statistics of the velocity fluctuations in the oscillatory flounarthe end of the parallel-plate
stack is closely related to the main flow features discussed in sectiamdli@ particular mirrors the behaviour (and
unsteadiness) of the coherent structures that are present in the mearhiowgf velocity fluctuations occur during
the ejection stage and are located outside of the stack; the peak values gesaadtethetween phasass and @10,
i.e. in the deceleration phases of the ejection cycle. It can also be easibysespecting figures similao Figs. 10—

12 obtained for all experimental cases that the level of fluctuations grittwshe drive ratio however there must be
differences between absolute values of T and its spatial distributitimefowo stacks tested here.

To have some overall measure of flow unsteadiness, the turbuleptie kimergy, defined as
k:%@EAﬁ+W% (10)

can be analysedv(component is simply taken as zero in two-dimensional analysis). SspEbking thissmay have to
be redefined as “fluctuation kinetic energy” to follow the logic of “fluctuation intensities”«described earlier. However it

is not thought to be necessary for the purpose of this papertégrahof k was calculated over:an area corresponding
to one plate segment, and extending from the plate’s end 48.6 mm out of the stack(this was the maximum field of view

that was obtained in the experiments for Stack 1), and then normhls#itt area. Such approach is often used in
meteorological studies such as [47] add@][ Figure 13a illustrates schematically the integration area. For Stagk | it

6.1 mm wide, for Stack Il it is 15 mm wide. The spatially averaged tunbelkinetic energy can be written as follows:
1
M—ngmMQNA (11)

Figure 13b shows the plots of for all'experimental cases as a function of phase in the cycle. As expected the
energy is low for cases when the oscillationis. weak (drive rati®% @nd 0.6% for both stacks), but becomes
appreciable for higher drive ratios. It.is;also clear that its magnitude is igHetack Il than for Stack I. This is again
not surprising due to the fact that the‘separations on relatively thitdes generally produce stronger concentrated
vortices that contribute more strongly to-fluctuation intensities. Finally @ssiple to integrate the curves such as those
shown in Fig. 13b over the oscillation/cycle to obtain an area and cychgadeturbulent kinetic energy (denotegdk
which is illustrated in.Fig. 14. It is possible to interpret this graph aadication of the total energy contained in the

flow related to velocity fluctuations due to coherent structures and small scaletgeu

:I integration area:
A=(D+d) x 48.6 mm

:| __________________________________________

(a)
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Figure 13 lllustration of theintegration area for calculating averaged turbulent’kinetic energy ka over a sample
area A (a); plot of ka asa function of phasein thecyclefor all experimental configurations (b).
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Figured4 Areaand cycle averaged turbulent kinetic energy ka r asa function of driveratio.

4.5 Separation of fluctuation intensity with regard to length-scales: small-scale turbulence
intensity.

In_the existing literature there have been many studies undertaken to invesigaféects of the turbulence

intensity on heat transfer from solid bodies, such as circular cylid@s0], elliptical cylinder [50], and sphere [b1

etc. For example, Kondjoyan and Daudin [50] studied the effect of thestire@m turbulence intensity on the heat

transfer coefficient on a circular cylinder and an elliptical cylinder whem®ds number was between 5,000 and

30,000. The heat transfer coefficient, Nu, when the turbulence itpténd0%, has a value of about two times its value

when the turbulence intensity is 1.5%, which suggests that it is tiesrale turbulence (as opposed to large coherent

structures) that is a major contributor to the heat transfer mechanisefaeseiites [52,53] also investigated the effects

that the integral length scale, which characterises the dimension of adthiesflow, may have on the heat transfer
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Sak et al. 53] observed a decrease in the heat transfer coefficient, Nu, with the aofdhs relative turbulence length
scale from 0.5 to 1.47, when the relative turbulence intensity dfaetowards a circular cylinder is kept constant at
about 6.7%. Since the turbulence scale may be an important contributer itdethsity of the heat transfer and the
current study is intended as a precursor to turbulence characterisatisaillatory flows, it seems appropriate to
develop tools that could distinguish between the turbulence intensitiggated by various turbulence length scales
present within the flow.

The instantaneous velocity u angfellowing Reynolds decomposition and the definition in Eg:<3p), are

divided into the ensemble-averaged velocity and the fluctuation frerarisemble-averaged velocity:

ulx,y,®,i)=UXy,o)+uX,y,®,i); VvXY,D0i)=V(XYD)+V(XY,D0,i) (12)

The idea behind the data processing described below is that it should H@eptmsd$urther divide the fluctuation
component into large- and small-scale fluctuations according to aisgewift-off lengthi related to the size of the

eddies present in the flow:

u(x,y,®,i)=U X y,0)+u (X,y,D,i,4) +ui(X,y,®,i, 1)

V(X,Y,D,1) =V (XY, D) + VAX, Y, D, A) + V. (X,Y,D,i, 1) (13)

whereu;, v/, u; and vy indicate the large-scale fluctuations and small-scale fluctuations of vetocityonents u and
v, respectively.
The RMS value of the large-scale fluctuation(and v/ ) and small-scale fluctuationu{ and v, ) would

guantify the amount of the variation of each.component at'each phasstianp(x y) with cut-off lengthi:

U} s (X, Y, @, 4) \/ Zu{z XY ®,0,2) 5 V(X y,®@,2) \/ Zv’z X,y,®,i,1)

N
Z\/;nydbl/l (14)

i=1

N
Uy m(X1Y, @, ) \/%Zu’z XY, @,0,2) ;5 Vams(X,y,®@,2) \/
i=1

Z||—\

Thus, a combined.quantity to denote the amount of variation of velagityfition at large-scale and small-scale can be
respectively.described byu’ . + Vi /Ua and \JuZ o+ Ve /Ua (the latter according to the nomenclature introduced

in.section 4.4 could be denoted@sTheir values are normalized by the amplitude of the mean velocitdizate the
relative strength.

In_order to separate the small-scale and large-scale fluctuations of theaflwe-dimensional spatial Fast
Fourier Transform (FFT) technique has been designed, and the essenceai€ulaion algorithm is illustrated in
Figure 15. The ensemble-averaged velocity field was first subtractedtieomstantaneous two-dimensional velocity
field to obtain the fluctuating velocity fields containing componef{ts v @, i) and X, y, @, i). Such “instantaneous
fluctuating velocity fields were then separated into u and v components and each was separateynieghusing the
FFT into the spatial-frequency domain. Figure 16 shows the 2D adwl@pectra computed from the instantaneous
fluctuation ¢’, v’) using 2D spatial FFT for the velocity field which is depicted in Figure #erdstingly, the high
intensity “peaks” in the centre form relatively regular patterns and it is thought that they correspond to large scale (low

“wave-number”) coherent structures. Similar behaviour of the FFT was also observed by Piirto et al. [54] for vortex
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shedding in steady flows. The rather random distribution of muekrl@mplitudes around the centre is thought to
originate from he smaller scale (higher “wave-number”) eddies responsible for what was defined in section 4.4 as
“small-scale turbulence”.

Subsequently,ow-pass filtering was carried out by setting to zero all the Fourier coefidietow the desired
cut-off characteristic legth A. The instantaneous low-pass filtered fluctuation velocity fields in the space domain were
obtained by an inverse Fourier transform of the velocity data in the sfpatjisency domain. The high-pass filtered
fluctuation velocity field for each instant was obtained by subtracting the@ésw filtered fluctuation velacity field and
the ensemble-averaged velocity field from the instantaneous velocity@élkburse, the cut-off spatial-frequency or
cut-off length A is a critical parameter in the process of spatial filtering in order to separate the contribution of small-
scale fluctuations from large-scale fluctuations. However, the determindtitmvalue is rather arbitrary in this case
and is partly limited by the spatial resolution of the velocity field from RDrEsults.

Instantaneous velocity Ensemble-averaged velocity
u(x,y, d,0) Ulx.y, @)
v(x,y, D) F(x,y. @)

e

Instantaneous velocity fluctuation
u'Cey, @0 =u(x,y,®0n— Uy ®)
Vixy @0 =wxy @0 - Vixyd)

Remove spatial-mean
l«— u'x @0 = u'(xy. @,0) - <u'(xy.D,i
Vi y. @0 =vxy.@.0) - <vixyedn

2D spatial FFT
w'(f. f.D.0)
Vil o @)

|

Low-pass filtering (cut-off length 1)
uif 1 PR

(complex)

il f.,iiy (COMPIEX)
2D spatial invert FFT (Iarge-scale fluc!uation) RMS of Iarge scale fluctuation
whx,y.@,i.2) Wy (X V. D.1)
Vi) @A) Vs, @A)
Small-scale fluctuation RMS of small-scale fluctuation
u' (xy, D, A) = u'(xy. L) - u'(xy, il U’y XV, rp_,::)
Vi v @A) = vy @0 —vixy.Dil) Vo PA)

Figure15 Schematic of the spatial filtering algorithm based on 2D FFT, for separating instantaneous velocity
fields according to the length-scales of eddies present in the flow

Figure 17 (again based on the results shown in Figure 7c¢) shows thepdsitm of an instantaneous velocity
field into two parts: the large-scale velocity fluctuation field (top row) #redsmall-scale velocity fluctuation field
(bottom row), based on the original ensemble average field shokigure 7d and the instantaneous field shown in 7c.
The vorticity fields shown in Figure 17 are simply reconstructedgusiie fluctuation component of velocity to
visualise the different vorticity scales. The otifdength A was set as 1.9 mm (left column) and 3.8m (right column)
respectively. A substantial part of the flow structures formed at the platésendiided in the large-scale fluctuations,
and they are essentially different in strength, size and location from itstastant, otherwise they would have been

included in the ensemble-averaged flow field. The reconstructed vortaldylfelow the cut-off length scales reveals
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randomly distributed small scale eddies that would be resporsibtemall scale turbulence” as described in Section
4.4,

02 —————— 02
0.15} 1 0.15
0t 1 0.1
0.05} 1 0.05
fyAy 0 1 My 0
-0.05 1 -0.05
-0 1 -0.1
-0.15} 1 -0.15
032 ois 015 02 032 015 01 005 0 005 01 015

S

Figure 16 2D amplitude spectrum maps computed from the instantaneous fluctuation «’ (@) and v’ (b) using 2D
spatial FFT, f,Ax and f,Ay being the spatial-frequency in respective directions. An arbitrary scaleis used for

comparisons.

50y

Vorticity (1/s)

5.0 (mis)

Vorticity (1/5)

I1000

Figure 17 Velocity and vorticity fields obtained from spatial filtering of data shown in Figure 7c, using the cut-

off length of 1.9 mm (a and b) and 3.9 mm (c and d). Thetop row shows lar ge scale vortex structures obtained

from instantaneous velocity fluctuation after low-passfiltering, while the bottom row correspondsto high-pass
filtering. Stack II, Dr = 2.0%, phase ®8.
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The distributions of the combined RMS value of large-scale fluctuatiorsmadi-scale fluctuation (turbulence
intensity) are shown in Fig. 18 and Fig. 19 respectively, for tee o Stack Il at P= 2.0%, and the cut-off length
chosen as 3.6hm. The regions in the flow fidlaffected by the large- and small-scale fluctuation are somewhat similar
at each individual phase, although small-scale fluctuation tends to beestioran area closer to the plate end. It is
interesting to see that the combined RMS value of large-scale fluctuatioeardnabout 50% of the mean velocity
amplitude, while the combined RMS value of small-scale fluctuatioaredyr more than 20% of the mean velocity
amplitude. Compared with the distribution of the total fluctuation intersdipwn by Fig. 11, the distribution of the
combined RMS value of large-scale fluctuation reveals that it contributes a &atge the evaluated total fluctuation

intensity at least at this test condition.
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Figure 19 Distribution of therelative small-scale fluctuation; Stack |1, D, = 2.0%, A = 3.9mm

5. Conclusion and future work

This paper addresses the need for understanding turbulence charactdrissicfiatory flows past a stack of
parallel plates. This particular configuration is important in the context of ta@wnstic engines and refrigerators,
where an oscillatory flow is responsible for hydrodynamic energpiah along the stack, but also facilitates heat
transfer between the stack and adjacent heat exchangers. The fodus wfotk is the development of PIV
measurement techniques and methods of data processing and repredentetiaracterisation of turbulent flows at the
end of the parallel plate sta

A typical focus of previous work was the flow pattern characterisatidheofluid motion out of the stack (i.e.

ejection stage) based on the ensemble averaging of a large number dbpkeddé’lV images. However, the presented
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results indicate that such a description is relatively simplistic. The tydsgele variability of the flow field can be
very significant, and to the authors’ knowledge this aspect has not gained a sufficient recognition. Results presented in

this paper show that it is possible to describe the unsteady/turbulent floavidngr using classical Reynolds
decomposition and subsequently analyse the fluctuatiensity “maps”. Furthermore, it has been suggested that
simplified parameters such as area-averaged or area-cycle-averaged tlrbatenenergy can be used to compare the
flow unsteadiness generated by different stack configurations anddioind. It is hoped that such data could help_the
modelling efforts on predicting the heat transfer rates between stacks amkdtengers. However, in addition:to the
classical approach of calculating the fluctuation intensities a new methodoasgypraposed for spatial filtering of
instantaneous fluctuation velocity fields in order to separate the cditnbufrom large- and small-scale flow
structures to the overall fluctuation intensity. It has been suggested that the term “turbulence intensity”’ should only be
associated with the small scale vortex structures, which are more likely tol tbatheat transfer processes.

However, the work presented is only a first step in developing a deeperstanding of. energy transfer
processes in thermoacoustic systems. There are two clear shortcofingent approach: Firstly, the configuration is
simplified to enable the evaluation of measurement methodolegiesreality the stack willsbe“coupled to a heat
exchanger and so the flow field will be much more complicated, especialig &8d structures would effectively be in
each other’s wakes. Secondly, the arrangement studied is isothermal, and so there is no opportunity to study the actual
heat transfer processes. Therefore a further improvement would bpdseimppropriate thermal boundary conditions
on the structures studied and combine PIV with temperature field meastaréoneexample by Planar Laser Induced
Fluorescence (PLIF). These will be the directions of future experimental worddly, based on such experimental
results, significant research effort is needed .on. performing similarityysasiabn a wide range of geometrical
configurations to formulate criterial equations describing the energy transfiamsms.
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