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SUMMARY

This paper considers the hybrid simulation of under-damped dynamical systems using numerical-experimental

real-time substructuring. Substructuring joins together a physical plant with a numerical model using real time

control techniques, such that the combined model emulates the behaviour of the entire system. Due to the low

damping, the control of substructured systems can be highly sensitive to delay and uncertainty. We present a

technique for calculating the critical delay of the substructured system using a phase margin approach. In addition,

it is shown that robustness techniques, drawn from feedback control theory, can be used to reduce the destabilizing

effect of uncertainty. To demonstrate this a comparison of three different robustness compensators is presented,

using a well known linear system. The level of uncertainty is deliberately increased to compare their performances

and a discussion is made on when each may be most useful. Copyright c© 2005 John Wiley & Sons, Ltd.
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ROBUST REAL-TIME SUBSTRUCTURING 1

1. Introduction

In this paper we consider the recently developed structural testing method of real-time dynamic

substructuring. This is a form of hybrid numerical-experimental testing suited to testing large structures

or complex systems containing a critical component of interest [13]. The technique allows the critical

component to be tested experimentally at full scale while the remainder of the system is modelled

numerically. The coupling between the physical and numerical parts is achieved using real-time control

of actuators connected to the physical substructure [1, 2, 6, 9].

As pointed out previously [4, 10], substructuring can be viewed as a control problem. However,

unlike conventional control system design which aims for a well-damped closed-loop system, the

corresponding substructuring design often has lightly-damped behaviour near the boundary of stability.

For this reason, robustness is an essential consideration for this type of testing. However, because the

testing technique has been developed primarily from a civil engineering perspective, robustness has

not been studied using a control theoretic approach. In this paper we apply tools from control theory

to study the robust stability of a generic linear substructuring system. In particular we focus on the

effect of unmodelled delays and other uncertainties which occur during substructuring. We present

a technique for calculating the critical delay, τc, beyond which the substructured system will become

unstable, characterized by the onset of oscillations with positive exponential growth. Another approach

for identifying this critical delay is presented by Wallace et al. [11] which uses Delay Differential

Equation (DDE) models to analyse the substructured system; the relation between the two approaches

is discussed in this paper.

A number of substructuring control strategies have been reported [1, 2, 4, 6, 7, 8, 9, 10, 11,
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2 P.J. GAWTHROP, M.I. WALLACE, S.A. NEILD AND D.J. WAGG

12]. These strategies consist of compensating for the combined dynamics of the actuator(s) and

corresponding proprietary (i.e. built in) controller(s) — together these are referred to as the transfer

system(s). An additional compensator (or outer-loop controller) is introduced around the transfer

system to eliminate the effect of its own dynamics from the force fed back from the substructure.

The outer-loop controllers suggested to date broadly fall into two categories, those that provide (time)

delay (e−sT ) compensation and those that provide lag (e.g. 1
1+sT

) compensation; section 2 presents more

detail on these outer-loop strategies.

In this paper, the problem of robustness is considered for a generic substructuring model. In

particular, robustness is a particular concern when the structure being tested is lightly damped or

there is a high level of uncertainty in the transfer system control. Here we examine the stability and

robustness of a substructuring algorithm and describe a strategy for increasing the control robustness

for lightly-damped systems through the use of a robust transfer system design methodology. Three

types of robustness compensators are proposed to address uncertainties in the transfer system model.

The trade off is that control performance (in terms of accuracy of the hybrid simulation) is reduced

for increased control robustness. The effects of the robustness compensators are illustrated using a

single degree-of-freedom example, with both hybrid numerical-experimental results compared to pure

numerical simulations, by intentionally increasing the uncertainty in the system.

2. The substructuring algorithm

To carry out a substructuring test, the numerical model and the physical substructure are run in parallel

and interact in real-time to emulate the dynamic behaviour of the complete structure. This interaction

is achieved through the exchange of information at the interface between the numerical model and

the substructure. Firstly, the displacements (or higher state derivative) at the interface are calculated

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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ROBUST REAL-TIME SUBSTRUCTURING 3

using a numerical model and imposed via actuation devices (the transfer systems) on the physical

substructure. Secondly, the forces due to imposing these displacements on the physical substructures

are measured and fed back to the numerical model where they are included at the interface for the

next time step. A controller is used to minimize the effects of the dynamics introduced by the transfer

system. Most dynamic test methods use a proprietary controller, which typically performs PID control,

to reduce the uncertainty of the transfer system dynamics to an acceptable level. However, to achieve

a stable substructuring algorithm a more sophisticated compensation scheme is also required to reduce

the delay introduced by the transfer system to a level below the critical limit.

The first time delay compensators were obtained by assuming that the dynamics of the transfer

system may be approximated to a pure delay. For example, Horiuchi et al. [6] and Blakeborough et al.

[1] proposed outer-loop forward prediction methods which use polynomial extrapolation to predict

forward the numerical model displacement by a fixed number of time-steps. Darby et al. [2] relaxed the

assumption of a pure delay by developing a forward prediction method that varied the amount of delay

compensation, based on the error between the actuator displacement and the desired numerical model

displacement. This method was extended by Wallace et al. [12] who developed an adaptive forward

prediction algorithm that used variable polynomial coefficients such that non-integer multiples of the

previous time step could be predicted and also incorporates an amplitude correction algorithm. The use

of a Smith predictor has also been proposed as a suitable delay compensator [9].

Lag compensation via an experimental transfer function estimation of the combined inner-loop

controller and actuator dynamics has been proposed by Gawthrop et al. [4] and Reinhorn et al. [9].

The proposed outer-loop controllers compensate for unwanted dynamics by applying the inverse of

the transfer function estimation. Model reference adaptive control has also been suggested as an outer-

loop strategy by Wagg and Stoten [10], Neild et al. [8] and Lim et al. [7] which demonstrated how lag
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4 P.J. GAWTHROP, M.I. WALLACE, S.A. NEILD AND D.J. WAGG

compensation can be achieved via this approach.

Noting that both e−sT and 1
1+sT

have the same first-order Taylor expansion (1− sT ) – which indeed

they share with more complicated transfer functions such as 1

(1+s T

2
)2

and
(1−s T

2
)

1+s T

2

– there is not much

practical difference between the approaches when the damping is small as low order approximations

apply in this case. This point is examined further in Section 3.1.

[Figure 1 about here.]

Figure 1 shows two block diagram representations of substructuring†. Figure 1(a) shows the ideal case

where a numerical substructure, num, is coupled directly to a physical substructure, phy, and there

are no transfer system dynamics and hence no need for a controller. The detail of the two substructure

blocks is: for phy the output Fp and input dP are a collocated force and displacement pair connecting

phy to the numerical part of the substructured system. Similarly for num the output FN and input dN

are the collocated force and displacement pair connecting num to the physical part of the substructured

system. The signal r represents the net effect of external forces in the numerical part of the model.

In this ideal situation, FN = FP and dP = dN and the dynamic behaviour of the substructured system

exactly replicated that of the emulated system‡. However, for structural or mechanical systems, the

physical system input dP has to be generated by a transfer system which has the control objective

of setting dP ≈ dN . The physical force FP is measured by a sensor system which also has it’s own

dynamics. In practice the ideal sensor system has the relationship that FP → FN as dp → dN .

Figure 1(b) gives a block diagram representation of the practical case. In addition to the two blocks

of Figure 1(a); tra represents the controlled transfer system including both inner- and outer-loop control

†An alternative bond graph representation is given by Gawthrop et al. [4].

‡This is the case in Hardware-in-the-loop testing, where because of the structure of the system being tested, the transfer systems

have no dynamics.

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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ROBUST REAL-TIME SUBSTRUCTURING 5

systems, and mea represents the measurement sensor system, which includes the force transducer and

associated power supplies (this is assumed not to interact with phy). We note that physical part of tra

usually consists of the actuator and inner-loop controller and is affected by FP (an actuator only has a

finite performance capacity envelope in which it will operate in a linear fashion), while the numerical

(augmented) part of tra is the outer-loop controller and robustness compensator with its accuracy being

affected by the measured version of FP (FN). At this point, the following assumption is made

Assumption 1. The four systems in Figure 1(b) are linear, time-invariant and stable.

Using Assumption 1, the ideal substructuring case, Figure 1(a), may be represented by:

FP = P(s)dP (phy), (1)

dN = N1(s)r−N2(s)FN (2)

= N(s)(Nr(s)r−FN) (num), (3)

where, P(s) is the transfer function corresponding to phy, N1(s) and N2(s) in Equation (2) are separate

parts of the numerical model, which we re-express in Equation (3) in a more convenient form for

later analysis; N(s) is the transfer function corresponding to num and Nr(s) is a transfer function

representing the interface between num and the external forcing. In the ideal case there are no transfer

system or measurement dynamics, such that FN = FP and dP = dN . Then Equations (1) and (3) for

the physical substructure and the numerical model dynamics may be simplified such that the overall

system dynamics are identical to that of the emulated system. This leads to the relation

FP =
L0(s)

1+L0(s)
Nr(s)r, (4)

where L0(s) = P(s)N(s) and is defined as the nominal loop gain.

For the realistic substructuring representation, Figure 1(b), the dynamics of the transfer system and

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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6 P.J. GAWTHROP, M.I. WALLACE, S.A. NEILD AND D.J. WAGG

the measurement system must be included. We define these dynamics as

dP = T (s)dN −TP(s)FP (tra), (5)

FN = M(s)FP (mea), (6)

where the term TP(s)FP of Equation (5) includes the net effect of FP and FN on tra. From Assumption 1,

each transfer function explicitly appearing in Equations (1)–(6) is stable. The issue is then to investigate

whether the dynamics of the substructured system shown in Figure 1(b) is also stable.

Rearranging equations (1), (3), (5) and (6) the representation of Figure 1(b) may be written as

[1+P(s)Tp(s)]Fp = L0(s)[T (s)Nr(s)r−T (s)M(s)Fp]. (7)

Defining the neglected gain as Λ(s) and the neglected forward gain as Λr(s) we obtain

Λ(s) = [1+P(s)TP(s)]−1
T (s)M(s), (8)

Λr(s) = [1+P(s)TP(s)]−1
T (s)). (9)

Defining an equivalent force, Fe = Λr(s)Nr(s)r, the system dynamics may be expressed as

FP = L0(s)[Fe −Λ(s)FP]. (10)

Figure 1(b) can thus be represented by the classical feedback system of Figure 2.

[Figure 2 about here.]

Finally, defining D(s) as the transfer function relating Fe and FP for the practical substructured system,

using (10) we can write:

D(s) =
L0(s)

1+Λ(s)L0(s)
, (11)

such that

FP = D(s)Fe. (12)

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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ROBUST REAL-TIME SUBSTRUCTURING 7

Using Equation (4) and recognising that for the ideal case Λ(s) = Λr(s) = 1, the corresponding nominal

transfer function relating to the ideal substructured system, and the emulated system, may be defined

as

D0(s) =
L0(s)

1+L0(s)
. (13)

In Section 4 we discuss the use of different robustness compensation schemes. We note that D0(s)

will explicitly include these algorithms and therefore change. Thus for comparison, we define Dem as

the emulated system transfer function such that Dem = D0(s) when L0(s) does not incorporate any

compensation schemes.

3. Relative and robust stability

Figure 2 and the corresponding closed-loop system (12) are in the classical feedback control system

form where L0(s) would be interpreted as the “system” and Λ(s) as the “controller”. This means

that a range of standard control system design techniques (Goodwin et al. [5] gives a comprehensive

exposition) can be brought to bear on the problem.

For example, relative stability [5, sec. 5.8] can be characterized as follows. Define the critical

frequency ωc as the solution of

|L( jωc)| = 1, (14)

where the actual loop gain, L(s), is defined as

L(s) = Λ(s)L0(s). (15)

The corresponding phase margin φm may be written as

φm = π−∠L( jωc). (16)

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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8 P.J. GAWTHROP, M.I. WALLACE, S.A. NEILD AND D.J. WAGG

The phase margin provides a measure of how near to instability the ideal system (where Λ(s) = 1) is in

terms of how much phase lag (due to Λ(s) 6= 1) is permissible. For example, if the neglected dynamics

comprise a pure delay (Λ(s) = e−sτ) then the critical delay, τc, is the time delay which would give a

phase lag of φm and is given by

τc =
φm

ωc

. (17)

This gives an alternative method for computing the critical delay, in addition to that developed by

Wallace et al. [11] which uses Delay Differential Equation (DDE) models. For the class of system for

which the DDE methods cannot be applied or when it is impractical to use the technique, Equation

(17) could still be used in many cases (even if only as a linear approximation) to give an estimate of τc.

The link between the two techniques is discussed further in Section 3.1.

For substructuring systems in the form developed in Section 2 we would like to apply more general,

robust stability methods. Using the approach outlined in [5, sec. 5.9], together with the assumption that

both L0(s) and Λ(s) are stable implies that the closed-loop system of Figure 2 is stable if

|D0( jω)| |∆( jω)| ≤ 1 ∀ω, (18)

where

∆(s) = Λ(s)−1. (19)

This is a conservative result but has the advantage of bounding the error transfer function ∆ in terms of

the desired system D0( jω). In particular is shows that ∆( jω) must be small at those frequencies where

D0( jω) is large — typically at the resonant frequencies of the desired system.

Although these methods are standard in the control system context, they are novel in the

substructuring context. In particular, both relative and robust stability can be reinterpreted for

substructuring; a motivational example appears in Section 3.1.

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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ROBUST REAL-TIME SUBSTRUCTURING 9

3.1. Substructuring Example

[Figure 3 about here.]

[Figure 4 about here.]

[Figure 5 about here.]

An example of a substructured system is shown schematically in Figure 3. The system has

a numerical substructure consisting of a mass of mkg, a spring with stiffness kN/m and damper

with constant cNs/m and a physical substructure consisting of a spring with stiffness ksN/m. This

corresponds to the hybrid numerical-experimental system which will be presented in Section 5. In this

case

L0(s) =
ks

ms2 + cs+ k
, (20)

Nr(s) = cs+ k. (21)

Defining the natural frequency of the numerical subsystem as ωn =
√

k
m

, the corresponding damping

ratio ζ = c
2mωn

and p = ks

k
we can write

L0(s) =
pω2

n

s2 +2ζωns+ω2
n

, (22)

Nr(s) = m(2ζωns+ω2
n). (23)

Defining ŝ = s
ωn

, this can be rewritten in normalised form as

L0(s) =
p

ŝ2 +2ζŝ+1
, (24)

Nr(s) = k(2ζŝ+1). (25)

Defining ω̂ = ω
ωn

and using (14), the critical frequency corresponding to (24) is the solution of

(1− ω̂2)2 +2ζ2ω̂2 − p2 = ω̂4 +(4ζ2 −2)ω̂2 +(1− p2) = 0. (26)

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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10 P.J. GAWTHROP, M.I. WALLACE, S.A. NEILD AND D.J. WAGG

Equation (26) is quadratic in ω̂2. It has real solutions if

(4ζ2 −2)2 > (1− p2). (27)

There are two cases: if p ≥ 1 then Equation (27) is independent of ζ, otherwise the condition depends

on the value of ζ. In the case of real solutions, the positive square root of a positive solution gives a

(positive) value of ω̂ satisfying Equation (14).

Figure 4(a) shows log |L0( jω̂)| plotted against jω̂ for p = 1 and ζ = 0.107. In this case, ω̂c = 1.398,

the frequency at which |L0( jω̂)|= 1. Figure 4(b) gives the corresponding phase (in degrees) indicating

a phase margin of 17.34◦ = 0.3027rad. This gives a critical delay of τ̂c = 0.2165, which is precisely

the value obtained from the DDE numerical analysis of Wallace et al. [11] confirming the fact that both

methods are exact. However, the method of this paper gives a different insight into the problem and

has a number of advantages: it can be used for more complicated examples than can the DDE approach

and is applicable to uncertainties modelled by any transfer function.

The corresponding diagrams for L = e− jω̂Lo are plotted in Figures 4(a) and 4(b). As predicted,

L( jω̂c) = −1 corresponding to |L( jω̂c)| = 1 and ∠L( jω̂c) = −180◦.

Figure 5(a) shows how the phase margin varies with ζ and 5(b) how it varies with p. For small values

of ζ, the phase margin φm is approximately proportional to ζ. Larger values of p give a reduced phase

margin. Figure 4(a) also provides alternative insight into the solution of Equation (26). From Equation

(24), the sole effect of p is to move the curve of Figure 4(a) vertically. It is therefore clear that when

p > 1, log |L0( jω̂)| = 0 at only one frequency implying a single positive real solution of Equation (26)

for ω̂2. On the other hand, if p < 1 there is no solution if the peak of the curve is below zero. From

Equation (24), the peak value occurs at an approximate frequency of ω̂ = 1 where |L0( jω̂)|= p

2ζ
. Thus,

as also indicated in Figure 5(b), the phase margin is infinite when p < 2ζ.

[Figure 6 about here.]

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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ROBUST REAL-TIME SUBSTRUCTURING 11

The robustness criterion Equation (18) can be examined by plotting both 1
|D( jω̂)| and |∆( jω)| on

the same diagram. For example, Figure 6(a) shows 1
|D( jω̂)| when p = 1 and ζ = 0.107. On the same

diagram, |∆( jω)| is plotted for two cases:

Λ(ŝ) =



















e−τ̂ŝ, (shown as ∆d in Figure 6(a))

1
1+τ̂ŝ

, (shown as ∆l in Figure 6(a))

(28)

where τ̂ = 0.21. In this case, stability is predicted in each case as Equation (18) is satisfied. However,

this would not be the case if τ were increased slightly. Note that both forms of Λ(ŝ) of Equation (28)

give similar results in this case indicating that phase error is more important that amplitude error in

this case. Note that τ̂ = 0.21 predicted by this (conservative) robust stability method is less than that

predicted by the the exact relative stability (phase margin) approach. However, the robustness approach

is more general in that the uncertainty does not need to be parameterized by a transfer function.

The minimum value of 1
|D( jω̂)| occurs at ω̂2 ≈ (1+ p) with a value of approximately

2ζ
√

1+p
p

. Noting

that the maximum value of ∆ = 1−e−τ̂ŝ is 2, it follows that the substructured system will be stable for

any delay τ if

ζ >
p√

1+ p
. (29)

Figure 6(b) shows the boundary implied by Equation (29).

4. A Robust Transfer System Design Methodology

This paper provides a stability and robustness analysis of the substructuring problem by applying

techniques from linear control theory. This leads on to a methodology for the design of the transfer

system to achieve robust stability. The use of linear theory — and particularly the assumptions that the

experimental substructure and transfer systems are approximated by linear transfer functions — would

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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12 P.J. GAWTHROP, M.I. WALLACE, S.A. NEILD AND D.J. WAGG

at first sight appear to be a serious limitation of this analysis. However, these results can be applied to

— and in some cases can significantly improve results from — substructuring tests with nonlinear

elements. This is because a robust linear system can cope with a significant amount of nonlinear

‘disturbance’. Using this approach we are able to get a good comparison of results between three

different types of robustness compensator — shown in section 5.

Using linear analysis, we propose a 4 stage controller design strategy for each transfer system (which

in this work we assume to be an actuator):

1. Design an (or use the proprietary) inner-loop controller around the actuator to reduce

uncertainty and non-linearity in the resultant closed-loop transfer system.

2. Use system identification to estimate a (closed-loop) transfer function of the actuator and inner-

loop controller (which we define as the nominal model). Use the same system identification

results to estimate an uncertainty model for the transfer system.

3. Use the nominal model from step 2 to design an outer-loop transfer system cancellation

controller.

4. Use the uncertainty model from step 2 to design a robustness compensator.

Broadly, the literature outlined in Section 2 addresses steps 1–3; the selection of the inner-loop

controller gains, a system identification of the resulting transfer system and the design of an outer-

loop controller to compensate for the transfer system dynamics. The adaptive nature of the outer-loop

controllers proposed in [2, 8, 12] allow for the compensation of the transfer system dynamics despite

uncertainty in the transfer function model derived in step 2. Although they incorporate some level of

robustness due to this adaptation, they do not explicitly include the robustness compensator proposed

in step 4. This is the key reason why the linear results can be applied so readily to systems where the

experimental substructure is nonlinear. The adaptive nature of the outer-loop controller (in this case the

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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ROBUST REAL-TIME SUBSTRUCTURING 13

adaptive forward prediction of Wallace et al. [12]) plus the robustness compensation allows the system

to cope with a significant degree of nonlinear ‘disturbance’. We note also that the analysis applies

primarily to the design of the transfer system. In fact we wish to design a stable robust control strategy

to eliminate (or at least mitigate) the effect of uncertainty and non-linearity from the transfer system —

we want to make the transfer system dynamics linear. The only time we actually require a definition of

the transfer function of the physical substructure (which is usually a nonlinear element [13]) is in order

to apply the robustness compensation technique based on physical model emulation, as described in

Section 4.3.

From Section 3, it is clear that instability can still occur even in the presence of apparently quite

small neglected dynamics; in other words, the nominal design is not necessarily robust. However, the

trade off for achieving a robust system is a reduced level of nominal performance.

There are three approaches suggested here

1. Damping-ratio compensation: ζ-robustness

2. Phase-advance compensation: α-robustness

3. Physical model emulation: γ-robustness

All three approaches have a single parameter which provides a trade-off between performance and

robustness and are considered in the following sections. Section 4.4 gives a specific example. Methods

1 and 3 are believed to be new and have been developed specifically with substructuring in mind

[4, 12]; method 2 is a standard control system technique [5, section 6.6] applied here for the first time

to substructuring. Method 3 is related to the Youla parametrisation of all stabilising controllers [5,

section 15.3].

Copyright c© 2005 John Wiley & Sons, Ltd. J. Struct. Control 2005; 00:0–0
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14 P.J. GAWTHROP, M.I. WALLACE, S.A. NEILD AND D.J. WAGG

4.1. Damping-ratio compensation: ζ-robustness

From Figure 6(a), it is clear that it is the magnitude of the resonant peak of the closed-loop transfer

function |D0( jωc)| that restricts the maximum allowed value of uncertainty |Λ( jωc)|. As |D0( jωc)|

decreases with increasing damping, a simple way of trading robustness for stability is to increase the

damping coefficients of the numerical model above their correct values.

This method has the advantage of requiring no knowledge about the system properties but has the

disadvantage of distorting the nominal closed loop system.

4.2. Phase-advance compensation: α-robustness

The example of Section 3.1 implies that lack of robustness is due to the neglected phase lag associated

with Λ( jω) at w = ωc. One way to improve robustness is to deliberately introduce phase advance, at

the critical frequency, to Λ( jω) by interposing a phase advance transfer function between num and

tra. Perhaps the simplest such transfer function is [5, sec. 6.6]:

C(s) =
αs+ωc

1
α s+ωc

(30)

where the parameter α ≥ 1. Clearly α = 1 corresponds to a unit transfer function which has no effect;

the maximum phase advance occurs at about ω = ωc. The maximum phase advance rises to about

π
4

rad = 45o which when α ≈ 10 [5, sec. 6.6]. Typically, for this application, 1 < α < 2.

This method has the advantage of requiring only knowledge of ωc, but has the disadvantage of

distorting the nominal closed loop system.

4.3. Physical model emulation: γ-robustness

[Figure 7 about here.]

In addition to the numerical simulation of the num subsystem, this approach also simulates the phy
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subsystem. As indicated in block diagram form in Figure 7(a), the output of num is fed into both the

simulation of phy and the physical subsystem phy. In comparison to Figure 2, there are two feedback

loops: γ times the output of the physical system and (1− γ) is fed back to the input of the numerical

subsystem. At the two extremes, γ = 0 gives a purely numerical simulation (and Λ(s) is not part of the

feedback), whereas γ = 1 gives the hybrid numerical/physical simulation discussed in the preceding

sections. When 0 ≤ γ ≤ 1, there is a smooth transition between the two extremes. However, for each

value of γ, the nominal closed loop system dynamics are the same.

The block diagram of Figure 7(a) can be rewritten in the simplified form of Figure 7(b) where

Lγ(s) =
γL0(s)

1+(1− γ)L0(s)
. (31)

The robustness results of Section 2 can then be applied to Figure 7(b) in a similar way as to that

discussed for Figure 2.

This method has the disadvantage of requiring an accurate model of the physical system transfer

function P(s) but has the advantage of not distorting the nominal closed loop system.

4.4. Example (continued)

[Figure 8 about here.]

Figure 8(a) is the same as Figure 6(a) except that the results of each of the three compensators are

shown as well. In each case, the stability margin is significantly increased at the resonant frequency; in

each case, τ̂ ≈ 0.35, about 0.35
0.21

= 1.67 larger than the uncompensated case.

Figure 8(b) shows the closed loop system when the actual system (comprising the nominal system

and the time delay) is compensated by the three robustness compensators. Although, as expected, these

three closed-loop responses differ from the nominal (D0) they are better than the uncompensated case

which displays a large resonant peak indicating near-instability.
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The other observation from Figure 8(a) is that there are significant differences between 1/|D| for the

three different compensation methods. This will be discussed in more detail in relation to the hybrid

numerical-experimental results shown in the next section.

5. Hybrid testing

[Figure 9 about here.]

The proposed robustness methods were evaluated using a small-scale substructuring experiment

of the system described in Section 3.1. For the experiments, the numerical model and outer-loop

compensator were written in the Matlab Simulink environment and run in real-time on a DSP using a

dSpace DS1104 Controller Board. The transfer system is a linear electro-mechanical actuator attached

to a centralising plate which is free to run via linear bearings on three guide rails, as shown in Figure

9. The physical substructure is a spring of stiffness ks = 2250Nm−1, which is held rigid at one end and

attached to the actuator centralising plate via a load cell at the other.

5.1. Robust Transfer System Design

The experimental equipment has been extensively analysed and it is known that a good model for the

neglected dynamics of the system under an inner-loop proportional (P) control with kp = 1 is a pure

delay Λ(ŝ)≈ e−ŝτ̂ where τ̂ ≈ 0.29. Using the parameters for this example and Equation (17) the critical

value of the delay is found to be τ̂c ≈ 0.2. Therefore this system is unstable without some form of

delay compensation because τ̂ > τ̂c. In this present study we are interested in robustness, therefore we

will use the delay compensation method of Wallace et al. [12] as step 3 of the robust transfer system

design methodology to make the system stable such that τ̂ is in the range 0 ≤ τ̂ < τ̂c. Then to highlight

the effects of the three different robustness compensators, we are able to select a τ̂ value as appropriate
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within the stable range of 0 ≤ τ̂ < τ̂c by varying the parameters of the delay compensation scheme.

This is a simple way of varying the degree of uncertainty in the system, and gives an indication of the

performance of each robustness compensator as uncertainty increases.

[Table 1 about here.]

Table I summaries the values of τ̂ used to generate the hybrid numerical-experimental results shown

in Figures 10–12. For each τ̂ value, Table I shows the ratio τ̂/τ̂c to give an indication of how close the

system is to the stability boundary at τ̂/τ̂c = 1.

5.2. Numerical-experimental results

Each of Figures 10–12 shows hybrid numerical-experimental results for four cases: no compensation,

γ-compensation, ζ-compensation and α-compensation. Each plot shows three sets of data. Circles

correspond to hybrid numerical-experimental measurements of |D( jω̂)| (11) at six frequencies: 3.0Hz,

5.0Hz, 6.5Hz, 7.1Hz, 8.0Hz and 9.0Hz. The solid and dashed lines are the theoretical values of |D( jω̂)|

(with Λ(ŝ) ≈ e−sτ̂) (11) and |D0( jω̂)| (where Λ(ŝ) = 1) (13) respectively.

[Figure 10 about here.]

Figure 10 shows the case where τ̂ = 0 (i.e. the delay compensation method is removing the full 9.4ms

of delay in the system). In this case |D( jω̂)| and |D0( jω̂)| are indistinguishable and the uncertainty is

very low such that Λ≈ 1 and |D| ≈ |D0|. With no compensation (Figure 10 (a)) there is good agreement

between the hybrid numerical-experimental results and |D0( jω̂)|, indicating (as expected) that for this

hybrid test setup the delay compensation method of Wallace et al. [12] provides a significant degree

of robustness without an additional compensator. Figure 10 (b) shows the γ-compensation case where

there is no distortion of |D0( jω̂)|, and close agreement with the hybrid results. Figures 10 (c) and (d)
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show the ζ-compensation and α-compensation respectively. In each case the robustness is improved —

indicated by an increased phase margin — but |D0( jω̂)| is distorted. Agreement with the hybrid test

results is good although the α-compensation looses some correlation near resonance.

[Figure 11 about here.]

Figure 11 shows the case where τ̂ = 0.1. This case corresponds to the situation when the delay

compensation method (step 3 in Section 4) is not fully compensating for the delay error. This can be

seen in Figures 11 (a)-(d) as the discrepancy between |D| and |D0| close to resonance. Now without

any robustness compensation, the resonance peak |D( jω̂)| becomes significantly exaggerated near the

resonant frequency compared to the nominal case |D0( jω̂)|. In Figures 11 (b)-(d) the three robustness

compensators results are shown. The γ-compensation results give a significant improvement in reducing

|D( jω̂)| to |D0( jω̂)|. The ζ-compensation and α-compensation also achieve the same effect, but with

significant distortions in the |D0( jω̂)| transfer function. In all three compensation cases the hybrid

results match well with |D( jω̂)|.

[Figure 12 about here.]

Figure 12 shows the case where τ̂ = 0.19. This case corresponds to the situation when the delay

compensation method is stabilising the system, but leaving a significant delay error – corresponding to

a higher degree of uncertainty in the system. This can be seen clearly in Figure 12 (a) where now

the discrepancy between |D( jω̂)| and |D0( jω̂)| is even more pronounced close to resonance. The

compensation methods shown in Figures 12 (b)–(d) all help to reduce this significantly. As with the

previous example the hybrid results correlate well with |D( jω̂)| across the frequency range considered.

The robustness compensation schemes can therefore be summarized by the following strengths and

weaknesses:
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γ-compensation has the advantage of not modifying the overall system response but is based on

having an accurate model of the physical system – this was available for the experimental

considered here but would not generally be available. In less well known experimental

equipment, details of Λ(ŝ) would be unknown and thus initial experiments would use γ = 1.

γ could then be decreased as more experimental results allowed reduction of the uncertainty

encapsulated in Λ(ŝ).

ζ-compensation does not require a model of the physical system but does change the overall system

characteristics; however, it has a clear physical meaning as a numerical model with an increased

damping ratio.

α-compensation again does not require a model but does distort the the overall system characteristics

significantly.

6. Conclusion

Hybrid testing of under-damped dynamical systems using numerical-experimental real-time

substructuring is sensitive to both transfer system delay and uncertainty. The four stage robust transfer

system design methodology presented in the paper is designed to reduce both of these destabilizing

effects.

A phase margin approach to calculating the relative and robust critical delay is presented in Section

3, such that a cancellation controller (step 3) can be designed to ensure the stability of the substructuring

algorithm when there is zero uncertainty in the nominal model of the transfer system. However, due

to the characteristic nature of experimental testing, uncertainty is never negligible, especially the first

time a test is performed. Therefore, it is shown in Section 4 that robustness techniques (step 4) drawn
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from feedback control theory can reduce this destabilizing effect. Three methods for reducing the effect

of uncertainty are discussed using theoretical and experimental results in Section 5, which show that

each is effective in increasing robustness to uncertainty.

A pragmatic view of robustness is that the amount of compensation would be large for initial

experiments, but would reduce as uncertainty was reduced. For example, using an advanced system

identification technique as suggested by Gawthrop et al. [4] or when using an adaptive cancellation

controller for step 3 of the robust transfer system design methodology. It should be noted that the lower

the damping in the system the greater the destabilizing the effect both the transfer system delay and

uncertainty have on the substructuring algorithm.

Noting that the linear robustness criterion (18) is closely related to the small-gain theorem and

circle criterion [3] for nonlinear systems, we believe that the approach can be rigorously extended to

the non-linear case.
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Figure 4. Sensitivity: Phase margin. (a) shows the log magnitude of the nominal log |L0| and actual log |L| plotted
against log normalised frequency log ω̂; because there is only a phase error (pure delay), the curves are the
same; the critical frequency ω̂c is marked by a vertical line and a unit gain by a horizontal line. (b) shows the
corresponding phases together with a vertical line at the critical frequency ω̂c and a horizontal line at −180◦. The
phase margin is the vertical distance between −180◦ and the corresponding phase curve ∠L0( jω̂) at ω̂ = ω̂c. In

this case, the actual system is such that the neglected time delay is on the boundary of stability.
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Figure 8. Robustness Compensation. (a) The inverse magnitude of D( jω̂) is plotted against jω̂ on a logarithmic
scale for the three robustness compensators with α = 1.5, ζr = 2ζ and γ = 0.5. For comparison two possible

uncertainty transfer functions e− jω̂τ̂ and 1

1+ jω̂τ̂
are plotted for τ̂ = 0.35. (b) The lines marked α, ζ and γ give the

corresponding closed-loop systems for each compensator, in the presence of e− jω̂τ̂. The case of no compensator,
with (none) and without (D0) delay, is given for comparison
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Figure 9. Experimental Equipment: the linear electro-mechanical actuator is on the left of the picture and the
physical substructure (spring) is on the right. Two of the three guide rails are visible crossing the picture

horizontally.
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Figure 10. Experimental Results: τ̂ = 0.00. In this case the uncertainty is very low so Λ ≈ 1 and |D| ≈ |D0| in all
four cases. γ-compensation does not distort |D| but ζ and α-compensation do. The experimental fit is good in each

case.
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Figure 11. Experimental Results: τ̂ = 0.10. There is a small amount of uncertainty due to the neglected delay so
Λ 6= 1 and |D| 6= |D0| in each case. No compensation leads to an exaggerated resonant peak which is reduced by

each of the three compensators.The experimental fit is good in each case.
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Figure 12. Experimental Results: τ̂ = 0.19. There is a large amount of uncertainty due to the neglected delay so
Λ 6= 1 and |D| 6= |D0| in each case. No compensation leads to an almost unstable system with almost no damping
and an excessive resonant peak which far from the nominal. Each of the three compensators stabilises the system

giving a peak much closer to the nominal. The experimental fit is good in each case.
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Fig. τ̂ τ̂
τ̂c

10 0 0

11 0.1 0.5

12 0.19 0.9

Table I. Experiment Summary
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