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Abstract

This paper presents a methodology for the application of artificial neural networks in 4
engineering applications. In this approach, the conventional control model is used to provide
knowledge to the designed network, hence giving a further insight into the solution of the
specific task. The presented method is implemented for different modules of robot control
with outstanding success.

1. Introduction

The application of the theory of artificial neural networks has emerged in recent years
as a very attractive area of research. For the engineering community, the theory of cognition
offers a possible solution for different inherent problems for which the massive parallelism
and the learning abilities associated with neural networks are very much appreciated. Different
approaches are reported in the literature for implementing neural-based control algorithms [1],
including simple PID controllers [2] and the more sophisticated model-reference adaptive
controller (MRAC) [3]. In addition, other applications in system identification [4] and
nonlinear system theory [5] are also reported. Many successful solutions are delivered in the
field of pattern recognition [6] where different network designs are available. However, once
real-time dynamic systems are concerned, less success has been achieved [7].

The fast and accurate control of articulated robot manipulators forms a difficult
challenge to engineering researchers due to the very complicated nature of the overall
dynamic system [8]. Problems in the control of robots arise from the vast computational
complexities associated in its mathematical formulation, in addition to the need for
appropriate adaptive control methods to achieve the required precision and speed [9].
Therefore, the robotics community has been interested in connectionism as one possible
solution, where the massive parallelism within the network can reduce the computational
burden. In addition the learning abilities make such approach attractive in the sense of
providing a compensation for any errors in executing the robot motion. Thus, by producing
a robot control model based on the structure of the human brain, it is hoped to inherit the
latter abilities and achieve a human-like behaviour [10].

2. Robot Control Modules

A typical robot manipulator consists of a series of rigid links connected to each other
by either revolute or translational joints, and the position of the robot hand can be expressed
in the cartesian (3D) space or the joint space. The general problem of robot motion control
requires moving the robot hand from one point in space to another. All joints on the arm are
related by assigning a coordinate frame to each, in addition to certain link parameters.
Consequently, general robot control considerations are defined as follows [11]

(1) Robot Kinematics: deals with the geometry and motion of the robot without
considering the forces causing the motion. The direct kinematic equations transform
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the joint values to their cartesian equivalent, while the inverse kinematics relates in
the opposite direction.

(2) Robot Jacobian: considers beyond the static positioning mentioned in (1) above to
include linear and angular velocities. The notations for inverse and direct jacobian is
the same as above.

(3) Robot Dynamics: takes into account the forces required to cause the motion and their
effect on the system behaviour. The inverse dynamics formulation computes the
required torque (force) values given the desired parameters of motion (i.e. position,
velocity and acceleration), while the direct dynamics computes the reverse.

The following control modules are formulated for the Unimation PUMA 560
manipulator with six revolute joints.

2.1. Inverse Jacobian Formulation

The most computationally efficient formulation for the inverse jacobian for a
manipulator with a spherical wrist is given as [12]

g -1
B Jy 0 ] . 6 0

L x, J7 = 1 1 1
I I ~dop Tyl Iy

where 6 = [6,,6,.,6,,0,,6,6,]" and x = [P,,P,,P,,D,,D,,D,]" are the joint rates and the cartesian
rates, respectively and J™' is the inverse jacobian matrix, and various elements of J are defined
in a semi-symbolic form [17].

2.2. Inverse Dynamics Formulation

The Lagrange-Euler dynamic model of the robot computes the torque values T as

M=

RIS
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where 6,8,0 are the motion parameters, and matrices D;;,H;;,,C; are the effective and coupling
inertias, centripetal and coriolis forces and gravity loading, respectively. Expanding individual
terms of the above equation yields a computationally efficient symbolic representation [18].

3. Neural Application Drawbacks

The general form of the multi-layered neural network uses the neuron as its basic
block [13]. The fact that the biological origin on which such a neural model is based is still
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being investigated by neurobiologists [14] is of no real concern to engineering researchers.
As far as control systems are concerned, certain concepts of neural networks are readily
adapted by engineers as presented to them, and attempts are made to use the rather ambiguous
model to solve a required problem. However, such approach introduces enormous application
difficulties as discussed below.

3.1. Constructing the Network

A typical neural network model consists of an input layer, and output layer and a
number of hidden layers of neurons. As illustrated in figure (1), the hidden part of the
network can be considered as a black box for which a suitable design must be introduced,
preferably to imitate the brain capabilities. Therefore, to apply the required engineering
theory, certain assumptions are made, including setting up some number of hidden layers each
containing a number of computational neurons. In addition, learning parameters must be given
which depends on the learning algorithm used by the network. Once the network design is
finished, execution will commence by applying the desired inputs and further checking the
actual output against the desired values, where the network is expected to learn from the
errors. Hence, this execution procedure is repeated iteratively for hundreds or even thousands
of times during which it is hoped that convergence may occur.

No. of Layers
No. of Nodes
Learning Parameters
Iterative Execution

Figure (1): Engineering Approach to Neural Applications
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(1) Since the combining functions are different for each neuron, and each requiring a
different set of inputs, the network will have sparse connections. In addition, some
neurons in a hidden layer may have connections not only from the immediate previous
layer but from other previous ones as well.

(2) Due to having sparse connections, the network does not suffer from the so-called
problem of symmetry [13], and initial setting of weights can have equal values (e.g.
unity).

(3)  The computational burden associated with each neuron will depend on the complexity
of the combining function derived from the system model.

Considering the above procedure, a parallel machine can be organised, where all
neurons and every connection is accounted for according to the original system model. In this
approach, no ambiguities are tolerated when designing the network.

5. Implementation

The general structure of the neural controller is shown in figure (2), where I and O
are the inputs and outputs, respectively, and subscripts a and d denote the actual and desired
parameters, respectively. Thus, using the desired input parameters, the neural controller
produces a set of control commands moving the robot arm to a certain actual position. A
feedback of this actual position is used by the computational module (which is similar to the
controller but with no learning abilities) producing a set of actual control commands. Finally,
the difference between the actual and desired control commands is used to adjust the neural
network by propagating the errors throughout its layers. Using the above procedure, two robot
modules are implemented, namely the inverse jacobian and the inverse dynamics.

| Qs — |

d Neural a
e : Robot Arm
Contraller I
B Z Computational —
Module

0.

Figure (2): Neural Controller Structure

5.1 Neural Inverse Jacobian (N1J)
Considering the formulation of section 2.1, the input I is set to ¥ and the output O are
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set to 0. The network has six hidden layers as shown in figure (3), where the number of
neurons in each is shown totalling 66 nodes. Applying the NIJ using a practical motion
trajectory while introducing some imposed deviations [17,18] lead the controller to reduce the
tracking errors for all six joints of the arm, as shown in table (1). According to table (1), all
joint errors were reduced significantly except for joints 4 and 6, which is attributed to being
caught in a local minima.

Tracking Errors PUMA Joint
(degrees) 1 2 3 4 5 6
No Learning 0.511 0.159 0.164 0.264 0.457 0.251
With Learning 0.079 0.052 0.052 0.251 0.065 0.247

Table (1): Reducing the errors by the NIJ

5.2 Neural Inverse Dynamics (NID)

The same approach is used to implement the inverse dynamics of section 2.2, which
is far more computationally intense than the inverse jacobian [18]. A network with six hidden
layers is considered using a number of 111 neurons for which 1={6,0,0} and O=t, as shown
in figure (4). Simulation results using the same motion trajectory of section 5.1 are shown in
table (2).

Tracking Errors PUMA Joint
(degrees) 1 2 3 4 5 6
No Learning 4.823 2.566 3.626 35.93 64.38 45.16
With Learning 2933 0.876 1.684 37.08 50.81 34.22

able (2): Reducing the errors by the NID

6. Discussion and Conclusion

A new approach to neural robot control is presented, where conventional robot control
theory is augmented with aspects of the theory of cognition. This approach gives the neural
network some initial knowledge of the system model, where the network is expected to
behave better once it knows something about its task. Such initial knowledge can be readily
available in engineering applications where data of the controlled system is provided for, as
it is the case in robotics.

The main aim of this approach is to make use of the parallelism for real-time
implementation, in addition to the learning abilities to perform adaptive control. However, no
model identification is attempted here since the robot model is already well defined, while
the remaining task is efficiently controlling the arm. The implementations reported illustrates
the practicality of the procedure for any robot structure with any number of joints. In addition,
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Neural Inverse Dynamics

Figure (4):

Hidden

Neural Inverse Jacobilan

Figure (3):

Input

no reservations are made for the type of the executed motion. Finally, although this
implementation is reported for a robotic system, the same procedure can be applied to solve
any problem where real-time dynamic systems are involved.
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