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The groups of automorphisms of the Lie algebras of

triangular polynomial derivations

V. V. Bavula

Abstract

The group of automorphisms Gn of the Lie algebra un of triangular polynomial derivations
of the polynomial algebra Pn = K[x1, . . . , xn] is found (n ≥ 2), it is isomorphic to an iterated
semi-direct product

T
n
⋉ (UAutK(Pn)n ⋊ (F′

n × En))

where T
n is an algebraic n-dimensional torus, UAutK(Pn)n is an explicit factor group of the

group UAutK(Pn) of triangular polynomial automorphisms, F′

n and En are explicit groups
that are isomorphic respectively to the groups I and J

n−2 where I := (1 + t2K[[t]], ·) ≃ KN

and J := (tK[[t]],+) ≃ KN. It is shown that the adjoint group of automorphisms of the Lie
algebra un is equal to the group UAutK(Pn)n.

Key Words: Group of automorphisms, Lie algebra, triangular polynomial derivations, au-

tomorphism, locally nilpotent derivation.

Mathematics subject classification 2010: 17B40, 17B66, 17B65, 17B30.
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1 Introduction

Throughout, module means a left module; N := {0, 1, . . .} is the set of natural numbers; K is
a field of characteristic zero and K∗ is its group of units; Pn := K[x1, . . . , xn] =

⊕

α∈Nn Kxα

is a polynomial algebra over K where xα := xα1

1 · · ·xαn
n ; ∂1 := ∂

∂x1
, . . . , ∂n := ∂

∂xn
are the

partial derivatives (K-linear derivations) of Pn; AutK(Pn) is the group of automorphisms of
the polynomial algebra Pn; DerK(Pn) =

⊕n
i=1 Pn∂i is the Lie algebra of K-derivations of Pn;

An := K⟨x1, . . . , xn, ∂1, . . . , ∂n⟩ =
⊕

α,β∈Nn Kxα∂β is the n’th Weyl algebra; for each natural
number n ≥ 2,

un := K∂1 + P1∂2 + · · ·+ Pn−1∂n

is the Lie algebra of triangular polynomial derivations (it is a Lie subalgebra of the Lie algebra
DerK(Pn)) and Gn := AutK(un) is its group of automorphisms; δ1 := ad(∂1), . . . , δn := ad(∂n)
are the inner derivations of the Lie algebra un determined by the elements ∂1, . . . , ∂n (where
ad(a)(b) := [a, b]).

The group of automorphisms Gn of the Lie algebra un. The aim of the paper is to find
the group Gn (Theorem 5.3) and its explicit generators.

• (Theorem 5.3) Let I := (1 + t2K[[t]], ·) and J := (tK[[t]],+). Then for all n ≥ 2,
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1. Gn = Tn ⋉ (UAutK(Pn)n ⋊ (F′
n × En)).

2. Gn ≃ Tn ⋉ (UAutK(Pn)n ⋊ (I× Jn−2).

The group Tn is an algebraic n-dimensional torus, UAutK(Pn)n := UAutK(Pn)/shn is the factor
group of the group of triangular polynomial automorphisms

UAutK(Pn) := {σ ∈ AutK(Pn) |σ(xi) = xi + ai, ai ∈ Pi−1 for i = 1, . . . , n}

modulo its normal subgroup

shn := {σ ∈ AutK(Pn) |σ(xi) = xi, i = 1, . . . , n− 1; σ(xn) = xn + λ, λ ∈ K},

F′
n ≃ I and En ≃ Jn−2 are explicit subgroups of Gn (see below and Section 4). The group
Gn is made up of two parts: the ‘obvious’ one, Tn ⋉ UAutK(Pn)n, and the ‘non-obvious’ one –
F′
n × En ≃ I× Jn−2 – which is a much more massive group than the group Tn ⋉UAutK(Pn)n.
The key ideas and the strategy of finding the group Gn. A group G = G1 ×exG2 is an

exact product of its two subgroups G1 and G2 if every element g of the group G is a unique product
g1g2 for some (unique) elements g1 ∈ G1 and g2 ∈ G2. The strategy of finding the group Gn is
a (rather long) ‘refining process’ which is done in Sections 3–5. It consists of several steps. On
each step the group Gn is presented as an exact or semi-direct product of several of its subgroups.
Some of these subgroups are explicit groups and the other are defined in abstract terms (i.e., they
satisfy certain properties, elements of which satisfy certain equations). Every successive step is a
‘refinement’ of its predecessor in the sense that ‘abstract’ subgroups are presented as explicit sets
of automorphisms (i.e., the solutions are found to the defining equations of the subgroups).

In Section 3, the first step is done on the way of finding the group Gn. In Section 3, several
important subgroups of the group Gn are introduced. These include the group TAutK(Pn)n and
its subgroup Tn of triangular polynomial automorphisms with all constant terms being equal to
zero,

Tn := {σ ∈ AutK(Pn) |σ(x1) = x1, σ(xi) = xi + ai where ai ∈ (x1, . . . , xi−1), i = 2, . . . , n}

where (x1, . . . , xi−1) is the maximal ideal of the polynomial algebra Pi−1 generated by the elements
x1, . . . , xi−1; and the group

Shn−1 := {σ ∈ AutK(Pn) |σ(x1) = x1+λ1, . . . , σ(xn−1) = xn−1+λn−1, σ(xn) = xn where λi ∈ K}.

The most important subgroup of the group Gn is

Fn := {σ ∈ Gn |σ(∂1) = ∂1, . . . , σ(∂n) = ∂n},

as Theorem 3.8 demonstrates.

• (Theorem 3.8)

1. Gn = TAutK(Pn)nFn = FnTAutK(Pn)n and TAutK(Pn)n ∩ Fn = Shn−1.

2. Gn = Tn ⋉ (Tn ×ex Fn) = Tn ⋉ (Fn ×ex Tn).

As the groups Tn and Tn are explicit groups, the problem of finding the group Gn boils down to
the problem of finding the group Fn. This is done in Section 4.

• (Theorem 4.12) Fn = Shn−2 × Fn × En,
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where

Shn−2 = {σ ∈ AutK(Pn) |σ(x1) = x1 + λ1, . . . , σ(xn−2) = xn−2 + λn−2,

σ(xn−1) = xn−1, σ(xn) = xn, where λi ∈ K};

Fn = {f ∈ 1 + ∂n−1K[[∂n−1]] | f(pi∂i) :=

{

pi∂i if i = 1, . . . , n− 1,

f(pn)∂n if i = n,

where pi ∈ Pi−1, i = 1, . . . , n};

En =

{

{e} if n = 2,
∏n−1
j=2 En,j if n ≥ 3,

En,j = {e′j ∈ ∂j−1K[[∂j−1]] | e
′
j(pi∂i) :=

{

pj∂j + e′j(pj)∂n if i = j,

pi∂i if i ̸= j.

As a corollary, the group Gn is presented as an exact product of its explicit subgroups.

• (Theorem 4.13) Let I = (1 + t2K[[t]], ·) and J = (tK[[t]],+). Then for all n ≥ 2,

1. Gn = Tn ⋉ (Tn ×ex (Shn−2 × Fn × En)) = TAutK(Pn)n ×ex (F
′
n × En),

2. Gn ≃ TAutK(Pn)n ×ex (I× Jn−2).

In Section 5, the explicit form of the groups Tn, UAutK(Pn)n, Fn and En allows us to establish
commutation relations between elements of these groups (Lemma 5.1 and Lemma 5.2). From which
we deduce that the group UAutK(Pn)n is a normal subgroup of the group Gn. In combination with
Theorem 4.13.(1), this fact yields the main result of the paperGn = Tn⋉(UAutK(Pn)n⋊(F′

n×En))
(Theorem 5.3.(1)), where F′

n = 1 + ∂2n−1K[[∂n−1]] ⊂ Fn.
At the end of Section 5, characterizations of the groups Fn , F′

n and En are given in invariant
terms (Proposition 5.6).

The canonical decomposition for an automorphism of the Lie algebra un.
By Theorem 4.13.(1), every automorphism σ ∈ Gn = Tn ⋉ (Tn ×ex (Shn−2 × Fn × En)) is the

unique product

σ = tτsfe′ where t ∈ T
n, τ ∈ Tn, s ∈ Shn−2, f ∈ Fn, e

′ ∈ En.

This product is called the canonical decomposition of the automorphism σ ∈ Gn. In Section 6, for
every automorphism σ ∈ Gn explicit formulas are found (Theorem 6.1) for the automorphisms t, τ ,
s, f and e′ via the elements {σ(s) | s ∈ Sn} where the set Sn := {∂1, x

j
1∂2, . . . , x

j
i−1∂i, . . . , x

j
n−1∂n |

j ∈ N} is a set of generators for the Lie algebra un.
The adjoint group A(un) of the Lie algebra un. For a Lie algebra G, the adjoint group

A(G) is the subgroup of the group of automorphisms AutK(G) of the Lie algebra G generated by the

automorphisms eδ :=
∑

i≥0
δi

i! where δ runs through the set of locally nilpotent inner derivations of
the Lie algebra G. All the inner derivations of the Lie algebra un are locally nilpotent derivations
[2]. In Section 7, we prove that the adjoint group A(un) of the Lie algebra un is equal to the group
UAutK(Pn)n (Theorem 7.1).

2 The Lie algebra un

In this section, for reader’s convenience various results and properties of the Lie algebras un are
collected that are used in the rest of the paper. The details/proofs can be found in [2]. Since
un =

⊕n
i=1

⊕

α∈Ni−1 Kxα∂i, the elements

Xα,i := xα∂i = xα1

1 · · ·x
αi−1

i−1 ∂i, i = 1, . . . , n; α = (α1, . . . , αn) ∈ N
i−1, (1)
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form the K-basis Bn for the Lie algebra un. The basis Bn is called the canonical basis for un. For
all 1 ≤ i ≤ j ≤ n, α ∈ Ni−1 and β ∈ Nj−1,

[Xα,i, Xβ,j ] =

{

0 if i = j,

βiXα+β−ei,j if i < j,
(2)

where e1 := (1, 0, . . . , 0), . . . , en := (0, . . . , 0, 1) is the canonical free Z-basis for the Z-module Zn.
The Lie algebra un = ⊕ni=1Pi−1∂i is the direct sum of abelian (infinite dimensional when i > 1)
Lie subalgebras Pi−1∂i (i.e., [Pi−1∂i, Pi−1∂i] = 0) such that, for all i < j,

[Pi−1∂i, Pj−1∂j ] = Pj−1∂j . (3)

The Lie subalgebra Pi−1∂i has the structure of the left Pi−1-module and Pi−1
(Pi−1∂i) ≃ Pi−1. By

(3), the Lie algebra un admits the finite strictly descending chain of ideals

un,1 := un ⊃ un,2 ⊃ · · · ⊃ un,i ⊃ · · · ⊃ un,n ⊃ un,n+1 := 0 (4)

where un,i :=
∑n
j=i Pj−1∂j for i = 1, . . . , n. By (3), for all i < j,

[un,i, un,j ] ⊆

{

un,i+1 if i = j,

un,j if i < j.
(5)

For all i = 1, . . . , n, there is the canonical isomorphism of Lie algebras

ui ≃ un/un,i+1, Xα,j 7→ Xα,j + un,i+1. (6)

In particular, un−1 ≃ un/Pn−1∂n. The polynomial algebra Pn is an An-module: for all elements
p ∈ Pn,

xi ∗ p = xip, ∂i ∗ p =
∂p

∂xi
, i = 1, . . . , n.

Clearly, Pn ≃ An/
∑n
i=1An∂i, 1 7→ 1 +

∑n
i=1An∂i. Since un ⊆ An, the polynomial algebra Pn is

also a un-module.
Let V be a vector space over K. A K-linear map δ : V → V is called a locally nilpotent map

if V = ∪i≥1ker(δ
i) or, equivalently, for every v ∈ V , δi(v) = 0 for all i ≫ 1. When δ is a locally

nilpotent map in V we also say that δ acts locally nilpotently on V . Every nilpotent linear map
δ, that is δn = 0 for some n ≥ 1, is a locally nilpotent map but not vice versa, in general. Let G
be a Lie algebra. Each element a ∈ G determines the derivation of the Lie algebra G by the rule
ad(a) : G → G, b 7→ [a, b], which is called the inner derivation associated with a. The set Inn(G) of
all the inner derivations of the Lie algebra G is a Lie subalgebra of the Lie algebra (EndK(G), [·, ·])
where [f, g] := fg − gf . There is the short exact sequence of Lie algebras

0 → Z(G) → G
ad
→ Inn(G) → 0,

that is Inn(G) ≃ G/Z(G) where Z(G) is the centre of the Lie algebra G and ad([a, b]) = [ad(a), ad(b)]
for all elements a, b ∈ G. An element a ∈ G is called a locally nilpotent element (respectively, a
nilpotent element) if so is the inner derivation ad(a) of the Lie algebra G. Let J be a non-empty
subset of G then CenG(J) := {a ∈ G | [a, b] = 0 for all b ∈ J} is called the centralizer of J in G. It
is a Lie subalgebra of the Lie algebra G.

Proposition 2.1 (Proposition 2.1, [2])

1. The Lie algebra un is a solvable but not nilpotent Lie algebra.

2. The finite chain of ideals (4) is the derived series for the Lie algebra un, that is (un)(i) =
un,i+1 for all i ≥ 0.
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3. The upper central series for the Lie algebra un stabilizers at the first step, that is (un)
(0) = un

and (un)
(i) = un,2 for all i ≥ 1.

4. Each element u ∈ un acts locally nilpotently on the un-module Pn.

5. All the inner derivations of the Lie algebra un are locally nilpotent derivations.

6. The centre Z(un) of the Lie algebra un is K∂n.

7. The Lie algebras un where n ≥ 2 are pairwise non-isomorphic.

Proposition 2.1.(5) allows us to produces many automorphisms of the Lie algebra un. For
every element a ∈ un, the inner derivation ad(a) is a locally nilpotent derivation, hence ead(a) :=
∑

i≥0
ad(a)i

i! ∈ Gn. The adjoint group A(un) := ⟨ead(a) | a ∈ un⟩ coincides with the group
UAutK(Pn)n (Theorem 7.1) which is a tiny part of the group Gn (Theorem 5.3).

The uniserial dimension. Let (S,≤) be a partially ordered set (a poset, for short), i.e., a
set S admits a relation ≤ that satisfies three conditions: for all a, b, c ∈ S,

(i) a ≤ a;
(ii) a ≤ b and b ≤ a imply a = b;
(iii) a ≤ b and b ≤ c imply a ≤ c.
A poset (S,≤) is called an Artinian poset is every non-empty subset T of S has a minimal

element, say t ∈ T , that is t ≤ t′ for all t′ ∈ T . A poset (S,≤) is a well-ordered if for all elements
a, b ∈ S either a ≤ b or b ≤ a. A bijection f : S → S′ between two posets (S,≤) and (S′,≤) is
an isomorphism if a ≤ b in S implies f(a) ≤ f(b) in S′. Recall that the ordinal numbers are the
isomorphism classes of well-ordered Artinian sets. The ordinal number (the isomorphism class) of
a well-ordered Artinian set (S,≤) is denoted by ord(S). The class of all ordinal numbers is denoted
by W. The class W is well-ordered by ‘inclusion’ ≤ and Artinian. An associative addition ‘+’ and
an associative multiplication ‘·’ are defined in W that extend the addition and multiplication of
the natural numbers. Every non-zero natural number n is identified with ord(1 < 2 < · · · < n).
Let ω := ord(N,≤). More details on the ordinal numbers the reader can find in the book [5].

Definition, [2]. Let (S,≤) be a partially ordered set. The uniserial dimension u.dim(S) of S
is the supremum of ord(I) where I runs through all the Artinian well-ordered subsets of S.

For a Lie algebra G, let J0(G) and J (G) be the sets of all and all non-zero ideals of the Lie
algebra G, respectively. So, J0(G) = J (G)∪{0}. The sets J0(G) and J (G) are posets with respect
to inclusion. A Lie algebra G is called Artinian (respectively, Noetherian) if the poset J (G) is
Artinian (respectively, Noetherian). This means that every descending (respectively, ascending)
chains of ideals stabilizers. A Lie algebra G is called a uniserial Lie algebra if the poset J (G) is a
well-ordered set. This means that for any two ideals a and b of the Lie algebra G either a ⊆ b or
b ⊆ a.

Definition, [2]. Let G be an Artinian uniserial Lie algebra. The ordinal number u.dim(G) :=
ord(J (G)) of the Artinian well-ordered set J (G) of nonzero ideals of G is called the uniserial
dimension of the Lie algebra G. For an arbitrary Lie algebra G, the uniserial dimension u.dim(G)
is the supremum of ord(I) where I runs through all the Artinian well-ordered sets of ideals.

If G is a Noetherian Lie algebra then u.dim(G) ≤ ω. So, the uniserial dimension is a measure
of deviation from the Noetherian condition. The concept of the uniserial dimension makes sense
for any algebras (associative, Jordan, etc.).

Let A be an algebra and M be its module, and let Jl(A) and M(M) be the sets of all the
nonzero left ideals of A and of all the nonzero submodules ofM , respectively. They are posets with
respect to ⊆. The left uniserial dimension of the algebra A is defined as u.dim(A) := u.dim(Jl(A))
and the uniserial dimension of the A-module M is defined as u.dim(M) := u.dim(M(M)), [2].
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An Artinian well-ordering on the canonical basis Bn of un. Let us define an Artinian
well-ordering ≤ on the canonical basis Bn for the Lie algebra un by the rule: Xα,i > Xβ,j iff i < j
or i = j and αn−1 = βn−1, . . . , αm+1 = βm+1, αm > βm for some m.

The next lemma is a straightforward consequence of the definition of the ordering <, we write
0 < Xα,i for all Xα,i ∈ Bn.

Lemma 2.2 If Xα,i > Xβ,j then

1. Xα+γ,i > Xβ+γ,j for all γ ∈ Ni−1,

2. Xα−γ,i > Xβ−γ,j for all γ ∈ Ni−1 such that α− γ ∈ Ni−1 and β − γ ∈ Nj−1,

3. [∂k, Xα,i] > [∂k, Xβ,j ] for all k = 1, . . . , i− 1 such that αk ̸= 0, and

4. [Xγ,k, Xα,i] > [Xγ,k, Xβ,j ] for all Xγ,k > Xα,i such that [Xγ,k, Xα,i] ̸= 0, i.e., αk ̸= 0.

Let Ωn be the set of indices {(α, i)} that parameterizes the canonical basis {Xα,i} of the Lie
algebra un. The set (Ωn,≤) is an Artinian well-ordered set, where (α, i) ≥ (β, j) iff Xα,i ≥ Xβ,j ,
which is isomorphic to the Artinian well-ordered set (Bn,≤) via (α, i) 7→ Xα,i. We identify the
posets (Ωn,≤) and (Bn,≤) via this isomorphism. It is obvious that

ord(Bn) = ord(Ωn) = ωn−1 + ωn−2 + · · ·+ ω + 1, (7)

Ω2 ⊂ Ω3 ⊂ · · · and B2 ⊂ B3 ⊂ · · · . Let [1, ord(Ωn)] := {λ ∈ W | 1 ≤ λ ≤ ord(Ωn)}. By (2), if
[Xα,i, Xβ,j ] ̸= 0 then

[Xα,i, Xβ,j ] < min{Xα,i, Xβ,j}. (8)

A classification of ideals of the Lie algebra un. By (8), the map

ρn : [1, ord(Ωn)] → J (un), λ 7→ Iλ := Iλ,n :=
⊕

(α,i)≤λ

KXα,i, (9)

is a monomorphism of posets (ρn is an order-preserving injection).

Theorem 2.3 (Theorem 3.3, [2])

1. The map (9) is a bijection.

2. The Lie algebra un is a uniserial, Artinian but not Noetherian Lie algebra and its uniserial
dimension is equal to u.dim(un) = ord(Ωn) = ωn−1 + ωn−2 + · · ·+ ω + 1.

An ideal a of a Lie algebra G is called proper (respectively, co-finite) if a ̸= 0,G (respectively,
dimK(G/a) < ∞). An ideal I of a Lie algebra G is called a characteristic ideal if it is invariant
under all the automorphisms of the Lie algebra G, that is σ(I) = I for all σ ∈ AutK(G). It is
obvious that an ideal I is a characteristic ideal iff σ(I) ⊆ I for all σ ∈ AutK(G).

Corollary 2.4 (Corollary 3.7, [2]) All the ideals of the Lie algebra un are characteristic ideals.

Each non-zero element u of un is a finite linear combination

u = λXα,i + µXβ,j + · · ·+ νXσ,k = λXα,i + · · ·

where λ, µ, . . . , ν ∈ K∗ and Xα,i > Xβ,j > · · · > Xσ,k. The elements λXα,i and λ ∈ K∗

are called the leading term and the leading coefficient of u respectively, and the ordinal number
ord(Xα,i) = ord(α, i) ∈ [1, ord(Ωn)], which is, by definition, the ordinal number that represents the
Artinian well ordered set {(β, j) ∈ Ωn | (β, j) ≤ (α, i)}, is called the ordinal degree of u denoted by
ord(u) (we hope that this notation will not lead to confusion). For all non-zero elements u, v ∈ un

and λ ∈ K∗,
(i) ord(u+ v) ≤ max{ord(u), ord(v)} provided u+ v ̸= 0;
(ii) ord(λu) = ord(u);
(iii) ord([u, v]) < min{ord(u), ord(v)} provided [u, v] ̸= 0;

Corollary 2.5 (Corollary 3.8, [2]) For all nonzero elements u ∈ un and all automorphisms σ of
the Lie algebra un, ord(σ(u)) = ord(u).
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3 The structure of the group of automorphisms of the Lie

algebra un

In this section, several important subgroups of the group Gn are introduced and studied. It is
proved that the group Gn is an iterated semi-direct product and an exact product of some of them
(Proposition 3.1, Theorem 3.8).

The groups Tn and Un. Let Gn := AutK(un) be the group of automorphisms of the Lie
algebra un. The Lie algebra un is uniserial, so

σ(Iλ) = Iλ for all λ ∈ [1, ord(Ωn)], (10)

by Theorem 2.3. Moreover, by (9),

σ(Xα,i) = λα,iXα,i + · · · for all Xα,i ∈ Bn (11)

for some scalar λα,i = λα,i(σ) ∈ K∗ where the three dots mean smaller terms, i.e., an element of
∑

(β,j)<(α,i)KXβ,j . It follows that

Un := {σ ∈ Gn |σ(Xα,i) = Xα,i + · · · for all Xα,i ∈ Bn}

is a normal subgroup of the group Gn. The algebraic n-dimensional torus Tn is a subgroup of the
group AutK(An) of automorphisms of the Weyl algebra An,

T
n := {tλ : xi 7→ λixi, ∂i 7→ λ−1

i ∂i, 1 ≤ i ≤ n |λ = (λi) ∈ K∗n} ≃ K∗n,

that preserves the Lie algebra un. The group Tn can be seen as a subgroup of Gn,

T
n := {tλ : Xα,i 7→ λαλ−1

i Xα,i for all Xα,i ∈ Bn |λ = (λi) ∈ K∗n} ≃ K∗n

where λα :=
∏

λαi

i .

Proposition 3.1 1. The group Un is a normal subgroup of Gn and Un = {σ ∈ Gn |σ(∂i) =
∂i + · · · for i = 1, . . . , n}.

2. Gn = Tn ⋉ Un (the group Gn is the semidirect product of Tn and Un).

Proof. 1. We have already seen that Un is a normal subgroup of Gn. It remains to show that
the equality holds. Let R be the RHS of the equality. Then Un ⊆ R. It remains to show that
Un ⊇ R, i.e., σ ∈ R implies σ ∈ Un. We have to show that σ(Xα,i) = Xα,i + · · · for all Xα,i ∈ Bn.
We use induction on λ := ord(Xα,i) = ord((α, i)) ∈ [1, ord(Ωn)]. The initial case λ = 1 is obvious
as Xα,i = ∂n and σ(∂n) = ∂n since σ ∈ R.

Let λ > 1, and we assume that the result is true for all λ′ < λ. If Xα,i = ∂j for some j then it
is nothing to prove. So, let Xα,i ∈ Bn\{∂1, . . . , ∂n}, i.e., α ∈ Ni−1\{0}. Let j = max{k |αk ̸= 0}.
Then, by the very definition of the ordering < on Bn (or use Lemma 2.2.(3)),

[∂j , Xα,i + · · · ] = αjXα−ej ,i + · · · and [⊕ik=j+1Pk−1∂k, Xα,i] = 0.

Then applying the automorphism σ to the identity [∂j , Xα,i] = αjXα−ej ,i and using the fact that
σ(∂j) = ∂j + u+ v for some elements u ∈ ⊕ik=j+1Pk−1∂k and v ∈ ⊕nk=i+1Pk−1∂k, we have

αjXα−ej ,i + · · · = σ(αjXα−ej ,i) = [σ(∂j), σ(Xα,i)] = [∂j + u+ v, λα,iXα,i + · · · ]

= λα,iαjXα−ej ,i + [v, λα,iXα,i] + [∂j + u+ v, · · · ] = λα,iαjXα−ej ,i + · · · .

Hence, λα,i = 1 since αj ̸= 0.
2. By the very definition of the groups Tn and Un, T

n∩Un = {e}. As Un is a normal subgroup
of Gn it suffices to show that Gn = TnUn, i.e., every automorphism σ ∈ Gn is a product tτ for
some elements t ∈ Tn and τ ∈ Un. By (11), σ(∂i) = λi∂i + · · · for all i = 1, . . . , n and for some
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λ = (λ1, . . . , λn) ∈ K∗n. Then tλσ(∂i) = ∂i+ · · · for all i = 1, . . . , n where tλ ∈ Tn. By statement
1, τ := tλσ ∈ Un, hence σ = t−1

λ τ , as required. �
The group TAutK(Pn) of triangular automorphisms of the polynomial algebra Pn.

Let AutK(Pn) be the group of K-algebra automorphisms of the polynomial algebra Pn. Every
automorphism σ ∈ AutK(Pn) is uniquely determined by the polynomials

x′1 := σ(x1), . . . , x
′
n := σ(xn).

The inclusions of the polynomial algebras P1 ⊂ P2 ⊂ · · · yield the natural inclusions of their
groups of automorphisms AutK(P1) ⊂ AutK(P2) ⊂ · · · where an automorphism σ ∈ AutK(Pn) is
extended to the automorphism of the polynomial algebra Pn+1 by the rule σ(xn+1) = xn+1.

The group of triangular automorphisms TAutK(Pn) of the polynomial algebra Pn consists of
all the automorphisms of Pn of the following type:

σ(xi) = λixi + ai, i = 1, . . . , n, (12)

where ai ∈ Pi−1 and λi ∈ K∗ for i = 1, . . . , n. The automorphism σ is uniquely determined by the
elements ai and λi, and we write σ = [a1, . . . , an;λ1, . . . , λn]. There are two distinct subgroups
in TAutK(Pn): the algebraic n-dimensional torus Tn (where a1 = · · · = an = 0) and the group
UAutK(Pn) of triangular polynomial automorphisms (where λ1 = · · · = λn = 1). Moreover,
UAutK(Pn) is a normal subgroup of TAutK(Pn) and

TAutK(Pn) = T
n
⋉UAutK(Pn). (13)

The group UAutK(Pn) of triangular automorphisms of the polynomial algebra Pn.
Every element [a1, . . . , an] := [a1, . . . , an; 1, . . . , 1] ∈ UAutK(Pn) is uniquely determined by the
polynomials ai ∈ Pi−1, i = 1, . . . , n.

Proposition 3.2 The exponential map un → UAutK(Pn), δ 7→ eδ :=
∑

i≥0
δi

i! , is a bijection with

the inverse map σ 7→ ln(σ) := ln(1− (1− σ)) := −
∑

i≥1
(1−σ)i

i
.

Proof. By Proposition 2.1.(4), the exponential map is well-defined. Let us show that for every
automorphism σ = [a1, . . . , an] ∈ UAutK(Pn) there is the unique derivation δ =

∑n
i=1 bi∂i ∈ un

(where bi ∈ Pi−1 for i = 1, . . . , n) such that σ = eδ. Consider the system of equations where {bi}
are unknown polynomials such that σ(xi) = eδ(xi), i = 1, . . . , n, that is xi + ai = xi + (1− ∂)(bi)

where ∂ := −
∑

i≥1
δi

(i+1)! is a locally nilpotent map on Pn. Then

bi = (1− ∂)−1(ai) = (
∑

j≥0

∂j)(ai) ∈ Pi−1.

For each σ ∈ UAutK(Pn), the map 1 − σ : Pn → Pn is a locally nilpotent map. So, the map

ln(σ) = −
∑

i≥1
(1−σ)i

i
makes sense. The rest is obvious. �

For every element [a1, . . . , an] ∈ UAutK(Pn),

[a1, . . . , an] = ean∂nean−1∂n−1 · · · ea1∂1 . (14)

For each natural number i = 1, . . . , n, the map Pi−1 → ePi−1∂i , pi 7→ epi∂i , is an isomorphism of
abelian groups. The group UAutK(Pn) is an iterated semi-direct product of its subgroups ePi−1∂i ,
i = 1, . . . , n,

UAutK(Pn) = ePn−1∂n ⋊ ePn−2∂n−1 ⋊ · · ·⋊ eP0∂1 . (15)

The set of all K-derivations DerK(Pn) = ⊕ni=1Pn∂n of the polynomial algebra Pn is a Lie subalge-
bra of the Lie Weyl algebra (An, [·, ·]), and un is a Lie subalgebra of DerK(Pn). Each automorphism
σ ∈ AutK(Pn) induces an automorphism of the Lie algebra DerK(Pn) (the change of variable)
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by the rule δ 7→ σδσ−1 where δ ∈ DerK(Pn). In particular, σ( ∂
∂xi

)σ−1 = ∂
∂x′

i

where x′i := σ(xi).

Moreover,

∂′i :=
∂

∂x′i
=

n
∑

j=1

σ(
∂σ−1(xj)

∂xi
)∂j . (16)

Let σ ∈ TAutK(Pn) be as in (12). Then the automorphism σ−1 ∈ TAutK(Pn) and so σ−1 =
(b1, . . . , bn;λ

−1
1 , . . . , λ−1

n ) for some bi ∈ Pi−1, i = 1, . . . , n. For the automorphism σ the equality
(16) takes form

∂′i =
∂

∂x′i
= λ−1

i ∂i +
n
∑

j=i+1

σ(
∂σ−1(bj)

∂xi
)∂j ∈ K∗∂i +

n
∑

j=i+1

Pj−1∂j . (17)

The groups Shn, Tn and UAutK(Pn)n. Important subgroups of TAutK(Pn) are the shift group

Shn := {σ : x1 7→ x1 + µ1, . . . , xn 7→ xn + µn | µi ∈ K, i = 1, . . . , n} ≃ Kn (18)

and the group

Tn := {σ = [0, a2, . . . , an; 1, . . . , 1] | a2(0) = a3(0, 0) = · · · = an(0, . . . , 0) = 0}. (19)

So, an automorphism σ = [a1, a2, . . . , an;λ1, . . . , λn] ∈ TAutK(Pn) belongs to the group Tn iff
λ1 = · · · = λn = 1 and all the constant terms of the polynomials ai are equal to zero. Notice that
Tn ⊆ UAutK(Pn) ⊆ TAutK(Pn). For each i ≥ 1, let mi :=

∑i
j=1 xjPi, the maximal ideal of the

polynomial algebra Pi generated by the elements x1, . . . , xi. Set m0 := 0. So, an automorphism
σ ∈ UAutK(Pn) belongs to the group Tn iff σ(mi) = mi for all i = 1, . . . , n. Let

TAutK(Pn)n := {σ ∈ TAutK(Pn) |σ(xn) = λnxn + an where λn ∈ K∗, an ∈ mn−1},

UAutK(Pn)n := {σ ∈ UAutK(Pn) |σ(xn) = xn + an where an ∈ mn−1},

shn := Shn ∩ FixTAutK(Pn)(x1, . . . , xn−1) = {σ ∈ Shn |σ(xi) = xi, i = 1, . . . , n− 1;

σ(xn) = xn + λ, λ ∈ K} = eK∂n := {eλ∂n |λ ∈ K} ≃ (K,+).

The subsets TAutK(Pn)n and UAutK(Pn)n of the group TAutK(Pn) are not subgroups, but shn is
a subgroup. Clearly, TAutK(Pn) = TAutK(Pn)nshn, TAutK(Pn)n ∩ shn = {e} and the group shn
is a normal subgroup of the group TAutK(Pn). Therefore, the sets TAutK(Pn)n and UAutK(Pn)n
can be identified with the factor groups TAutK(Pn)/shn and UAutK(Pn)/shn, respectively, and
as a result they have the group structure. Under these identifications we can write

TAutK(Pn)n = TAutK(Pn)/shn, (20)

UAutK(Pn)n = UAutK(Pn)/shn. (21)

Proposition 3.3 1. σunσ
−1 = un for all σ ∈ TAutK(Pn).

2. The map ω : TAutK(Pn) → Gn, σ 7→ (ωσ : u 7→ σuσ−1), (where u ∈ un) is a group
homomorphism with ker(ω) = shn.

3. The map ω : TAutK(Pn)n → Gn, σ 7→ ωσ, is a group monomorphism.

Proof. 1. Since TAutK(Pn) is a group, to prove statement 1 it suffices to show that σunσ
−1 ⊆

un for all elements σ ∈ TAutK(Pn). Since un =
∑n
i=1 Pi−1∂i, it suffices to show that σPi−1∂iσ

−1 ⊆
un for all elements σ ∈ TAutk(Pn) and i = 1, . . . , n. This follows from (17) and the fact that
σ(Pi−1) = Pi−1:

σPi−1∂iσ
−1 = σ(Pi−1)σ∂iσ

−1 ⊆ Pi−1(K
∗∂i +

n
∑

j=i+1

Pj−1∂j) ⊆
n
∑

j=i

Pj−1∂j ⊆ un.
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2. The map ω is a group homomorphism. By (16), shn ⊆ ker(ω). Let σ ∈ ker(ω). It remains to

show that σ ∈ shn. By (17), ∂′i = ∂i for all i = 1, . . . , n. Hence λ1 = · · · = λn = 1 and
∂σ−1(bj)
∂xi

= 0

for all i ≤ j. The second set of the conditions means that the elements σ−1(bj) ∈ Pj−1 are scalars.
Summarizing, σ−1(xi) = xi + bi where all bi ∈ K. For all i = 2, . . . , n,

xi−1∂i = σ−1(xi−1∂i)σ = σ−1(xi)∂i = xi−1∂i + bi−1∂i.

Hence, b1 = · · · = bn−1 = 0. Therefore, σ ∈ shn, as required.
3. Statement 3 follows from statement 2 and (20). �
By Proposition 3.3.(3), we identify the group TAutK(Pn)n = TAutK(Pn)/shn with its image

in the group Gn, i.e., TAutK(Pn)n ⊆ Gn. We identify the subgroup Shn−1 of AutK(Pn−1) with
the following subgroup of AutK(Pn),

Shn−1 = {σ ∈ Shn |σ(xn) = xn}. (22)

Shn = sh1 × · · · × shn = eK∂1 × · · · × eK∂n = e
∑n

i=1
K∂i .

We say that a group G is the exact product of its two (or several) subgroups G1 and G2 and
write G = G1 ×ex G2 if every element g ∈ G is a unique product g = g1g2 where g1 ∈ G1 and
g2 ∈ G2. Using the bijection G → G, g 7→ g−1 and the fact that (gh)−1 = h−1g−1, we see that
G = G1 ×ex G2 iff G = G2 ×ex G1. The next theorem describes the group Gn.

Proposition 3.4 1. UAutK(Pn) = Tn ×ex Shn.

2. TAutK(Pn) = Tn ⋉ (Tn ×ex Shn).

3. TAutK(Pn)n = Tn ⋉ (Tn ×ex Shn−1) = Tn ⋉UAutK(Pn)n.

4. UAutK(Pn)n = Tn ×ex Shn−1.

Proof. 1. It is obvious that Shn ∩ Tn = {e}. To finish the proof of statement 1 it suffices to
show that any automorphism σ = [a1, a2, . . . , an; 1, . . . , 1] ∈ UAutK(Pn) is a product τs for some
elements τ ∈ Tn and s ∈ Shn. Let ai = bi + µi where µi is the constant term of the polynomial
ai. Then τ = [0, b2, . . . , bn; 1, . . . , 1] ∈ Tn, s = [µ1, . . . , µn; 1, . . . , 1] ∈ Shn and σ = τs.

2. Statement 2 follows from statement 1 and (13).
3. Notice that Shn = Shn−1 × shn. Statement 3 follows from statement 1 and (20).
4. Statement 4 follows from statement 1 and (21). �
The following lemma gives a characterization of the shift group Shn via its action on the partial

derivatives.

Lemma 3.5 FixAutK(Pn)(∂1, . . . , ∂n) = Shn and FixUAutK(Pn)n(∂1, . . . , ∂n) = Shn−1.

Proof. For an automorphism σ ∈ AutK(Pn), let ∂
′ := (∂′1, . . . , ∂

′
n)
T where ∂′i := σ∂iσ

−1 for
i = 1, . . . , n, ∂ := (∂1, . . . , ∂n)

T (where ‘T’ stands for the transposition) and A = (Aij) be the

n× n matrix where Aij := σ(
∂σ−1(xj)
∂xi

). The equalities (16) can be written in the matrix form as
∂′ = A∂. Then σ ∈ FixAutK(Pn)(∂1, . . . , ∂n) iff A is the identity matrix iff σ ∈ Shn. The second
equality follows from the first. �

The next theorem is a key result which is used in several proofs later.

Theorem 3.6 Let ∂′1, . . . , ∂
′
n ∈ DerK(Pn) be commuting derivations such that ∂′i := µi∂i +

∑n
j=i+1 aij∂j for i = 1, . . . , n where µi ∈ K∗ and aij ∈ Pj−1. Then

1. there exists an automorphism σ ∈ TAutK(Pn) such that ∂′i = σ∂iσ
−1 for i = 1, . . . , n. If σ′

is another such an automorphism then σ′ = σs for some σ ∈ Shn, and vice versa.
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2. There is the unique automorphism σ ∈ Tn ⋉ Tn such that ∂′i = σ∂iσ
−1 for i = 1, . . . , n. The

automorphism σ is defined as follows σ(xi) = x′i for i = 1, . . . , n where the elements x′i are
defined recursively as follows:

x′1 := µ−1
1 x1, x′i := φi−1φi−2 · · ·φ1(µ

−1
i xi), i = 2, . . . , n, (23)

φi :=
∑

k≥0

(−1)k
x′ki
k!
∂′ki , i = 1, . . . , n− 1. (24)

Proof. 1. The first part of statement 1 (concerning the existence of σ) follows from statement
2. If ∂′i = σ∂iσ

−1 = σ′∂iσ
′−1 for i = 1, . . . , n then s := σ−1σ′ ∈ Shn, by Lemma 3.5. Hence,

σ′ = σs, and vice versa (trivial).
2. We deduce statement 2 from two claims below. The uniqueness of σ follows from the second

part of statement 1 (which has already been proved above) and the fact that Tn⋉Tn∩Shn = {e}.
Claim 1: ∂′1, . . . , ∂

′
n are commuting, locally nilpotent derivations of the polynomial algebra Pn

such that ∂′i(x
′
j) = δij (the Kronecker delta) and ∩ni=1kerPn

(∂′i) = K.
It follows from Claim 1 and (Theorem 2.2, [1]) that the K-algebra homomorphism

σ : Pn → Pn, xi 7→ x′i, i = 1, . . . , n,

is an automorphism. Then (which is obvious) ∂′i = σ∂iσ
−1 for i = 1, . . . , n. We finish the proof of

statement 2, by Claim 2.
Claim 2: σ ∈ Tn ⋉ Tn.
So, it remains to prove Claims 1 and 2. By the very definition of the derivations ∂′i, the

following statements are obvious:
(i) ∂′1, . . . , ∂

′
n ∈ un;

(ii) ∂′i(Pj) ⊆ Pj for all i, j = 1, . . . , n. Moreover, ∂′i(Pj) = 0 for i > j;
(iii) ∂′i(µ

−1
i xi) = 1 for i = 1, . . . , n;

(iv) ∂′1, . . . , ∂
′
n are locally nilpotent derivations of the polynomial algebra Pn;

(v) DerK(Pn) = ⊕ni=1Pn∂
′
i; and

(vi) ∩ni=1kerPn
(∂′i) = K, by (v).

In view of (iv) and (vi), to finish the proof of Claim 1, we have to show that ∂′i(x
′
j) = δij . To

prove Claim 2, it suffices to show that x′j = µ−1
j xj + aj where aj ∈ mj−1 :=

∑j−1
k=1 xkPj−1 for

j = 1, . . . , n. To prove both statements we use induction on j. The initial case j = 1 follows from
(ii) and (iii) and the fact that x′1 = µ−1

1 x1. Suppose that j ≥ 2 and the result holds for all j′ < j.
By induction, x′s = µ−1

s xs + as ∈ K∗xs +ms−1 ⊆ ms for s = 1, . . . , j − 1. Then, using repeatedly
(ii) and (24), we see that x′j = µ−1

j xj+aj for some aj ∈ mj−1. Then ∂
′
j+1(x

′
j) = · · · = ∂′n(x

′
j) = 0,

by (ii). By (Theorem 2.2, [1]), ∂′1(x
′
j) = · · · = ∂′j−1(x

′
j) = 0. For each i = 1, . . . , j− 1, ∂′jφi = φi∂

′
j

since ∂′j(x
′
i) = 0 for all i = 1, . . . , j − 1 (the last set of equalities follows from the set of equalities

∂′j(xi) = 0 for all i = 1, . . . , j−1, and the fact that x′s = µ−1
s xs+as for s = 1, . . . , j−1). Therefore

(by (iii)),

∂′j(x
′
j) = ∂′jφj−1 · · ·φ1(µ

−1
j xj) = φj−1 · · ·φ1∂

′
j(µ

−1
j xj) = φj−1 · · ·φ1(1) = 1.

The proof of the inductive step is complete. �
The next theorem states that the triangular polynomial automorphisms are precisely the poly-

nomial automorphisms that respect the Lie algebra un.

Theorem 3.7 Let σ ∈ AutK(Pn). The following statements are equivalent.

1. σ ∈ TAutK(Pn).

2. σunσ
−1 = un

3. For all i = 1, . . . , n, σ∂iσ
−1 = µi∂i +

∑n
j=i+1 aij∂j where µi ∈ K∗ and aij ∈ Pj−1.
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Proof. 1. (1 ⇒ 2) Proposition 3.3.(1).
(2 ⇒ 3) Suppose that σunσ

−1 = un. Then σ
−1

unσ = un. The map ωσ : un → un, δ 7→ σδσ−1,
is a Lie algebra automorphism with ωσ−1 as its inverse. Statement 3 follows from (10) and the
definition of the ordering < on un.

(3 ⇒ 1) By Theorem 3.6, there is an automorphism τ ∈ TAutK(Pn) such that σ∂iσ
−1 = τ∂iτ

−1

for all i = 1, . . . , n. Hence τ−1σ ∈ FixAutK(Pn)(∂1, . . . , ∂n) = Shn ⊆ TAutK(Pn) (Lemma 3.5).
Then σ ∈ TAutK(Pn). �

The group Gn is an exact product of its three subgroups. The group Un contains the
subgroup

Fn := FixGn
(∂1, . . . , ∂n) := {σ ∈ Gn |σ(∂1) = ∂1, . . . , σ(∂n) = ∂n}. (25)

This is the most important subgroup of Gn as Theorem 3.8.(2) shows. The next theorem represents
the group Gn as an exact product of its three subgroups.

Theorem 3.8 1. Gn = TAutK(Pn)nFn = FnTAutK(Pn)n and TAutK(Pn)n ∩ Fn = Shn−1.

2. Gn = Tn ⋉ (Tn ×ex Fn) = Tn ⋉ (Fn ×ex Tn).

3. Un = Tn ×ex Fn.

Proof. 2. Let g ∈ Gn. The elements ∂1, . . . , ∂n of the Lie algebra un commute then so do
the elements ∂′1 := g(∂1), . . . , ∂

′
n := g(∂n) of un. By (11), the elements ∂′1, . . . , ∂

′
n satisfy the

assumptions of Theorem 3.6, hence there is the unique automorphism σ ∈ Tn ⋉ Tn such that
∂′i = σ∂iσ

−1 for i = 1, . . . , n. Recall that we identified the group Tn ⋉ Tn with its image in
the group Gn (Proposition 3.3.(3)), i.e., the automorphism σ is identified with the automorphism
ωσ : un → un, u 7→ σuσ−1. Then ωσ−1g(∂i) = ∂i for all i = 1, . . . , n. Hence, ωσ−1g ∈ Fn, and
statement 2 follows.

1. Proposition 3.3.(3), the inclusion Tn ⋉ Tn ⊆ TAutK(Pn)n (Proposition 3.4.(3)) and state-
ment 2 imply the first two equalities in statement 1. Now, using Lemma 3.5,

TAutK(Pn)n ∩ Fn = FixTAutK(Pn)n(∂1, . . . , ∂n) = TAutK(Pn)n ∩ FixAutK(Pn)(∂1, . . . , ∂n)

= TAutK(Pn)n ∩ Shn = Shn−1.

3. Since Tn ×ex Fn ⊆ Un and Un ∩ Tn = {e}, statement 3 follows from statement 2:

Un = Un ∩Gn = Un ∩ (Tn ⋉ (Tn ×ex Fn)) = (Un ∩ T
n)⋉ (Tn ×ex Fn) = Tn ×ex Fn. �

4 The group of automorphisms of the Lie algebra un

The aim of this section is to find the groups Fn (Theorem 4.12.(1)) and Gn (Theorem 4.13).
The un-module Pn. For each n ≥ 2, un is a Lie subalgebra of the Lie algebra un+1 =

un⊕Pn∂n+1, Pn∂n+1 is an ideal of the Lie algebra un+1 and [Pn∂n+1, Pn∂n+1] = 0. In particular,
Pn∂n+1 is a left un-module where the action of the Lie algebra un on Pn∂n+1 is given by the rule
(the adjoint action): uv := [u, v] for all u ∈ un and v ∈ Pn∂n+1. The polynomial algebra Pn is a
left un-module.

Lemma 4.1 (Lemma 3.10, [2])

1. The K-linear map Pn → Pn∂n+1, p 7→ p∂n+1, is a un-module isomorphism.

2. The un-module Pn is an indecomposable, uniserial un-module, u.dim(Pn) = ωn and annun
(Pn) =

0.

The next proposition describes the algebra of all the un-homomorphisms (and its group of units)
of the un-module Pn. The K-derivation d

dxn
of the polynomial algebra K[xn] is also denoted by

∂n.
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Proposition 4.2 (Proposition 3.16, [2])

1. The map Endun
(Pn) → EndK[∂n](K[xn]) = K[[ d

dxn
]], ϕ 7→ ϕ|K[xn], is a K-algebra isomor-

phism with the inverse map ϕ′ 7→ ϕ where ϕ(xβxin) = Xβ,nϕ
′(
xi+1
n

i+1 ) for all β ∈ Nn−1 and
i ∈ N.

2. The map Autun
(Pn) → AutK[∂n](K[xn]) = K[[ d

dxn
]]∗, ϕ 7→ ϕ|K[xn], is a group isomorphism

with the inverse map as in the statement 1 (where K[[ d
dxn

]]∗ is the group of units of the

algebra K[[ d
dxn

]]).

The partial derivatives ∂1, . . . , ∂n are commuting locally nilpotent derivations of the polynomial
algebra Pn. So, we can consider the skew power series algebra Pn[[∂1, . . . , ∂n;

∂
∂x1

, . . . , ∂
∂xn

]] which
is also written as Pn[[∂1, . . . , ∂n]], for short. Every element s of this algebra is a unique (formal)
series

∑

α∈Nn pα∂
α where pα ∈ Pn. The addition of two power series is defined in the obvious way

∑

α∈Nn pα∂
α +

∑

α∈Nn qα∂
α =

∑

α∈Nn(pα + qα)∂
α, and the multiplication satisfies the relations:

∂ip = p∂i + ∂i(p) for all i = 1, . . . , n and p ∈ Pn. As the partial derivatives act locally nilpotently
on the polynomial algebra Pn, the product of two power series can be written in the canonical form
using the relations above, i.e., (

∑

α∈Nn pα∂
α)(

∑

β∈Nn qβ∂
β) =

∑

γ∈Nn rγ∂
γ for some polynomials

rγ ∈ Pn. For every series s =
∑

α∈Nn pα∂
α ∈ Pn[[∂1, . . . , ∂n]] (where pα ∈ Pn), the action s ∗ p =

∑

α∈Nn pα∂
α∗p is well-defined (the infinite sum is in fact a finite one). The algebra Pn[[∂1, . . . , ∂n]]

is the completion of the Weyl algebra An = Pn[∂1, . . . , ∂n] = ⊕α∈NnPn∂
α. The polynomial

algebra Pn is a left Pn[[∂1, . . . , ∂n]]-module. It is easy to show that the algebra homomorphism
Pn[[∂1, . . . , ∂n]] → EndK(Pn) is a monomorphism, and we identify the algebra Pn[[∂1, . . . , ∂n]] with
its image in EndK(Pn). The polynomial algebra Pn = ∪i≥0Pn,≤i is a filtered algebra by the total
degree of the variables where Pn,≤i :=

∑

{Kxα | |α| := α1 + · · ·+ αn ≤ i} (Pn,≤iPn,≤j ⊆ Pn,≤i+j
for all i, j ≥ 0). The vector space

Enddeg(Pn) := {f ∈ EndK(Pn) | f(Pn,≤i) ⊆ Pn,≤i}

is a subalgebra of EndK(Pn). Let AutK[∂1,...,∂n](Pn) be the group of invertible K[∂1, . . . , ∂n]-
endomorphisms of the K[∂1, . . . , ∂n]-module Pn and K[[∂1, . . . , ∂n]]

∗ be the group of units of the
algebra K[[∂1, . . . , ∂n]].

Proposition 4.3 1. EndK(Pn) = Pn[[∂1, . . . , ∂n]].

2. Enddeg(Pn) = Pn[[∂1, . . . , ∂n]]deg := {
∑

α∈Nn pα∂
α | deg(pα) ≤ |α|}.

3. EndK[∂1,...,∂n](Pn) = K[[∂1, . . . , ∂n]].

4. AutK[∂1,...,∂n](Pn) = K[[∂1, . . . , ∂n]]
∗.

Proof. 1. This is well-known and easy to prove.
2. Let R be the RHS of the equality in statement 2. The inclusion Enddeg(Pn) ⊇ R is obvious.

We have to show that the reverse inclusion holds. Let s =
∑

pα∂
α ∈ Enddeg(Pn). We have to

prove that deg(pα) ≤ |α| for all α. We use induction on d = |α|. The initial case d = 0 is obvious
as p0 = s ∗ 1 ∈ K. Let d > 0 and suppose that the statement holds for all d′ < d. Fix α ∈ Nn

such that |α| = d. Then

Pn,≤d ∋ s ∗ xα = α!pα +
∑

|β|<d

pβ∂
β ∗ xα,

and so pα ∈ Pn,≤d (since
∑

|β|<d pβ∂
β ∗ xα ∈ Pn,≤d), as required.

3. An element s =
∑

α∈Nn pα∂
α ∈ EndK(Pn) belongs to EndK[∂1,...,∂n](Pn) iff [∂i, s] = 0 for

all i = 1, . . . , n iff every pα ∈ ∩ni=1kerPn
(∂i) = K for all i = 1, . . . , n (since [∂i, s] =

∑ ∂pα
∂xi

∂α) iff
s ∈ K[[∂1, . . . , ∂n]].

4. Statement 4 follows from statement 3. �
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By Theorem 2.2, [1], the K-algebra endomorphisms φi :=
∑

k≥0(−1)k
xk
i

k! ∂
k
i : Pn → Pn (where

i = 1, . . . , n) commute and their composition

φ :=
n
∏

i=1

φi : Pn → Pn,
∑

α∈Nn

λαx
α 7→ λ0, (26)

is the projection onto the field K in the decomposition Pn = ⊕α∈NnKxα. The next proposition is
an easy corollary of this fact.

Proposition 4.4 Let s =
∑

α∈Nn λα∂
α ∈ K[[∂1, . . . , ∂n]] = EndK[∂1,...,∂n](Pn) where λα ∈ K.

Then λα = φs(x
α

α! ) for all α ∈ Nn where α! :=
∏n
i=1 αi!.

Proof. φs(x
α

α! ) = φ(λα + · · · ) = λα where the three dots denote an element of the vector space
⊕α∈Nn\{0}Kx

α. �

Lemma 4.5 Let σ ∈ Fn.

1. Then σ|Pn−1∂n : Pn−1∂n → Pn−1∂n belongs to I = 1 +
∑n−1
i=1 δiK[[δ1, . . . , δn−1]] where

δi := ad(∂i) for i = 1, . . . , n− 1.

2. For all α ∈ Nn−1\{0}, σ(xα∂n) = pα∂n for some polynomial pα ∈ Pn−1 such that pα =
xα +

∑

β∈Nn−1,β≺α λβx
β where β = (βi) ≺ α = (αi) iff βi ≤ αi for all i = 1, . . . , n − 1 and

βj < αj for some j.

Proof. 1. Recall that all ideals of the Lie algebra un are characteristic ideals, and the vector
space Pn−1∂n is an ideal of the Lie algebra un. Therefore, the restriction map τ := σ|Pn−1∂n

is a well-defined map. Since σ ∈ Fn, the map τ commute with the inner derivations δi where
i = 1, . . . , n − 1. The un−1-modules Pn−1 and Pn−1∂n are isomorphic (Corollary 4.1.(1)), hence
τ ∈ AutK[δ1,...,δn−1](Pn−1∂n) ≃ AutK[∂1,...,∂n−1](Pn−1) ≃ K[[∂1, . . . , ∂n−1]]

∗. Then,

τ ∈ AutK[δ1,...,δn−1](Pn−1∂n) ≃ K[[δ1, . . . , δn−1]]
∗.

Since τ(∂n) = σ(∂n) = ∂n, we must have τ ∈ I.
2. Statement 2 follows from statement 1. �
The subgroup Fn of Fn. Let u1 := K∂1, the abelian 1-dimensional Lie algebra. For n ≥ 2,

the set
Fn := FixFn

(un−1) = {σ ∈ Fn |σ(u) = u for all u ∈ un−1} (27)

is a subgroup of Fn. Notice that F2 = F2. Recall that every ideal of the Lie algebra un is a
characteristic ideal (Corollary 2.4), Pn−1∂n is an ideal of the Lie algebra un = un−1⊕Pn−1∂n such
that un/Pn−1∂n ≃ un−1. In view of this Lie algebra isomorphism, for each natural number n ≥ 3,
there is the group homomorphism

χn : Fn → Fn−1, σ 7→ (u+ Pn−1∂n 7→ σ(u) + Pn−1∂n). (28)

It is obvious that Fn ⊆ ker(χn). The ideal Pn−1∂n of the Lie algebra un is a (left) un-module
and a un−1-module since un−1 ⊆ un. Let Autun−1

(Pn−1∂n) be the group of automorphisms of the
un−1-module Pn−1∂n. The set 1 + ∂n−1K[[∂n−1]] is a subgroup of the group K[[∂n−1]]

∗ of units
of the power series algebra K[[∂n−1]].

The following proposition is an explicit description of the group Fn.

Proposition 4.6 For n ≥ 2, the map ηn : 1 + ∂n−1K[[∂n−1]] → Fn, s =
∑

λi∂
i
n−1 7→ ηn(s), is

a group isomorphism where, for p ∈ Pn−1, ηn(s) : p∂n 7→ (
∑

λi
∂ip

∂xi
n−1

)∂n. So, ηn(s) acts on the

elements of the algebra un as
∑

λiad(∂n−1)
i. In particular, the group Fn = 1 + δn−1K[[δn−1]]

is abelian where δn−1 = ad(∂n−1) (equally, we can write Fn = 1 + ∂n−1K[[∂n−1]]). Moreover,
ηn = (ξn−1πn−1ρn)

−1 where the maps ρn, πn−1 and ξn−1 are defined in the proof (see (29), (31)
and (32) respectively).
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Proof. Since Fn = FixFn
(un−1) and Pn−1∂n is an abelian characteristic ideal of the Lie algebra

un, the restriction map

ρn : Fn → Autun−1
(Pn−1∂n)n, σ 7→ σ|Pn−1∂n , (29)

is a group isomorphism where Autun−1
(Pn−1∂n)n := {ϕ ∈ Autun−1

(Pn−1∂n) |ϕ(∂n) = ∂n}. The
map

Pn−1∂n → Pn−1, p∂n 7→ p, (30)

is a un−1-module isomorphism, and so Autun−1
(Pn−1∂n) ≃ Autun−1

(Pn−1) and

πn−1 : Autun−1
(Pn−1∂n)n ≃ Autun−1

(Pn−1)1 := {σ ∈ Autun−1
(Pn−1) |σ(1) = 1}. (31)

By Proposition 4.2.(1,2), the restriction map

ξn−1 : Autun−1
(Pn−1)1 → AutK[∂n−1](K[xn−1])1 = 1 + ∂n−1K[[∂n−1]], ϕ 7→ ϕ|K[xn−1], (32)

is a group isomorphism where AutK[∂n−1](K[xn−1])1 := {σ ∈ AutK[∂n−1](K[xn−1]) |σ(1) = 1}.
Then the automorphism ηn is equal to (ξn−1πn−1ρn)

−1. �
Remark. It is useful to identify the groups Fn = 1 + δn−1K[[δn−1]] and 1 + ∂n−1K[[∂n−1]] via

the isomorphism ηn, i.e.,

Fn = 1 + δn−1K[[δn−1]] = 1 + ∂n−1K[[∂n−1]]. (33)

The first equality is used when the action of automorphisms of the group Fn on elements of the Lie
algebra un is considered. The second equality is used when we want to stress how the polynomial
coefficient of ∂n is changed under this action on the ideal Pn−1∂n of the Lie algebra un.

The subgroup En of Fn. For n ≥ 3, let

En := Fixker(χn)(Pn−1∂n) = {σ ∈ ker(χn) |σ(u) = u for all u ∈ Pn−1∂n} (34)

= {σ ∈ Fn |σ(u) = u for all u ∈ Pn−1∂n;σ(v)− v ∈ Pn−1∂n for all v ∈ un−1}. (35)

Clearly, Fn∩En = {e} since un = un−1⊕Pn−1∂n. Consider the vector space (of certain 1-cocycles)
Z1
n−1 := {c ∈ HomK(un−1, Pn−1∂n) | c(∂1) = · · · = c(∂n−1) = 0 and

c([u, v]) = [c(u), v] + [u, c(v)] (36)

for all u, v ∈ un−1}. In particular, Z1
n−1 is an additive (abelian) group.

Lemma 4.7 For n ≥ 3, the map ∆n : En → Z1
n−1, σ 7→ σ − 1 : u 7→ σ(u) − u (where u ∈ un−1),

is a group isomorphism with the inverse map c 7→ σc where σc(u) =

{

u+ c(u) if u ∈ un−1,

u if u ∈ Pn−1∂n.

In particular, En is an abelian group (and a vector space over the field K).

Proof. Let us show that the map ∆n is well-defined. Let σ ∈ En. Then c = σ − 1 ∈
HomK(un−1, Pn−1∂n) (since σ ∈ ker(χn)), and c(∂1) = · · · = c(∂n) = 0 (since σ ∈ Fn). The
condition (36) follows from the facts that σ is a Lie algebra homomorphism, im(c) ⊆ Pn−1∂n and
[Pn−1∂n, Pn−1∂n] = 0. In more details, for all elements u, v ∈ un−1,

0 = σ([u, v])− [σ(u), σ(v)] = [u, v] + c([u, v])− [u, v]− [c(u), v]− [u, c(v)]− [c(u), c(v)]

= c([u, v])− [c(u), v]− [u, c(v)].

The map ∆n is a group homomorphism: for all elements σ1, σ2 ∈ En,

∆n(σ1σ2) = σ1σ2 − 1 = σ1 − 1 + σ1(σ2 − 1) = σ1 − 1 + σ2 − 1 = ∆n(σ1) + ∆n(σ2),

we used the fact that im(σ2 − 1) ⊆ Pn−1∂n and σ1(u) = u for all elements u ∈ Pn−1∂n (since
σ1 ∈ En). Since ker(∆n) = {id}, the map ∆n is a monomorphism.
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To finish the proof of the lemma it suffices to show that the map Z1
n−1 → En, c 7→ σc, is

well-defined (indeed, this claim guarantees the surjectivity of the map ∆n, i.e., ∆n is a group
isomorphism; then it is obvious that the map c 7→ σc is the inverse of ∆n). By the very definition,
theK-linear map σc : un → un is a bijection. To finish the proof of the claim it suffices to show that
σc is a Lie algebra homomorphism (since then σc ∈ ker(χn) and σc ∈ Fixker(χn)(Pn−1∂n) = En).
Since un = un−1 ⊕ Pn−1∂n and [Pn−1∂n, Pn−1∂n] = 0, it suffices to verify that, for all elements
u, v ∈ un−1, σc([u, v]) = [σc(u), σc(v)]. This follows from (36) and [c(u), c(v)] = 0:

σc([u, v])− [σc(u), σc(v)] = [u, v] + c([u, v])− [u, v]− [c(u), v]− [u, c(v)]− [c(u), c(v)] = 0. �

The subgroup ker(χn) of Fn. The next corollary describes the groups ker(χn) when n ≥ 3.

Corollary 4.8 Let n ≥ 3. Then

1. ker(χn) = Fn ⋉ En.

2. Each element σ ∈ ker(χn) is the unique product ef where e ∈ En, e(u) = u + c(u) and
c(u) := σ(u)− u for all u ∈ un−1, and f := e−1σ ∈ Fn.

Proof. It is obvious that Fn ∩ En = {e} and τEnτ
−1 ⊆ En for all τ ∈ Fn. Therefore,

Fn ⋉ En ⊆ ker(χn). Now, to finish the proof of both statements it suffices to show that each
element σ ∈ ker(χn) is the product ef where e and f are as in statement 2. It is easy to check
that c ∈ Z1

n−1 (where c(u) = σ(u)− u for u ∈ un−1): for all elements u, v ∈ un−1,

c([u, v]) = σ([u, v])− [u, v] = [σ(u), σ(v)]− [u, v] = [u+ c(u), v + c(v)]− [u, v]

= [c(u), v] + [u, c(v)].

By Lemma 4.7, ∆−1
n (c) ∈ En. Notice that ∆−1

n (c) = e. Now, e−1σ ∈ Fn since, for all elements
u ∈ un−1,

e−1σ(u) = e−1(u+ c(u)) = e−1(u) + c(u) = u− c(u) + c(u) = u. �

We will see that ker(χn) = Fn × En (Theorem 4.12.(3)).
Let n ≥ 3. For each i = 1, . . . , n− 2, ui+Dn−1 is a Lie subalgebra of the Lie algebra un where

u1 := K∂1 and Dn−1 := ⊕n−1
i=1 K∂i. Notice that the Lie algebra un is the (adjoint) ui + Dn−1-

module, and the vector spaces Pi∂i+1, Pi∂n and Pn−1∂n are ui + Dn−1-submodules of un. The
ui + Dn−1-modules Pi∂i+1 and Pi∂n are annihilated by the elements ∂i+1, . . . , ∂n−1. Our goal is
to give an explicit description of the group Z1

n−1 (Corollary 4.10). The group Z1
n−1 turns out to

be the direct product of certain subgroups described in Proposition 4.9. Let

Homui+Dn−1
(Pi∂i+1, Pn−1∂n)0 := {ϕ ∈ Homui+Dn−1

(Pi∂i+1, Pn−1∂n) |ϕ(∂i+1) = 0},

Homui+Dn−1
(Pi∂i+1, Pi∂n)0 := {ϕ ∈ Homui+Dn−1

(Pi∂i+1, Pi∂n) |ϕ(∂i+1) = 0}.

Proposition 4.9 Let n ≥ 3 and u1 = K∂1. Then

1. For all i = 1, . . . , n − 2, Homui+Dn−1
(Pi∂i+1, Pn−1∂n) = Homui+Dn−1

(Pi∂i+1, Pi∂n) ≃
Endui

(Pi) ≃ K[[t]]. Moreover, the map

αn : K[[t]] → Homui+Dn−1
(Pi∂i+1, Pn−1∂n),

∑

j≥0

λjt
j 7→ ϕ,

(where λj ∈ K) is an isomorphism of vector spaces where, for all elements β ∈ Ni−1 and
k ∈ N,

ϕ(xβxki ∂i+1) := [Xβ,i,
∑

j≥0

λj(ad ∂i)
j((k + 1)−1xk+1

i ∂n)] =
∑

j≥0

λj(ad ∂i)
j(xβxki ∂n).
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2. For all i = 1, . . . , n − 2, Homui+Dn−1
(Pi∂i+1, Pn−1∂n)0 = Homui+Dn−1

(Pi∂i+1, Pi∂n)0 ≃
tK[[t]]. Moreover, the map

αn : tK[[t]] → Homui+Dn−1
(Pi∂i+1, Pn−1∂n)0,

∑

j≥1

λjt
j 7→ ϕ,

(where λj ∈ K) is an isomorphism of vector spaces where, for all elements β ∈ Ni−1 and
k ∈ N,

ϕ(xβxki ∂i+1) := [Xβ,i,
∑

j≥1

λj(ad ∂i)
j((k + 1)−1xk+1

i ∂n)] =
∑

j≥1

λj(ad ∂i)
j(xβxki ∂n).

3. For every i = 1, . . . , n− 2, the K-linear map

βn,i : Homui+Dn−1
(Pi∂i+1, Pn−1∂n)0 → Z1

n−1, ψ 7→ cψ,

is an injection where, for u ∈ Pj−1∂j, j = 1, . . . , n− 1, cψ(u) :=

{

ψ(u) if j = i+ 1,

0 if j ̸= i+ 1.

Proof. 1. Let δi := ad(∂i) for i = 1, . . . , n − 1 and ψ ∈ H := Homui+Dn−1
(Pi∂i+1, Pn−1∂n).

For all j = i+ 1, . . . , n− 1, [∂j , ψ(Pi∂i+1)] = ψ([∂j , Pi∂i+1]) = ψ(0) = 0, hence

im(ψ) ⊆

n−1
∩

j=i+1

kerPn−1∂n(δj) = (

n−1
∩

j=i+1

kerPn−1
(∂j))∂n = Pi∂n.

Therefore, H = Homui+Dn−1
(Pi∂i+1, Pi∂n). The maps

Pi∂i+1 → Pi∂n → Pi, p∂i+1 → p∂n → p

(where p ∈ Pi) are ui+Dn−1-module isomorphisms. The ui+Dn−1-modules Pi∂i+1 and Pi∂n are
annihilated by the elements ∂i+1, . . . , ∂n−1. So,

H = Homui+Dn−1
(Pi∂i+1, Pi∂n) ≃ Endui+Dn−1

(Pi) ≃ Endui
(Pi) ≃ K[[t]],

by Proposition 4.2.(1). The map αn : K[[t]] → H is the inverse of the above isomorphism
H ≃ K[[t]] (see Proposition 4.2.(1)).

2. Statement 2 follows from statement 1.
3. Let c = cψ. By the very definition of c, c(∂1) = · · · = c(∂n−1) = 0. We have to show that

c([u, v]) = [c(u), v] + [u, c(v)] for all elements u ∈ Ps−1∂s and v ∈ Pt−1∂t where s, t = 1, . . . , n− 1.
Without loss of generality we may assume that s ≤ t.

If s ̸= i+1 and t ̸= i+1 then [u, v] ̸∈ Pi∂i+1, and the equality above trivially holds (0 = 0+0).
If s < i+ 1 and t = i+ 1 then c(u) = 0, and the equality that we have to check reduces to the

equality ψ([u, v]) = [u, ψ(v)] which is obviously true as the map ψ is a ui+Dn−1-homomorphism.
If s = t = i + 1 then the equality that we have to check reduces to the equality ψ([u, v]) =

[ψ(u), v]+[u, ψ(v)] which is obviously true as [u, v] ∈ [Pi∂i+1, Pi∂i+1] = 0, [ψ(u), v] ∈ [Pi∂n, Pi∂i+1] =
0, and [u, ψ(v)] ∈ [Pi∂i+1, Pi∂n] = 0 (since im(ψ) ⊆ Pi∂n, see the proof of statement 1). �

In combination with Proposition 4.9, the following corollary gives an explicit description of the
vector space Z1

n−1, and, as a result, using Lemma 4.7 we have an explicit description of the group
En and its generators.

Corollary 4.10 Let n ≥ 3. Then the K-linear map

βn :=
n−2
⊕

i=1

βn,i :
n−2
⊕

i=1

Homui+Dn−1
(Pi∂i+1, Pn−1∂n)0 → Z1

n−1, (ψ1, . . . , ψn−2) 7→ cψ1
+ · · ·+ cψn−2

,

is a bijection where cψi
= βn,i(ψi). In particular, Z1

n−1 ≃ (tK[[t]])n−2, the direct sum of n − 2
copies of the vector space tK[[t]].
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Proof. In view of the explicit nature of the maps βn,i, the map βn is an injection. It remains
to show that the map βn is a surjection. Let c ∈ Z1

n−1. Then, by (36),

ψ1 := c|P1∂2 ∈ HomDn−1
(P1∂2, Pn−1∂n)0 = Homu1+Dn−1

(P1∂2, Pn−1∂n)0,

and so cψ1
:= βn,1(ψ1) ∈ Z1

n−1, by Proposition 4.9.(3). By (36),

c′2 := c− cψ1
∈ Homu2+Dn−1

(un−1, Pn−1∂n)0

since c′2(u2 + Dn−1) = 0. Then ψ2 := c′2|P2∂3 ∈ Homu2+Dn−1
(P2∂3, Pn−1∂n)0, and so cψ2

:=
βn,2(ψ2) ∈ Z1

n−1, by Proposition 4.9.(3). Then c′3 := c− cψ1
− cψ2

∈ Homu3+Dn−1
(un−1, Pn−1∂n)0,

by (36) and the fact that c′3(u3 + Dn−1) = 0. Continue this process (or use induction) we obtain
the decomposition c = cψ1

+ · · ·+ cψn−2
where cψi

∈ im(βn,i) for all i = 1, . . . , n− 2. This mean
that the map βn is a surjective map, as required. �

The structure of the group En. For each i = 2, . . . , n − 1, let En,i := im(∆−1
n βn,i−1)

(notice the shift by 1 of the indices when comparing them with the indices in Corollary 4.10).
Then En,i = {e′i(si) | si ∈ ∂i−1K[[∂i−1]]} ≃ (∂i−1K[[∂i−1]],+) (via e′i(si) 7→ si) where, for all
j = 1, . . . , n and α ∈ Nj−1,

e′i(si)(x
α∂j) =

{

xα∂j + si(x
α)∂n if j = i,

xα∂j if j ̸= i,
(37)

En =
n−1
∏

i=2

En,i. (38)

So, each element e′ ∈ En is the unique product e′ = e′2 · · · e
′
n−1 with e′i = e′i(si) ∈ En,i and each

automorphism e′i is uniquely determined by a series si =
∑

j≥1 λij∂
j
i−1 with λij ∈ K. By (37), for

all elements xα∂j ∈ un where α ∈ Nj−1,

e′(xα∂j) =

{

e′j(x
α∂j) if 2 ≤ j ≤ n− 1,

xα∂j if j = 1, n,
=

{

xα∂j + sj(x
α)∂n if 2 ≤ j ≤ n− 1,

xα∂j if j = 1, n.
(39)

Equivalently, for all elements u =
∑n
i=1 pi∂i ∈ un where pi ∈ Pi−1 for all i = 1, . . . , n,

e′(u) = u+

n−1
∑

i=2

si(pi)∂n. (40)

Lemma 4.11 For n ≥ 4, im(χn) ∩ En−1 = {e}.

Proof. Let σ ∈ En−1. Then for all polynomials pi ∈ Pi, i = 1, . . . , n− 2, by (40),

σ(
n−2
∑

i=1

pi∂i) =
n−2
∑

i=1

pi∂i + (
n−2
∑

i=2

si(pi))∂n−1

where si =
∑

j≥1 λij(ad ∂i−1)
j for some scalars λij ∈ K. Suppose that the automorphism σ

belongs to im(χn), i.e., σ = χn(σ
′) for some σ′ ∈ Fn. By Lemma 4.5, σ′(xn−1∂n) = xn−1∂n+λ∂n

for some λ ∈ K. Then applying the automorphism σ′ to the equality [
∑n−2
i=1 pi∂i, xn−1∂n] = 0 in

the algebra un yields the equality (
∑n−2
i=2 si(pi))∂n = 0 for all polynomials pi ∈ Pi−1, i = 2, . . . , n−

2. We used the fact that ∂n is a central element of the Lie algebra un and [Pn−1∂n, Pn−1∂n] = 0.
Hence, all si = 0, i.e., σ = e. �

By Lemma 4.5.(1), there is the short exact sequence of group homomorphisms

1 → ker(resn) → Fn
resn→ 1 + δn−1K[[δn−1]] → 1, (41)
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where resn(σ) := σ|K[xn−1]∂n : K[xn−1]∂n → K[xn−1]∂n with resn(Fn) = 1 + δn−1K[[δn−1]]
(Proposition 4.6), and the natural inclusion Fn = 1 + δn−1K[[δn−1]] ⊆ Fn is a splitting for the
epimorphism resn. Therefore,

Fn = Fn ⋉ ker(resn). (42)

The group Fn contains the groups Shn−2, Fn and En. Let us show that the elements of the groups
Shn−2, Fn and En pairwise commute. Let u =

∑n
i=1 pi∂i = un−1 + un where pi ∈ Pi−1 for all

i = 1, . . . , n, un−1 =
∑n−1
i=1 pi∂i, un = pn∂n, e

′ ∈ En, f = 1 +
∑

i≥1 λi∂
i
n−1 ∈ Fn where λi ∈ K

and s ∈ Shn−1. We assume that (40) holds for the element e′. Then

e′f(u) = e′(un−1 + f(un)) = un−1 +
n−1
∑

i=2

si(pi)∂n + f(un),

fe′(u) = f(u+
n−1
∑

i=2

si(pi)∂n) = un−1 + f(un) +
n−1
∑

i=2

si(pi)∂n.

The last equality holds since f(
∑n−1
i=2 si(pi)∂n) =

∑n−1
i=2 si(pi)∂n. This follows from the inclusions

and si(pi) ∈ Pi−1 for all i = 2, . . . , n − 1 (∂n−1(si(pi)) = 0 for all i = 2, . . . , n − 1). Therefore,

e′f = fe′. Every element s ∈ Shn−2 can be uniquely written as s = e
∑n−2

i=1
λi∂i where λi ∈ K.

Then it is obvious that sf = fs. Finally, se = es since, for all elements u ∈ un,

se(u) = s(u+
n−1
∑

i=2

si(pi)∂n) = s(u) +
n−1
∑

i=2

ssi(pi)∂n = s(u) +
n−1
∑

i=2

sis(pi)∂n = es(u),

as ssi = sis for all elements i = 1, . . . , n− 1, and s(∂j) = ∂j for all elements j = 1, . . . , n.
By Corollary 4.8.(1), ker(χn) = Fn × En. For n = 2, Sh0 := {e} and E2 := {e}. The subgroup

of the group Fn that these three groups generate is an abelian group. It is easy to see that
Shn−2 ∩ (Fn × En) = {e}. Hence, Shn−2 × Fn × En ⊆ Fn. The next theorem shows that, in fact,
the equality holds.

Theorem 4.12 1. Fn = Shn−2 × ker(χn) = Shn−2 × Fn × En.

2. im(χn) = Shn−2.

3. The short exact sequence of group homomorphisms 1 → ker(χn) → Fn
χn
→ Shn−2 → 1

is a split short exact sequence and the natural inclusion Shn−2 ⊆ Fn is a splitting of the
epimorphism χn, ker(χn) = Fn × En.

4. ker(resn) = Shn−2 × En and Fn = Fn × ker(resn).

Proof. 1-3. We use induction on n ≥ 2 to prove all three statements simultaneously. The
initial step n = 2 is trivial as F2 = F2, F1 = {e}, Sh0 := {e} and E1 = {e}. So, let n > 2 and we
assume that all three statements hold for all n′ < n. By induction, Fn−1 = Shn−3×Fn−1×En−1,
and as a result

χn : Fn → Fn−1 = Shn−3 × Fn−1 × En−1.

To show that statements 1-3 hold it suffices only to prove statement 2, that is im(χn) = Shn−2

(since then statement 3 follows as ker(χn) = Fn × En; statement 3 and Corollary 4.8.(1) imply
statement 1). The subgroup Shn−3 of Fn is mapped isomorphically/identically onto its image
χn(Shn−3) = Shn−3. Then im(χn) = Shn−3 × I where I := im(χn) ∩ (Fn−1 × En−1). Notice that
Shn−2 = Shn−3 × shn−2, shn−2 = eK∂n−2 ⊆ Fn−1 = 1 + ∂n−2K[[∂n−2]] (recall the identification
(33)). To finish the proof it remains to show that I = shn−2.

Let σ ∈ Fn be such that σ′ := χn(σ) ∈ Fn−1 × En−1, σ
′ = fe′ for some automorphisms

f ∈ Fn−1 and e′ ∈ En−1. We have to show that σ′ ∈ shn−2. Since Fn ⊆ ker(χn), in view of
(42), without loss of generality we may assume that σ ∈ ker(resn), that is σ(xin−1∂n) = xin−1∂n
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for all i ≥ 0. Recall that un = un−2 ⊕ Pn−2∂n−1 ⊕ Pn−1∂n = un−1 ⊕ Pn−1∂n. For all elements
u ∈ Pn−2∂n−1,

σ(u) = fe′(u) + c(u) = f(u) + c(u)

for some map c ∈ HomK(Pn−2∂n−1, Pn−1∂n) (e′(u) = u for all elements u ∈ Pn−2∂n−1). The
automorphism f = 1 +

∑

i≥1 λi∂
i
n−2 ∈ Fn−1 = 1 + ∂n−2K[[∂n−2]] (where λi ∈ K) acts on the

elements xα∂i ∈ un−1 as f(xα∂i) = f(xα)∂i where

f(xα) = (1 +
∑

i≥1

λi∂
i
n−2)(x

α).

When we apply the automorphism σ to the following identities in the Lie algebra un,

[xin−2∂n−1, (j + 1)−1xj+1
n−1∂n] = xin−2x

j
n−1∂n, i, j ∈ N,

it yields the identities

σ(xin−2x
j
n−1∂n) = [σ(xin−2∂n−1), σ((j + 1)−1xj+1

n−1∂n)]

= [f(xin−2)∂n−1 + c(xin−2∂n−1), (j + 1)−1xj+1
n−1∂n] = f(xin−2)x

j
n−1∂n

since [c(xin−2∂n−1), (j + 1)−1xj+1
n−1∂n] ⊆ [Pn−1∂n, Pn−1∂n] = 0. Similarly, when we apply the

automorphism σ to the following identities in the Lie algebra un,

[xin−2∂n−1, x
j
n−2xn−1∂n] = xi+jn−2∂n, i, j ∈ N,

we deduce the identities

f(xin−2)f(x
j
n−2)∂n = f(xi+jn−2)∂n, i, j ∈ N.

In more detail,

f(xi+jn−2)∂n = σ(xi+jn−2∂n) = σ([xin−2∂n−1, x
j
n−2xn−1∂n]) = [σ(xin−2∂n−1), σ(x

j
n−2xn−1∂n)]

= [f(xin−2∂n−1) + c(xin−2∂n−1), f(x
j
n−2)xn−1∂n]

= [f(xin−2)∂n−1, f(x
j
n−2)xn−1∂n] = f(xin−2)f(x

j
n−2)∂n

since [c(xin−2∂n−1), f(x
j
n−2)xn−1∂n] ∈ [Pn−1∂n, Pn−1∂n] = 0. Therefore, f(xi+jn−2) = f(xin−2)f(x

j
n−2)

for all i, j ∈ N. This means that the map f = 1 +
∑

i≥1 λi∂
i
n−2 : K[xn−2] → K[xn−2] is an au-

tomorphism of the polynomial algebra K[xn−2]. Since f(xn−2) = xn−2 + λ1, we must have
f = eλ1∂n−2 ∈ shn−2. Replacing the automorphism σ by the automorphism f−1σ, we may assume
that f = e, and so σ′ = e′ ∈ En−1. By Lemma 4.11, σ′ ∈ im(χn) ∩ En−1 = {e}. Therefore,
I = shn−2.

4. Notice that Shn−2 × En ⊆ ker(resn). By (42), Fn = Fn ⋉ ker(resn). By statement 1,
Fn = Fn × Shn−2 × En. Therefore, ker(resn) = Shn−2 × En and Fn = Fn × ker(resn). �

It follows from the inclusion shn−1 = eK∂n−1 ⊆ Fn = 1 + ∂n−1K[[∂n−1]] (see (33)) that

Fn = shn−1 × F
′
n (43)

where F′
n = 1 + ∂2n−1K[[∂n−1]] = 1 + δ2n−1K[[δn−1]] (see (33)). So,

F
′
n = {f ∈ 1+∂2n−1K[[∂n−1]] | f(pi∂i) :=

{

pi∂i if i = 1, . . . , n− 1,

f(pn)∂n if i = n,
where pi ∈ Pi−1, i = 1, . . . , n}.

(44)

Moreover, Fn =
∏

i≥1 e
Kδin−1 ≃ KN and F′

n =
∏

i≥2 e
Kδin−1 ≃ KN.

The next theorem describes the group Gn as an exact product of its explicit subgroups.

Theorem 4.13 Let I := (1 + t2K[[t]], ·) and J := (tK[[t]],+). Then for all n ≥ 2,
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1. Gn = Tn ⋉ (Tn ×ex (Shn−2 × Fn × En)) = TAutK(Pn)n ×ex (F
′
n × En),

2. Gn ≃ TAutK(Pn)n ×ex (I× Jn−2).

Proof. 1. The first equality follows from Theorem 3.8.(2) and Theorem 4.12.(1). The second
equality follows from the first one, the equality Fn = shn−1×F′

n (see (43)) and Proposition 3.4.(3).
2. Statement 2 follows from statement 1 and the facts that F′

n ≃ I and En ≃ Jn−2 (Corollary
4.10). �

In Section 5, Theorem 4.13 will be strengthen (Theorem 5.3). Roughly speaking, the exact
product will be replaced by a semi-direct product.

5 The group of automorphism of the Lie algebra un is an

iterated semi-direct product

The aim of this section is to show that the group Gn is an iterated semi-direct product Tn ⋉

(UAutK(Pn)n ⋊ (F′
n × En)) (Theorem 5.3), that none of its subgroups TAutK(Pn)n, F

′
n × En,

Fn × En, F
′
n, Fn, En and En,i is a normal subgroup (Corollary 5.5), and to give characterizations

of the groups Fn, F
′
n and En of Gn in invariant terms (Proposition 5.6). The proof of the results

are based on the following two lemmas.

Lemma 5.1 Let tλ ∈ Tn where λ = (λ1, . . . , λn) ∈ K∗n; e′i(si) ∈ En,i where i = 2, . . . , n − 1,

si =
∑

j≥1 λij∂
j
i−1 and λij ∈ K; and f = 1 +

∑

k≥1 µkδ
k
n−1 ∈ Fn where δn−1 = ad(∂n−1). Then

1. tλe
′
i(si)t

−1
λ = e′i(λiλ

−1
n tλsit

−1
λ ) ∈ En,i where tλsit

−1
λ =

∑

j≥1 λijλ
−j
i−1∂

j
i−1.

2. tλft
−1
λ = 1 +

∑

k≥1 µkλ
−k
n−1δ

k
n−1 ∈ Fn.

3. If, in addition, f ∈ F′
n (i.e., µ1 = 0) then tλft

−1
λ = 1 +

∑

k≥2 µkλ
−k
n−1δ

k
n−1 ∈ F′

n.

Proof. 1. Let σ = tλe
′
i(si)t

−1
λ and σ′ := e′i(λiλ

−1
n tλsit

−1
λ ). Then σ(xα∂j) = xα∂j = σ′(xα∂j)

for all j ̸= i and α ∈ Nj−1. For all elements α ∈ Ni−1,

σ : xα∂i
t−1

λ7→ λ−αλix
α∂i

e′i(si)7→ t−1
λ (xα∂i) + λ−αλisi(x

α)∂n
tλ7→ xα∂i + λ−αλitλsit

−1
λ (tλ(x

α)) · λ−1
n ∂n = xα∂i + λiλ

−1
n tλsit

−1
λ (xα)∂n = σ′(xα∂i).

Therefore, σ = σ′.
2 and 3. Straightforward. �
Let G be a group and a, b ∈ G. Then [a, b] := aba−1b−1 is the (group) commutator of elements

a and b of the group G.

Lemma 5.2 Let τ = eas∂s ∈ UAutK(Pn)n where as ∈ Ps−1 and 1 ≤ s ≤ n; e′i(si) ∈ En,i where

2 ≤ i ≤ n− 1, si =
∑

j≥1 λij∂
j
i−1 and λij ∈ K; and f = 1+

∑

i≥1 µiδ
i
n−1 ∈ Fn where µi ∈ K and

δn−1 = ad(∂n−1). Then

1. [e′i(si), τ ] =

{

esi(ai)∂n if s = i,

e if s ̸= i.

2. [τ, f ] =

{

e if 1 ≤ s < n,

e−f
′(an)∂n if s = n,

where f ′(an) :=
∑

i≥1 µi∂
i
n−1(an).
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Proof. Recall that τ : xs 7→ xs + as, xi 7→ xi for i ̸= s, ∂j 7→

{

∂j −
∂as
∂xj

∂s if j < s,

∂j if j ≥ s.
In the

arguments below, the decomposition un = ⊕ni=1Pi−1∂i is often used.
1. Since e′(−si) = e′(si)

−1, the equality in statement 1 is equivalent to the equality

[e′(si)
−1, τ ] =

{

e−si(ai)∂n if s = i,

e if s ̸= i.

Notice that [e′(si)
−1, τ ] = e′(si)

−1 · τe′(si)τ
−1. Let e′i = e′i(si) and σ = τe′iτ

−1. We consider three
cases separately: s < i, s = i, and s > i.

Case 1: s < i. We have to show that σ = e′i. The automorphisms τ±1 and e′i respect the
vector spaces V− := ⊕1≤j<iPj−1∂j and V+ := ⊕i<j≤nPj−1∂j (i.e., the vector spaces are invariant
under the action of the automorphisms). Moreover, the automorphism e′i acts as the identity map
on both of them, hence so does the automorphism σ. In particular, σ|V−⊕V+

= e′i|V−⊕V+
. For all

elements α ∈ Ni−1,

σ : xα∂i
τ−1

7→ τ−1(xα)∂i
e′i7→ τ−1(xα∂i) + siτ

−1(xα)∂n
τ
7→ xα∂i + τsiτ

−1(xα)∂n = xα∂i + si(x
α)∂n = e′i(x

α∂i)

since τsi(x
α) = siτ(x

α) as s < i. Therefore, σ = e′i.
Case 2: s = i. We have to show that c := [e′−1

i (si), τ ] = e−si(ai)∂n .
The automorphisms τ , e′i and ξ := e−si(ai)∂n respect the vector space V+, hence so do the

automorphisms σ and c. Moreover, the automorphisms e′i and ξ act on V+ as the identity map.
In particular, c|V+

= ξ|V+
. Let 1 ≤ j < i and α ∈ Nj−1. Then

c : xα∂j
τ−1

7→ xα(∂j +
∂ai
∂xj

∂i)
e′i7→ τ−1(xα∂j) + si(x

α ∂ai
∂xj

)∂n

= τ−1(xα∂j) + xα∂jsi(ai)∂n
τ
7→ xα∂j + xα∂jsi(ai)∂n = xα(∂j + ∂jsi(ai)∂n)

e′−1

i7→ xα(∂j + ∂jsi(ai)∂n) = ξ(xα∂j),

since τ(xα∂jsi(ai)) = xα∂jsi(ai) as x
α∂jsi(ai) ∈ Pi−1. Finally, for all elements α ∈ Ni−1,

c : xα∂i
τ−1

7→ xα∂i
e′i7→ xα∂i + si(x

α)∂n
τ
7→ xα∂i + τsi(x

α)∂n

= xα∂i + si(x
α)∂n = e′i(x

α∂i)
e′−1

i7→ xα∂i = ξ(xα∂i).

Therefore, c = ξ.
Case 3: s > i. We have to show that σ = e′i. The automorphisms τ±1 and e′i respect the

subspace V = ⊕j ̸=iPj−1∂j of un. Moreover, e′i|V = idV . Therefore, σ|V = idV = e′i|V . For all
elements α ∈ Ni−1,

σ : xα∂i
τ−1

7→ τ−1(xα)∂i + τ−1(xα)
∂as
∂xi

∂s = xα∂i + xα
∂as
∂xi

∂s
e′i7→ τ−1(xα∂i) + si(x

α)∂n

τ
7→ xα∂i + si(x

α)∂n = e′i(x
α∂i)

since τ∂iτ
−1 = τ(∂i) = ∂i −

∂as
∂xi

∂s and τ±1(xα) = xα (since s > i and α ∈ Ni−1). Therefore,
σ = e′i.

2. Case 1: 1 ≤ s < n. In this case, τ∂n−1τ
−1 = ∂n−1, and so τδn−1 = δn−1τ . This implies

that the maps τ and f = 1 +
∑

i≥1 µiδ
i
n−1 commute.

Case 2: s = n. Let c := [τ, f ]. In this case, both automorphisms τ and f respect the
vector space Pn−1∂n. Moreover, the automorphism τ acts as the identity map on it, hence so
does the automorphism c. Clearly, the automorphism e−f

′(an)∂n acts as the identity map on
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Pn−1∂n. Therefore, c|Pn−1∂n = e−f
′(an)∂n |Pn−1∂n . Consider the action of the automorphism c on

the elements xα∂i where α ∈ Ni−1 and 1 ≤ i < n,

c : xα∂i
f−1

7→ xα∂i
τ−1

7→ xα(∂i +
∂an
∂xi

∂n)
f
7→ τ−1(xα∂i) + f ′(xα

∂an
∂xi

)∂n = τ−1(xα∂i) + xαf ′(
∂an
∂xi

)∂n

τ
7→ xα(∂i + f ′(

∂an
∂xi

)∂n) = xα(∂i +
∂f ′(an)

∂xi
∂n) = e−f

′(an)∂n(xα∂i).

Then c = e−f
′(an)∂n . �

Statements 1 and 2 of Lemma 5.2 can be rewritten as follows (where 2 ≤ i ≤ n− 1)

e′i(si)e
as∂se′i(si)

−1 =

{

esi(as)∂neas∂s if s = i,

eas∂s if s ̸= i,
(45)

feas∂sf−1 =

{

eas∂s if 1 ≤ s < n,

e(an+f
′(an))∂n = ef(an∂n) = ef(an)∂n if s = n.

(46)

Recall that the map Pn−1∂n → Pn−1, p∂n 7→ p, is a un-module isomorphism. Under this iso-
morphism the action of the element ∂n−1 on the ideal Pn−1∂n of the Lie algebra un, which is
δn−1 = ad(∂n−1), becomes the partial derivative ∂n−1 on the polynomial algebra Pn−1. So, the
expression f(an) in (46) makes sense, it simply means (1 + f ′)(an).

The next theorem is one of the main results of the paper.

Theorem 5.3 Let I := (1 + t2K[[t]], ·) and J := (tK[[t]],+). Then for all n ≥ 2,

1. Gn = Tn ⋉ (UAutK(Pn)n ⋊ (F′
n × En)).

2. Gn ≃ Tn ⋉ (UAutK(Pn)n ⋊ (I× Jn−2).

3. UAutK(Pn)n is a normal subgroup of the group Gn.

4. Un = UAutK(Pn)n ⋊ (F′
n × En).

Proof. 3. Statement 3 follows from statement 1.
1. By Proposition 3.4.(4), UAutK(Pn)n = Tn ×ex Shn−1 = Tn ×ex (Shn−2 × shn−1). By (43),

Fn = shn−1 × F′
n. Then, by Theorem 4.13.(1),

Gn = T
n
⋉ (Tn ×ex (Shn−2 × shn−1 × F

′
n × En)) = T

n
⋉ (UAutK(Pn)n ×ex (F

′
n × En))

= T
n
⋉ (UAutK(Pn)n ⋊ (F′

n × En)), by (45) and (46).

2. Statement 2 follows from statement 1 (see Theorem 4.13.(2)).
4. Statement 4 follows from the obvious inclusion UAutK(Pn)n ⋊ (F′

n × En) ⊆ Un, statement
1 and Proposition 3.1.(2). �

Corollary 5.4 1. The group T ′
n := {[0, . . . , 0, an] | an ∈ mn−1} = emn−1∂n is a normal subgroup

of the groups Gn and UAutK(Pn)n.

2. UAutK(Pn)n = UAutK(Pn−1)⋉ T ′
n ⊆ Gn (this is the equality of subgroups of Gn).

3. Gn/T
′
n = Tn ⋉ (UAutK(Pn−1)× F′

n × En).

Proof. 2. Statement 2 is obvious.
1. Statement 1 follows from statement 2, the equalities (45) and (46), and Theorem 5.3.(1).
3. Statement 3 follows from Theorem 5.3.(1) and statement 2. �
We say that subgroups E and F of a group G commute if ef = fe for all elements e ∈ E and

f ∈ F . By (45), the subgroups T ′
n and En commute.

Corollary 5.5 1. The group TAutK(Pn)n is not a normal subgroup of the group Gn.
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2. None of the groups F′
n × En, Fn × En, F

′
n, Fn; En and En,i where 2 ≤ i ≤ n− 1 and n ≥ 3

is a normal subgroup of the group Gn.

Proof. The corollary follows from Theorem 5.3.(1), Lemma 5.1 and Lemma 5.2. �
A formula for multiplication of two elements of the group Gn. Since the groupGn is the

iterated semi-direct product of four groups and one of them is UAutK(Pn)n which is also a semi-
direct product of n of its subgroups, the multiplication in the group Gn looks messy. Surprisingly,
it looks less messy than one might expect when we change the order in the presentation of an
element of the group Gn as a product of four automorphisms. By Theorem 5.3.(1), every element
σ of Gn can be written as the product

σ = τte′f ′ (47)

where τ = [a1, . . . , an] = ean∂n · · · ea1∂1 ∈ UAutk(Pn)n and ai ∈ Pi−1 for i = 1, . . . , n − 1 and
an ∈ mn−1; t = t(λ1,...,λn) ∈ Tn; e′ = e′2(s2) · · · e

′
n−1(sn−1) ∈ En where si =

∑

j≥1 νij∂
j
i−1 ∈

∂i−1K[[∂i−1]] for i = 2, . . . , n− 1 and νij ∈ K; and f ′ =
∏

i≥2 e
µi∂

i
n−1 = 1 +

∑

i≥2 µ
′
i∂
i
n−1 ∈ F′

n =

1 + ∂2n−1K[[∂n−1]]. To make notations simpler and computations more transparent we write [ai]
for eai∂i sometimes.

e′f ′[a1, . . . , an](e
′f ′)−1 = e(f

′(an)+
∑n−1

i=2
si(ai))∂n [a1, . . . , an−1] = e((−1+f ′)(an)+

∑n−1

i=2
si(ai))∂n [a1, . . . , an].

(48)
In more detail, the second equality is obvious. Using (45) and (46) we obtain the first one:

e′f ′[a1, . . . , an](e
′f ′)−1 = e′f ′[an][a1, . . . , an−1](e

′f ′)−1 = f ′[an]f
′−1 · e′[a1, . . . , an−1]e

′−1

= ef
′(an)∂n · e′[an−1]e

′−1 · · · e′[ai]e
′−1 · · · e′[a2]e

′−1 · a1

= ef
′(an)∂n · esn−1(an−1)∂n [an−1] · · · e

si(ai)∂n [ai] · · · e
s2(a2)∂n [a2] · a1

= e(f
′(an)+

∑n−1

i=2
si(ai))∂n [a1, . . . , an−1].

Let σ1 = τ1t1e
′
1f

′
1 be another element of the group Gn where τ1 = [b1, . . . , bn]. Then using (48)

we obtain the formula for multiplication in the group Gn:

σσ1 = τet(((−1+f ′)(bn)+
∑n−1

i=2
si(bi))∂n)ωt(τ1) · tt1 · ωt−1

1

(e′)e′1 · ωt−1

1

(f ′)f ′1 (49)

where ωt−1

1

(g) = t−1
1 gt1.

Characterizations of the subgroups Fn, F′
n and En. By (Corollary 3.12, [2]), the ideal

Iωn−2+1 = Kxn−1∂n +
∑

α∈Nn−2 Kxα∂n is the least ideal of the Lie algebra un which is a faithful
un−1-module (with respect to the adjoint action). Hence, its predecessor Iωn−2 =

∑

α∈Nn−2 Kxα∂n
is the largest ideal of the Lie algebra un which is not a faithful un−1-module. By (Corollary 5.4,
[2]), the ideal Pn−1∂n is the least ideal I of the Lie algebra un such that the Lie factor algebra
un/I is isomorphic to the Lie algebra un−1. The next proposition gives characterizations of the
groups Fn, F

′
n and En.

Proposition 5.6 Let n ≥ 2. Then

1. F′
n = FixGn

(un−1 + Iωn−2+1) where Iωn−2+1 = Kxn−1∂n +
∑

α∈Nn−2 Kxα∂n.

2. Fn = FixGn
(un−1 + Iωn−2) where Iωn−2 =

∑

α∈Nn−2 Kxα∂n.

3. En = FixGn
(Dn + Pn−1∂n) where Dn =

∑n
i=1K∂i.

Proof. 1. Let R be the RHS of the equality in statement 1. The inclusion F′
n ⊆ R is obvious.

Since ∂1, . . . , ∂n ∈ un−1 + Iωn−2+1, we have the inclusion R ⊆ FixGn
(∂1, . . . , ∂n) = Fn. By

Theorem 4.12.(1),

Fn = Shn−2 × Fn × En = Shn−2 × (shn−1 × F
′
n)× En = Shn−1 × F

′
n × En.
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Now, R = F′
n × (R ∩ (Shn−1 × En)). By looking at the action of the elements of the group

Shn−1×En on the elements x1∂2, x2∂3, . . . , xn−1∂n of the Lie algebra un−1+Iωn−2+1, we conclude
that R ∩ (Shn−1 × En) = R ∩ En. Every element of the group En is uniquely determined by its
action on un−1. Therefore, R ∩ En = {e}, i.e., R = F′

n.
2. Let R be the RHS of the equality in statement 2. Since un−1 + Iωn−2 ⊆ un−1 + Iωn−2+1,

F′
n = FixGn

(un−1 + Iωn−2+1) ⊆ FixGn
(un−1 + Iωn−2) = R, by statement 1. Clearly, shn−1 ⊆ R.

Therefore, Fn = shn−1 × F′
n ⊆ R. Since ∂1, . . . , ∂n ∈ un−1 + Iωn−2 , we have the inclusion

R ⊆ FixGn
(∂1, . . . , ∂n) = Fn. By Theorem 4.12.(1), Fn = Shn−2 × Fn ×En. Now, R = Fn × (R ∩

(Shn−2 ×En)). By looking at the action of the elements of the group Shn−2 ×En on the elements
x1∂2, x2∂3, . . . , xn−2∂n−1 of the Lie algebra un−1 + Iωn−2 , we conclude that R ∩ (Shn−2 × En) =
R ∩ En. Every element of the group En is uniquely determined by its action on un−1. Therefore,
R ∩ En = {e}, i.e., R = Fn.

3. LetR be the RHS of the equality in statement 3. Then En ⊆ R. Clearly, R ⊆ FixGn
(∂1, . . . , ∂n) =

Fn = Shn−2 × Fn × En. Now, R = En × (R ∩ (Shn−2 × Fn)) = En since R ∩ (Shn−2 × Fn) = {e},
by looking at the action of the group Shn−2 × Fn on the ideal Pn−1∂n. �

6 The canonical decomposition for an automorphism of the

Lie algebra un

By Theorem 4.13.(1), every automorphism σ ∈ Gn = Tn ⋉ (Tn ×ex (Shn−2 × Fn × En)) is the
unique product σ = tτsfe′ where t ∈ Tn, τ ∈ Tn, s ∈ Shn−2, f ∈ Fn and e′ ∈ En. This product is
called the canonical decomposition for the automorphism σ ∈ Gn. It is a trivial observation that
every automorphism of a Lie algebra is uniquely determined by its action on any generating set
for the Lie algebra. Our goal is to find explicit formulas for the automorphisms t, τ , s, f and
e′ via the elements {σ(s) | s ∈ Sn} where Sn is a certain set of generators for the Lie algebra un

(Theorem 6.1).

Theorem 6.1 Let n ≥ 2.

1. The set Sn := {∂1, x
j
1∂2, . . . , x

j
i−1∂i, . . . , x

j
n−1∂n | j ∈ N} is a set of generators for the Lie

algebra un.

2. Let σ ∈ Gn and σ = tτsfe′ be its canonical decomposition. Below, explicit formulas are
given for the automorphisms t, τ , s, f and e′ via the elements {σ(s) | s ∈ Sn}.

(a) t = t(λ1,...,λn) where σ(∂i) = λ−1
i ∂i + · · · for i = 1, . . . , n where the three dots mean

smaller terms with respect to the ordering (i.e., an element of ⊕j>iPj−1∂j);

(b) τ : Pn → Pn, xi 7→ x′i, where x
′
1 = x1 and x′i := φi−1φi−2 · · ·φ1(x1) for i = 2, . . . , n;

φi :=
∑

k≥0(−1)k
x′k
i

k! ∂
′k
i and ∂′i := t−1σ(∂i) for i = 1, . . . , n− 1;

(c) f = 1+
∑

i≥1 fiδ
i
n−1 where δn−1 = ad(∂n−1), fi ∈ K and fi∂n = Φn−1(tτ)

−1σ(
xi
n−1

i! ∂n)

where Φn−1 :=
∑

k≥0(−1)k
xk
n−1

k! δkn−1 and δn−1 = ad(∂n−1).

(d) s(xi) = xi+µi for i = 1, . . . , n− 2 where (tτf)−1σ(xi∂i+1) = µi∂i+1+xi∂i+1+ · · · (the
three dots denote an element of ⊕j>iPj−1∂j);

(e) by (37) and (38), e′ = e′2 · · · e
′
n−1 is the unique product where e′i ∈ En,i for i = 2, . . . , n−

1, and, for all j = 1, . . . , n and α ∈ Nj−1,

e′i(x
α∂j) =

{

xα∂i + si(x
α)∂n if j = i,

xα∂j if j ̸= i,

where si =
∑

j≥1 νij∂
j
i−1, νij ∈ K, νij∂n = Φi−1((tτsf)

−1σ − 1)(
x
j

i−1

j! ∂i), Φi−1 :=
∑

k≥0(−1)k
xk
i−1

k! δ
k
i−1 and δi−1 = ad(∂i−1).
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Proof. 1. We use induction on n ≥ 2. The initial case n = 2 is obvious as the set S2 is a K-basis
for the Lie algebra u2. Suppose that n > 2 and the result holds for all n′ < n. By induction,
Sn−1 is a set of generators for the Lie algebra un−1. Notice that un = un−1 ⊕ Pn−1∂n and, for
all elements α ∈ Nn−2 and j ∈ N, xαxjn−1∂n = [xα∂n−1, (j + 1)−1xj+1

n−1∂n]. To finish the proof of

statement 1 notice that Sn = Sn−1 ∪ {xjn−1∂n | j ∈ N} and the set of elements {xαxjn−1∂n} is a
K-basis for the vector space Pn−1∂n.

2. Statement (a) is obvious (Proposition 3.1). For all elements i = 1, . . . , n, sfe(∂i) = ∂i
(since sfe ∈ Fn, Theorem 4.12.(1)). Then τ(∂i) = τsfe(∂i) = t−1σ(∂i) and statement (b)
follows from Theorem 3.6.(2). The automorphisms s and e′ act as the identity map on the
vector space V := K[xn−1]∂n. Therefore, f |V = fse′|V = sfe′|V = (tτ)−1σ|V : V → V and

f = 1 +
∑

i≥1 fiδ
i
n−1 for some scalars fi ∈ K. By Proposition 4.4, fi∂n = Φn−1(tτ)

−1σ(
xi
n−1

i! ∂n).
This finishes the proof of statement (c).

For all elements i = 1, . . . , n− 2,

(tτf)−1σ(xi∂i+1) = se(xi∂i+1) = s(xi∂i+1 + · · · ) = µi∂i+1 + xi∂i+1 + · · · ,

and statement (d) follows.
By (37) and (38), e′ = e′2 · · · e

′
n−1 is the unique product where e′i ∈ En,i for i = 2, . . . , n − 1,

and, for all j = 1, . . . , n and α ∈ Nj−1,

e′i(x
α∂j) =

{

xα∂i + si(x
α)∂n if j = i,

xα∂j if j ̸= i,

where si =
∑

j≥1 νij∂
j
i−1 and νij ∈ K. For each i = 0, . . . , n− 1,

(e− 1)|K[xi−1]∂i = ((tτsf)−1σ − 1)|K[xi−1]∂i : K[xi−1]∂i → K[xi−1]∂n, p∂i 7→ si(p)∂n

where p ∈ K[xi−1]. By Proposition 4.4, νij∂n = Φi−1((tτsf)
−1σ − 1)(

x
j

i−1

j! ∂i). �

7 The adjoint group of automorphisms of the Lie algebra

un

The aim of this section is to show that the adjoint group A(un) of automorphisms of the Lie
algebra un is equal to the group UAutK(Pn)n (Theorem 7.1).

Let G be a Lie algebra over the field K and LN(G) be the set of locally nilpotent elements of
the Lie algebra G. Recall that an element g ∈ G is called a locally nilpotent element if the inner
derivation ad(g) of the Lie algebra G is a locally nilpotent derivation. The set LN(G) is an AutK(G)-

invariant set. Each locally nilpotent element g yields the automorphism ead(g) :=
∑

i≥0
ad(g)i

i! of
the Lie algebra G which is called an inner automorphism of the Lie algebra G. The subgroup
of AutK(G), A(G) := ⟨ead(g) | a ∈ LN(G)⟩, is called the adjoint group (of automorphisms) of
the Lie algebra G. The adjoint group A(G) is a normal subgroup of the group AutK(G) since
σead(g)σ−1 = ead(σ(g)) for all automorphisms σ ∈ AutK(G).

The aim of this section is to prove the next theorem.

Theorem 7.1 1. A(G) = UAutK(Pn)n.

2. The map UAutK(Pn)n → A(G), ea 7→ ead(a), is the identity map where a ∈ u
′
n (recall that

UAutK(Pn)n ⊂ Gn), i.e., for all elements u ∈ un, e
aue−a = ead(a)(u).

The proof of Theorem 7.1, which is given at the end of the section, is based on the following
proposition that is interesting on its own.

The Lie algebra DerK(Pn) is a left Pn-module, and so Pnun ⊆ DerK(Pn). The polynomial
algebra Pn is a left DerK(Pn)-module and a left un-module. The action of an element δ ∈ DerK(Pn)
on the polynomial algebra Pn is denoted either by δ ∗ p or δ(p). Every element u ∈ un is a locally
nilpotent derivation of the polynomial algebra Pn (Proposition 2.1.(4)). Then eu ∈ AutK(Pn).
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Proposition 7.2 Let u, v ∈ un and p ∈ Pn. Then

1. eu(v ∗ p) = ead(u)(v) ∗ eu(p) (where eu ∈ AutK(Pn)).

2. ead(u)(v) = euve−u (where ead(u) ∈ Gn).

3. ead(u)(pv) = eu(p)ead(u)(v).

Proof. 1.

eu(v ∗ p) = (
∑

i≥0

ui

i!
)v(p) =

∑

i≥0

1

i!

i
∑

j=0

(

i

j

)

ad(u)j(v)ui−j(p)

=
∑

i≥0

∑

j+k=i

ad(u)j

j!
(v)

uk

k!
(p) = ead(u)(v) ∗ eu(p).

2. Recall that e−u ∈ UAutK(Pn)n. In statement 1, replacing the polynomial p by the polynomial
e−u(p), we have the equality euve−u ∗ p = ead(u)(v) ∗ p, for all polynomials p ∈ Pn. Therefore,
euve−u = ead(u)(v).

3. For all natural numbers s ≫ 0, ad(u)s(pv) = 0, us(p) = 0 and ad(u)s(v) = 0. So, the
infinite sums below are finite sums:

ead(u)(pv) = (
∑

i≥0

ad(u)i

i!
)(pv) =

∑

i≥0

1

i!

i
∑

j=0

(

i

j

)

uj(p)ad(u)i−j(v)

=
∑

i≥0

∑

j+k=i

uj

j!
(p)

ad(u)k

k!
(v) = eu(p)ead(u)(v). �

Proof of Theorem 7.1. 1. By Proposition 3.2, the map un → UAutK(Pn), u 7→ eu, is a
bijection. In particular, UAutK(Pn) = {eu |u ∈ un}. By Proposition 3.3.(2), the map (where
v ∈ un)

exp : UAutK(Pn) → Gn, eu 7→ (v 7→ euve−u),

is a group homomorphism such that ker(exp) = shn and im(exp) ≃ UAutK(Pn)/shn = UAutK(Pn)n.
By Proposition 7.2.(2), euve−u = ead(u)(v) for all elements u, v ∈ un. It follows from this fact
that, for all elements u1, . . . , us ∈ un,

ead(u1) · · · ead(us)(v) = eu1 · · · eusv(eu1 · · · eus)−1.

By Proposition 3.2.(2), eu1 · · · eus = eu for some element u ∈ un. Then, ead(u1) · · · ead(us)(v) =
euve−u, i.e., ead(u1) · · · ead(us) ∈ UAutK(Pn)n.

2. Statement 2 follows from Proposition 7.2.(2). �
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