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Abstract

The computation of the direct dynamics problem (forward dynamics) plays a
major role in the real-time computer modelling and simulation of robot manipulators.
The efficient and computationally inexpensive solution of this problem facilitates the
design of real-time robot simulators. In addition, it allows for a better understanding of
the key elements affecting robot operations.

This work proposes to solve this problem by employing parallel and distributed
processing techniques. First, a parallel implementation of a simplified Lagrange-Euler
formulation is used to solve for the dynamics. Second, a resulting system of linear
equations is solved using Gaussian-Elimination with simple row interchange. Both
algorithms are distributed over a multiple-instruction multiple-data stream (MIMD)
computer architecture. The system is constructed from (VLSI) building blocks called
the (TRANSPUTER). Quantification of the speed and utilisation measures are given
to demonstrate the cost-effectivness of the parallel approach. The problem is solved for
a 6 dof robot arm.

Key words: robot dynamics, forward dynamics, parallel processing, Transputer,
Occam, MIMD.

1. Introduction

A precise mathematical model of the robot arm is an indispensable part of any
dynamic computer simulation strategy (Fig.1). The accurate and meticulous formula-
tion of the dynamic model will lead to a better understanding of the different com-
ponents of the system [15, 34, 44].

The model can be used to simulate real-time motions of the robot arm. In addi-
tion, it provides a powerful tool for the study of different control techniques and for
evaluating system performance under conditions that might be dangerous and expen-
sive if examined in siru [38].

However, the dynamic equations that influence robot performance are compli-
cated, highly coupled, and non-linear. General simplifying assumptions have to be
made to reduce the computational burden. This is accomplished by ignoring part of the
forces which affect the dynamics [3]. The results obtained are valid for a limited
range of operations which will lead to an overall sub-optimal performance.

The mathematical formulation of the dynamics divides into two distinct areas; the
Direct and Inverse Dynamic formulations. Most of the research has been focused on
the latter problem. In this work the former problem is addressed which is equally



important and computationally more expensive.

The formulation of computationally efficient dynamics has been an active area of
research for the last two decades and several methods have been developed. The
Lagrange-Euler (LE) [3,37,45] has high computational complexity but is a very well
structured and systematic representation. The Recursive Lagrangian [16] gives good
computational results but destroys the structure of the equations. The Newton-Euler
(NE) [1,33,36,47] has the most efficient computational formulation but has untidy
recursive equations. Other approaches include the tabulation techniques [41], Kane’s
dynamic equations [23], and the Generalized D’Alembert [29]. The most commonly
used of these methods are the (LE) and (NE). The interaction and equivalence of these
schemes has been shown by Silver [42]. In this paper the (LE) is addressed. The
results and discussions are presented in the following order; Section (2) surveys recent
research in this area. Section (3) presents the computer architecture used to implement
this work. The dynamic model is explained and analyzed in section (4). Parallelism is
introduced to solve the problem in section (5). Conclusions and further comments are
given in section (6).

2. Previous Work

A typical robot arm consists of an open-chain of (N+1) rigid links. The links can
be arranged such that link (i) is connected to a preceeding link (—1) and a following
link (i+1). The links are connected by joints and each joint has one degree of freedom
(dof). In robot arms, two types of joints exist, translational and revolute.

As mentioned earlier, the direct dynamics problem is computationally expensive.
Nevertheless, only a few attempts have been made to solve it. Walker and Orin [47]
proposed four methods by using the (NE) approach. Swartz [43] described a method to
depict the arm by its rotational characteristics. A set of equations based on the (NE)
called the Inverse Arm and an algorithm called the Forward Arm were presented.
Featherstone [12] proposed a different technique based on the so-called articulated-
body method.

In contrast, several algorithms have been developed which apply parallel process-
ing techniques to solve the Inverse Dynamics problem [2, 6,7, 24, 28, 30, 40, 46, 49, 52].
Lately, an attempt has been made by Lee and Chang [31] to incorporate parallelism to
speed up the computation. Their approach was based on that of Walker and Orin [47]
and the algorithms were distributed on a single-instruction multiple-data stream (SIMD)
computer.



The use of Distributed Computing techniques by employing several computing
units, interacting in real-time to provide the required computational speed and power,
finds an immediate application in robotics. There is a vast plethora of literature on dis-
tributed computing, and many, if not all, of the concepts described are directly applica-
ble to robotics. In this paper a trial is made to introduce these concepts to robot
dynamic simulation to emphasize the role which can be played by distributed architec-
tures in enhancing real-time operations by distributing the whole of a task over several
cooperating processors.

3. Multiple-Instruction Multiple-Data Stream Architecture (MIMD)

We are currently witnessing an enormous revolution in the mass manufacuring of
low cost advanced VLSI components. This will enable the actual implementation of
the theoretical parallel-orientated architectures and algorithms [5].

Parallelism is achieved by distributing the job over a number of Processors,
ideally in such a way that all the processors are fully utilised. As a consequence,
highly parallel structures have evolved, and many have been built to meet the increas-
ing demand for more computing power and higher processing speed [14, 17, 26, 48].

Until recently, most of the research has been dealing with solving problems from
a parallel perspective by applying (SIMD) techniques. In this approach, a single
machine instruction is able to compute over massive data structures (e.g. vector and
array processors). However, the use of (SIMD) architectures was hindered by their
technological constraints. As a result, the multiprocessing (MIMD) emerged to provide
a solution. In this case a number of processors interact and co-operate to produce
higher performance and computing power. The (MIMD) architecture is tightly coupled
if the processors are highly interactive. Otherwise, it is considered to be loosely cou-
pled.

3.1. Transputer and Occam

The T800 TRANSPUTERT (Fig.2) which is adopted in this work is a 32 bit
microcomputer with 4 Kbytes of on chip RAM for high processing speed, a
configurable memory interface, 4 bidirectional communication links, 64-bit floating
point unit, and a timer. It achieves an instruction rate of 10 MIPS (millions of instruc-
tions per second) by running at a speed of 20 MHz. The Transputer is one of the first

t TRANSPUTER and OCCAM are trademarks of the INMOS group of companies.
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designs that incorporate several hardware features to support parallel processing. This
allows for any number of Transputers to be arranged together to build a parallel pro-
cessing system, and permits massive concurrency without further complexity. To pro-
vide maximum speed with minimal wiring, the Transputer uses point to point serial
communication links for direct connection to other Transputers,

OCCAMT is a high level language developed to run on the Transputer
[19,20,25] and optimise its operation. It is simple, block structured, and supports both
sequential (SEQ) and parallel (PAR) features on one or more Transputers which can
be used to facilitate simulation, modelling and control of complicated physical systems
[13,21,22].

3.2. Processor Farms

The processor farms are based on a simple concept which might be useful in a
wide range of applications [18]. It involves a master processor which acts as a con-
troller that optimises processor utilisation and farms out tasks to a set of slave proces-
sors in the network. When a task is completed successfully by a slave processor, the
results are sent back to the master which then farms out another task to it.

In this work, a similar processor organization is used. This technique is motivated
by the amount of tasks that can be executed independently in the proposed algorithm.
The software portions running on the processors are replica of one another with minor
modifications depending upon the task and the communication protocols.

4. Manipulator Dynamic Model

The importance of the (LE) evolves from its simple, algorithmic and highly struc-
tured formulation. In general, the (LE) equations of motion can be written in a com-
pact state-space formulation:

T(t) = D(S) (t) +(C(6, 8)+h(8) (la)
or alternatively,
() = Z d; 6 + E E i i) @k *h = ek (1b)
=1 k=1

where T(f) is an n x 1 applied force/torque vector for joint actuators; ©(z), @(t) and
8(:) are n X 1 vectors representing position, velocity and acceleration respectively;
D(®) is an n x n effective and coupling inertia matrix; C(®©, @) is an n x 1 Coriolis
and Centripetal effects vector; and h(®) is an n x 1 gravitational force vector, where
(n) is the no. of degrees of freedom (dof).
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The very general form of eq.(1) is important in state space and modern control appli-
cations; however, it can’t be utilised unless simplified [3,4, 8, 11, 32, 35, 50].

In this work a semi-customised symbolic form is used. The formulation was first
introduced by Bejczy [3] and later by Paul [37] , then refined and further simplified by
Zomaya and Morris [50]. The conventions used are the same as those of Bejczy [3]
and Paul [37] , being based on the Denavit-Hartenberg (DH) [9] representation.

The dynamic formulation is divided into two main parts :

(I) The vectors &, and d; which describe the differential rotation, and differential
transformation of link (/) respectively. These vectors are customised and symbolically
expressed for a certain type of manipulator. The general description of ﬁf-, and df is
given in Paul [37];

-

-l ply'+ ! pih) i

.| ot P of P
d; = ; . . . ‘ 5
(—a;' piy’+ a7 pis) k. revolute join (2)

(nf?l i+ 052—1 j+ af;] k)  prismatic joint

(' i+ ol j+ab k) revolute joint

I _
8 = { 0 prismatic joint (3)

(IT) This part describes a general formulation of the inertial, coriolis, centripetal and
gravitational effects.
(a) The Effective and Coupling Inertias:

n

n 3
Dij= ¥ w(AJVAT)= ¥ ¥ e (4)

I=max(ij) l=max(ij) m=1

3
where Y e,,, is given as,
m=1
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(b) The Coriolis and Centripetal Forces:

—

n n 3
Cix= X m(ANVAT)= 3 3 u, (6)
I=max(i,j.k) =max(iy k) m=1
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where ) u,, is given as,
m=1
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where ij’s are the inertial parameters.

] (7)
1

n
hi=¢3 mW¥r (8)
=

(c) The Gravitational Effects are given by:

where m; and r} are the mass and the centre of mass of link (/) respectively, and ¥, is

a vector of the following form,
i .

sa &, — ca &y,
ca d;,

5o — O, ®)

s dyy, + ca d,

where so and co are sin(o) and cos(o) respectively.
The previous dynamic equations eq.(5,7,8) will be assumed throughout this work.

The dynamic simulation problem of a robot manipulator can be tackled by solv-
ing it as a forward dynamics problem. By rearranging eq.(1):

D(®) 8 (t) = (t) - (10a)
M= C(@,@) 6(:) + h(®) (10b)
or alternatively, |
3 d;6,=tt)-M (11a)
=
M=3 3 6 cyl) ©,+h (11b)
F1 k=1



Therefore, it can be stated as follows:

(i) Given an input force/torque vector T(z), the joint position @(r) and the joint velo-
city @(r), calculate the D(®) matrix and the bias or offset vector M.

(ii) Then, the joint acceleration vector ©(r) is calculated by solving a system of linear
equations given in eq.(10a,11a).

5. Real-Time Simulation of Robot Motion

The simulation procedure consists of two main parts. First, solving eq.(1) by
dividing the dynamics into a set of subtasks (processes) which in this case consist of
the different terms of eq.(1). Second, calculating 2] (1) eq.(1a) by solving the system of
linear equations. Parallelism is introduced to both parts to enhance the speed and
efficiency of the algorithms. This is achieved by using different network configurations
and task allocations. Quantification of speed and processor utilisation with real-time
implementation results are included.

5.1. Parallel Computation of the Dynamics

The Stanford arm is used as an example, and in this case there are three main
tasks (i.e. calculating D, C, and h):
Task1: divided into 17 subtasks representing the effective and coupling inertia terms.
Task2: divided into 43 subtasks representing the coriolis and centripetal effects.
Task3: divided into 4 subtasks representing the gravitational effects.

This sums up to a total of 64 subtasks to be computed. Two different scheduling stra-
tegies are used. The basic structure of the network configurations is the same, that is, a
main processor (Schedular or Controller) and a cluster of slave processors responsible
for the computation and number crunching. Several factors have to be considered in
the analysis and task distribution phase . First, the sequential dependency between the
different subtasks. Second, minimising the interaction between the different slave pro-
cessors as much as possible by enabling each processor to execute its job without the
need for data from other processors. Lastly, avoiding the case of two slave processors
communicating with each other through a third slave processor. To avoid (I/O)
bottleneck, the overall (I/O) of a processor must be reduced by increasing the size of
its memory [27]. Furthermore, redundant calculations must be avoided to minimize
the communication overhead.



5.1.1. One-Processor (Sequential) Case

Prior to the actual real-time implementation, a thorough off-line analysis is per-
formed. All the sources of overhead and communication deadlocks are located and
avoided. The whole task is computed using one processor (Transputer). The total
processing-time for computing the forces vector was found to be (25.6 msec).

5.1.2. Three-Processors Case:

For this case a tree-structured network is used (Fig.3) where (Pp) is the master
processor and the other three processors (P; P, P;) are slave processors. The master
processor is connected to a personal computer (PC) which works as a link between the
user and the network of processors. The total processing-time was found to be (8.96
msec). Note that the value of the total processing time (T,) includes both the computa-
tion time of the task and the time needed to send and receive any data items from the
processor, i.e.

T,

p (total processing time) = 3] (computation time) +1n (communication time)

The subtasks are distributed as shown in (table 1)

PROCESSOR
Py | P, | Ps
C3 | C, | D
Cy | €3, | Cs
Cy | G | Cha

h | ¢ | ¢,
- - | s

Table 1. Three—Processors Task Allocation

5.1.3. Six-Processors Case:

The same procedure is followed here with a different network configuration
(Fig.4). This architecture gives more independence to each processor and increases the
computing power to achieve better processing time.

In this configuration, the first level of the network is a simple tree structure, but
each slave processor in (level 1) is a master for another slave processor in (level 2).
Hence, (level 1) slave processors communicate directly with the controller (Py) but
slave processors in (level 2) "talk" to (Py) through their master Processor.

nr



The total processing time is (4.7 msec). The scheduling strategies are shown in
(table 2). While increasing the number of processors in a network, care must be taken
that the additional processors do not lower the processing time and lead to under-
utilised resources.

PROCESSOR

Table 2. Six—Processors Task Allocation

S5.1.4. Nine-Processors Case:

A nine-processors network enhances the performance and gives higher processing
power while maintaining the desirable cost-effectiveness and fault-tolerance (Fig.5). A
total processing-time of (2.95 msec) is obtained. The task scheduling is shown in (table
3}



PROCESSOR

hy | Dy | Cs | Cls | - | Ch | - | €& | C&
- | D3y | Coa | - - | Qe | - | C% | Dss
- | D3ss | Das | - - | G | - - -
- | Dy | - - - | G | - - =
- | Des | - : = hs - - -

Table 3. Nine—Processors Task Allocation

5.1.5. Comparison of Performance:

The different values of (Tp) are reported in (table 4) and (Fig.6).

PROCESSING TIME
(TP) (msec)

No. of Described
Processors Scheme
1 25.6
3 8.96
6 4.46
9 2.95

Table 4. Total Processing Time (Tp)

The Unlisation is given by the ratio of the total processing time of each Processor to
the total processing time of the network, i.e.

U= Tp (one processor) / Tp (network)

- 10 -



The (U) rate shows the percentage contribution of each processor in the execution of
the whole job (table 5).

PROCESSOR UTILISATION (%)
No. of P P, Py Py Ps Py P, Py Py

Processors

100 - - - - - - . -
100 | 100 | 96.8 - - - - -
100 | 98.7 | 98.7 | 962 | 97.5 95 - - -

100 | 100 100 | 95.7 | 95.7 | 95.7 | 95.7 | 95.7 | 100

o N W=

Table 5. Processor Utilisation for
Different Network Configurations

5.2. Parallel Solution of System of Equations

In this section the Gaussian Elimination (GE) algorithm [39] is used to solve the
linear system of equations representing the dynamics developed in the last section
(5.1). The (GE) algorithm is distributed on the network shown in (Fig.7). The
configuration used evolves from the basic structure of the algorithm of (GE) with sim-
ple row interchange [51]

LEVEL 1;

The processor (T) prepares the matrix (D) by augmenting it with the (é)). A check
is performed to avoid a zero pivoting element, and a row interchange is per-
formed as necessary to avoid this situation. Then, normalisation is performed by
dividing the whole row by the first entry in that row (i.e. d;). The remaining rows
are sent to the array of processing elements in (level 2). If the number of rows
exceeds the number of processing elements in (level 2), (T) will schedule the
operation by sending only (M) rows to the (M) processors and the rest will be
stored in the local memory (LM) from where they can be restored and sent to any
free processor.

LEVEL 2:
This array of processors is-operating in parallel. Each processor is loaded with a
row of the system matrix from (7) in (level 1). The role of these processors is to
make the first element in each loaded row equal to zero. This is accomplished by
employing the following formula:

- 11 -



Je=Te =My *J;

where My; = Jy; 1 J;;, Jy is the processed row, J; is the first row which is used in
common with the array of processors. The processed rows are sent to (level 3)
and the array is ready now to receive some more rows (if there are any).

LEVEL- 3:
This processor (T) will receive the processed rows from (level 2) and store them
in its (LM) and checks if all the rows are received. Then all the rows will be
recovered and a new matrix constructed and sent back to processor (T) in (level
1) to repeat the whole procedure again. Also (T) will check whether the operation
is completed successfully. If not, the fault is located and corrected as fast as
quickly as possible.

LEVEL 4.
Back substitution is performed on the resulting matrix and then the values of the
joint accelerations (é) are sent to the output unit. Thereafter, (é)) can be
integrated using numerical integration techniques (e.g. Runge Kutta methods) to
compute (©,0).

The whole procedure will be repeated again if a new (D) is received. The size of the

(D) matrix for the case of the Stanford arm is (6x6). The number of processors used

for (level 2) of the network is varied to find an optimum solution. The total processing
time is given in (table 6).

PROCESSING TIME
(TP) (msec)

No. of (GE)
Processors(m) || Algorithm

1.22
0.72
0.55
0.46
0.36

b b W N =

Table 6. Total Processing Time (Tp)

Sufficiently-fast real-time results are obtained (table 6) (Fig.8). In order to minimise
the cost and complexity of the solution, the number of processors should be limited. In
this work (m = 3) seems to be a reasonable trade off between speed and efficiency

= 1%



[10].

6. ION AND SUMMARY

In this paper the problem of the real-time dynamic simulation of a robot manipu-
lator has been addressed. The procedure was divided into two main parts. First, solving
for the dynamics which was based on a simplified form of the Lagrangian formulation.
Second, solving the system of linear equations resulting from the first stage by
employing a parallel implementation of the Gaussian Elimination with row inter-
change.

The whole of the algorithm was distributed over a parallel processing system con-
sisting of the INMOS TRANSPUTER. The programs were written in OCCAM. Real-
time results have been produced to demonstrate how the recent advances in VLSI tech-
nology can be used together with parallel processing techniques to significantly speed
up the dynamic simulation and modelling of robot manipulators.
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