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Abstract

The computation of the highly coupled dynamic equations has always posed a
bottleneck in real-time dynamic control of robot manipulators. Recent advances in
VLSI technology make it possible to implement new algorithms that compute these
equations and meet real-time constraints.

Parallel processing techniques can now be used to reduce the computation time
for models of a highly mathematical nature such as the dynamical modelling of robot
manipulators. In this work a semi-customized symbolic form of the Lagrange-Euler is
divided into subtasks and distributed on a parallel processing sysem. The development
system used consists of an INMOS TRANSPUTER (a VLSI single chip computer) run-
ning the OCCAM concurrent programming language. Further, this network is used to
introduce parallelism by using different task allocation stratgies which flow naturally
from the Lagrange-Euler formulation. The cost-effectivness and speed of the scheme is
demonstrated by applying it to a case study (Stanford arm). Comparisons are made
between uniprocessing (Von Neumann) and parallel implementations of the algorithm.
Several measures such as Utlization, Efficiency, and Speed up are used to evaluate the
performance of the employed networks and task-allocations.

1. Introduction

The last few years have seen remarkable achievements in the field of Robotics. The control of
most existing robot manipulators is relatively simple and well defined: it neglects system dynamics and
is based on a servo mechanism at each joint. However, sophisticated control algorithms are needed to
facilitate the design of the next generation robot arms which can interact efficiently with unstructured
and poorly defined environments. Several state of the art schemes had been proposed recently that

require heavy computations which hinder their practical implementation [8].

To achieve an accurate real-time application of the control algorithm, it must be computed within
a sampling rate of no less than 60 Hz. Furthermore, the quality of the control is greatly affected by its
ability to accommodate the dynamic behaviour of the manipulator [46]. Hence, the dynamic equations
must be evaluated repeatedly during the control loop sampling interval to avoid undesirable and serious
degrading performance of the robot arm. So, the execution time for computing the dynamics partially
enhances the feasibility of real-time implementations of the controller.

The dynamics consist of a set of differential, coupled, non-linear, and matrix oriented equations
which governs the applied forces/torques values. Many researchers have proposed several simplified

forms of the dynamics based on Lagrangian and Newtonian energetic principles [6,44].

The Lagrange-Euler (LE) [3,39,40] has high computational complexity but is a very well struc-

tured and systematic representation. The Recursive Lagrangian [11] gives good computational results
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but destroys the structure of the equations. The Newton-Euler (NE) [31,37,48] has a very efficient com-
putational formulation but with untidy recursive equations. Other approaches include the tabulation
techniques [42] which suffers from serious difficulties owing to the enormous computer memory
requirements; Kane's dynamic equations [19], and the Generalized D’ Alembert [27]. Of the previous
methods the most commonly used are the (LE) and (NE). The interaction and equivalence of these

schemes has been shown by [43)]. In this paper the (LE) is addressed.

The problem is solved for a 6 dof Stanford arm. The results and discussions are presented in the
following order; Section (2) describes previous work by other researchers. Section (3) presents the
development system used to implement this work. Section (4) addresses the dynamic problem. Parallel-

ism is introduced in section (5) and (6). Conclusions and summary are given in section (7).

2. Previous Work

Previously, there have been two main approaches to tackle the problem of computing the inverse
dynamics. The first of these is to reduce the complexity of the model, recognising that the robot perfor-
mance suffers as a consequence. Bejczy [3] employed this concept and neglected the coriolis and cen-
tripetal effects by assuming low speed operating conditions. Ignoring these terms will result in a notable
"vibration" of the robot arm at high speeds due to large errors in computing the forces and torques [51].
The other alternative is to use a stand alone computer system, which might lead to an increased
development cost [31]. In this work a third option of parallel processing is introduced. A semi-
customized symbolic formulation of the (LE) [51] is distributed on a number of cooperating general
purpose processors. The device being considered is the INMOS TRANSPUTER and its program-
ming langauge OCCAM.

Several parallel architectures have been proposed by researchers to solve for the inverse dynamics
problem. The pioneering work of Luh and Lin [32], based on a generalization of the branch-and-bound
algorithm, exhibits several significant limitations, Most importantly, their proposed architecture does not
fully consider the recursive structure of the (NE) and the sequential dependencies of the algorithm.
Furthermore, the system suffers from load unbalances because some of the processors are under utilized
and the interprocessor communication and synchronization of the (NE) are ignored.

Orin et. al. [38] proposed a pipeline design for the (NE) that eliminates some of the performance
degradation problems associated with interprocessor communications which appear in the computation
of the (NE) using parallel processing techniques. However, the performance of the proposed design was

not analyzed and compared with the serial (uniprocessor) implementation.

Lathrop [24] proposed two parallel algorithms using special purpose processors. First, is a linear
parallel algorithm which is related to the Luh and Lin method [32]. The second is a logarithmic-
parallel-algorithm based on the partial sum technique. Both approaches exhibit massive buffering which

degrades the performance and causes complicated intertask communication structures, and hence no

.



practical implementation had been made. Liao and Chern [29] used a cross-bus array processor (CBAP),
which utilizes a long set of bit-parallel processors. The main disadvantages of this approach are the
unfully-utilized processing elements and the vulnerability to hardware failures. Kasahara and Narita [20]
proposed a parallel processing scheme which employs two scheduling algorithms; depth-first/implicit-
heuristic-search and critical-path/most-immediate-successors-first. The algorithm was implemented on an
actual multiprocessor system to prove its effectiveness. Lee and Chang [25] introduced a method based
on the recursive doubling algorithm with a modified inverse perfect shuffle interconnection scheme
between a set of parallel processors. Their approach may not be cost efficient and fault-tolerant due to
the complexity and expensive interconnection structure among the processors. Vukobratovic et. al. [47]
recently proposed an algorithm that employs a modified branch-and-bound (BB) method combined with
the largest-processing-time-first algorithm (LPTF). An actual implementation had been made and good
results were obtained, but the issues of intercommunication and intermediate buffering were neglected
which degrades the performance in actual situations. Finally, some more work in this area can be
found in the literature [2,5,36,41,50].

Most of the previous attempts did not involve implementation on an actual parallel processing
system. Results are presented in terms of the number of multiplications/additions and their theoretical
equivalent of processor clock cycles. The results obtained in this work are the outcome of the actual
implementation of the algorithm. The different task allocations are executed by a
distributed processor development system. Hence, these results not only represent the processing-
time of multiplications/additions but also the delays caused by the communication between different

processors and some other problems that might rise from hardware and software limitations.

3. The Transputer and Parallel Processing

The discipline of computer architecture is now in a transitional stage because of the rapid
advances of VLSI technology. This advent is weighting all the arguments in favour of parallel process-
ing techniques [12,22,49].

Parallelism is achieved by distributing the job over a number of processors, ideally in such a way that
all the processors are fully utilized. To achieve that, highly parallel structures have evolved, and many
have been built to meet the increasing demand for more computing power and higher processing speed
[10].

The INMOS TRANSPUTER is a pioneering device that fills this gap, and it can be con-
sidered to be the ideal component for fifth generation computers. The T800 Transputer in (Fig.1) which
is used in this work is a 32 bit microcomputer with 4 Kbytes on chip RAM for high processing speed, a
configurable memory interface, 4 bidirectional communication links, 64-bit floating point unit, and a
timer. It achieves an instruction rate of 10 MIPS (millions of instructions per second) by running at a

speed of 20 MHz. This makes the Transputer one of the first designs that incorporate several hardware



features to support parallel processing. This allows for any number of Transputers to be arranged
together to build a parallel processing system, and permits massive concurrency without further com-
plexity. To provide maximum speed with minmial wiring, the Transputer uses point to point serial com-

munication links for direct connection to other Transputers.

OCCAM is a high level language developed by INMOS to run on the Transputer
[13,14,15,16,21] and optimise its operation. It is simple, block structured, and supports both sequential
(SEQ) and parallel (PAR) features on one or more Transputer which can be used to facilitate simula-
tion, modelling and control of complicated physical systems [9,17,18].

4. Manipulator Dynamics

The importance of the (LE) evolves from its simple, algorithmic and highly structured formula-
tion. In general, the (LE) equations of motion can be written in a compact form which is the final out-

come of solving the dynamics :

(t) = D(8) O (t) +C(8,8)+h(8) 1)

where T(r) is an n X 1 applied force/torque vector for joint actuators; @(t), G)(t), and @(r) aren X 1
Vectors representing position, velocity and acceleration respectively; D(8) is an n X n effective and
coupling inertia matrix; C(e,é) is an n X 1 Corioilis and Centripetal effects vector; and h(@®) is an n
X 1 gravitational force vector, where (n) is the degree of freedom (dof).

The very general form of eq.(1) is important in state space and modemn control applications [26,34,45],
however, it can’t be utilized unless simplified [3,4,28,30,33,35,51].

In this work a semi-customized symbolic form is used. The formulation was first introduced by
Bejczy [3] and later by Paul [40], then refined and further simplified by Zomaya and Morris [51]. The
conventions used are the same as those of Bejczy [3] and Paul [40], being based on the Denavit-
Hartenberg (DH) [7] representation.

The dynamic formulation is divided into two main parts :

(I) The vectors &;, and d; which describe the differential rotation, and differential transformation of link
(1) respectively. These vectors are customized and symbolically expressed for a certain type of manipu-

lator. The general description of 8‘:-, and df is given in Paul [40];

)
I S G P
(-nix piy + n; pic )i
1 -1 =1 i1y s
<(—0Lc Py + 0% Pi)J

dl = i-1 =1 —1 -1 (2)
' (—ai; piy+ai pi) k  revolute joint

(ni' i+ o' j+a' k) prismatic Joint
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(n§;1 i+ o}'z'} Jj+ af;] k)  revolure joint
bl =
i

0 prismatic joint )

(II) This part describes a general formulation of the inertial, coriolis, centripetal and gravitational
effects. However, it can be further customized if a specific manipulator is used.

As given by Paul [40] :

Dij= Y w(ATAl) @)
f=m.ax(£j)

More simplifications can be achieved by expanding eq.(4) to remove the multiplication by zero opera-

tions. In the following discussion the Stanford manipulator is considered. Assume a matrix (E) such

that:
e 0
E= 00 (5)

where (€) is a 3 X 3 matrix. Using the trace operator,
n 3
Dij= ¥ X emm (6)

I=max(ij) m=1

3
where 3 e, is given as,

m=1
] d. | |d;
_ 8,'}, 8_}}; J.I 51.: 5” ; 6[1 Sjk Jl e Jx
=1 5,1, 5}{}“‘ 25,115, Fol 8,18, T 44 diy| |djy

&[] [8][d: Syl [dx]  [8,]] da
+7u | s, ;| ¥ 8] |5 o 55 |-, * [8:]|-a,| |, %

In a similar approach to describe the coriolis and centripetal effects ;

n
Dy= Y s (AATAT) ®)
t=max(i,)



assuming a matrix (U) such that :

where (u) is a 3 X 3 matrix. Using the trace operator will yield,

Cl_',fk =

3

3

where Y u,,, is given as,

m=1

where

=J{ll 5_51 [

1z

J;

XX

tl=max(ijk) m=1

% | & Jhe 8. B
B, -]y * /22 32
1 [ 8] de 8] [ die | 8e| [diy |
+J44Ldix 5'7, '_dk-y +diy Lajx "dkz_ + dl'z 5” I_db; ;
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d

S d
Iy kz
i Jé“{ % [sz] [-dkj * O

and the gravitational effects are given by,

n
h;=g 3% m,‘l-’frf

dy, 8| [die (8,0 [Bic
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where m; and rf are the mass and the centre of mass of link (/) respectively, and ‘¥, is a vector of the

following form,

|' s 851 - cQ 6"),
col 8,1
SO — 5,_,_— (13)

so diy + co. dj, J

1

where so. and co. are sin(0) and cos(o) respectively.

The previous dynamic equations eq.(7,11,12) will be assumed throughout this work.

5. Parallel Computation of the Dynamics

This section describes the procedure used to compute the inverse dynamics on a distributed pro-
cessor system. The task (algorithm) is decomposed into a set of subtasks (processes). In this case the
subtasks represent the different terms of eq.(1). The objective of this work is to find a cost-effective
architecture, by distributing the task over several network configurations with different number of pro-
cessors (the name processor and transputer are used interchangably), to reach an optimum configuration
that computes the input joint forces and torques. The main difference between the configurations used
is in respect of how the task is divided, that is, the amount of work carried out by each processor and
the overhead caused by the communication between the different processors in the network. The net-
works are evaluated according to the total processing time and processor utilization measures.
Quantification of speed up, utilization, and efficiency with real-time implementation results are

included.

5.1 The Analysis

The analysis is divided into two sub levels :
Off-Line Level :

A specific manipulator has been chosen (the Stanford arm). The customized part of the algorithm is

prepared and the zero-value subtasks are located and excluded from the on-line implementation. These
simplifications are carried out using different assumptions [3,28] such as symmetry and reflexive cou-
pling (Cyjy = —Cy;; i, k 2 j). Then the whole algorithm is executed using one processor to identify the
processing-time of each subtask, so that all the sources of overhead and communication bottleneck are

avoided in the real-time situation.

In the case of the Stanford arm there are three main tasks :
task 1 : divided into 17 subtasks representing the effective and coupling inertia terms.

task 2 : divided into 43 subtasks representing the coriolis and centripetal effects.

= =



task 3 : divided into 4 subtasks.

which sums up to a total of 64 subtasks to be computed. A close examination of the dynamics shows a
certain amount of parallelism with a large amount of sequentialism in the natural flow of the computa-
tions. The analysis shows that a main source of bottleneck is in computing the coupling inertia matrix
(D) and matrix (1) and (2) of the coriolis and centripetal effects (C Ve Czjk), approximately 24%, 28%
and 21% respectively, of the total processing time.

On—Line Level :

This level deals with the actual implementation of the algorithm, and is discussed in the next section.

6. Scheduling Strategies

The networks used in this paper have the same basic structure, that is, a main processor
(Scheduler or Controller) and a cluster of slave processors responsible for the computations and the
number crunching. Two main points are kept in mind while doing the analysis and the task distribution;
first, the proportion of subtasks that must be computed sequentially; second, allowing enough time for
the communication of data between slave processors and trying to minimize this time as much as possi-
ble by enabling each processor to execute its job without the need for data from other processors. To
avoid (VO) bottleneck, the overall (/O) of a processor must be reduced by increasing the size of its
memory [23]. Hence, no redundant calculations are performed and the (DH) parameters, the link

masses, inertias, and centre of mass reside on each transputer in the network to minimize the communi-

cation overhead,

The main processor (Pg) will supervise the network and send the required data to the slave processors
(P; i>0), that is, sending ©, é, and 8, and receiving f; which constitutes a partial sum of the

force/torque vector T () .

6.1 One-Processor Case (Von Neumann):

This is a trivial case because the whole task is computed using one processor (Transputer). The total

processing-time for computing the forces vector was found to be (25.6 msec).



6.2 Three-Processors Case :

For this case a tree-structured network is used (Fig.2.) where (Pg) is the master processor and the other
three processors (P P Ps) are slave processors. The master processor is connected to a personal com-
puter (PC) which works as a link between the user and the network of processors. The subtasks are dis-
tributed as shown in (table 1). The total processing-time was found to be (8.96 msec). It's very impor-
tant to note that the value of the total processing time (Tp) includes both the computation time of the

task and the time needed to send and receive any data items from the processor, i.e.

T,

p (total processing time) = 3| (computation time) +n (communication time)

Theoretically, in this case, the lower bound time (T};) or the ideal processing time that can be achieved

by using more than one processor is given as
T!b = Tp(one processor case) /'m

where (m) is the number of processors. However, in actual hardware implementations there is an offset

time (Tc,f) which is the difference between the actual (Tp) and the ideal (T};)
Tof = TP -~ Tib

This deviation is due to (f;) and hardware limitations.

PROCESSOR
Py | P, | P3
C | C, | D
C, | Cis | Cs
Cs | Cis | Cis
h | C3s | Co

8 - | Cis

Table 1. Three—Processors Task Allocation
6.3 Six and Seven-Processors Casc :
The same procedure is followed here with different network configurations (Fig.3 and Fig.4). These

architectures give more independance to each processor and increase the computing power to achieve

better processing time.

In these configurations the first level of the network is a simple tree structure, but each slave processor

in (level 1) is a master for another slave processor in (level 2)., Hence, (level 1) slave processors



communicate directly with the controller (Pg) but slave processors in (level 2) "talk" to (Pg) through

their master processor.

The total processing times are (4.46 msec) and (3.82 msec) for the six-processors and seven-processors

networks respectively. The scheduling strategies are shown in (table 2 and table 3).

PROCESSOR

Table 2. Six—Processors Task Allocation

- 10-



PROCESSOR

P, | P, | Py | P | B | P | P
Cla | Dy | Cis | Ch | Dy | C4 | Cld
Cls | D1z | C3 | Cls | Pys | Cs | Cls
Cn |Dis| - | Ch | D | h | Cl
Cis | D | - | Chs | Dy | Cis | Cls
Cle | Doz | - | Cha| Dys | Ch | Cl
- | Dy | - | Chs | Dy | - | Cis
- | Gl | - - | Dss | - | Css
- | Cis | - - | Daa | - | Cis
T A
. . . « | Dy | w

; ) : - | Dg | -

. . - . s .

Table 3. Seven—Processors Task Allocation

Some points about the values of (7,) quoted above should be noted. Firstly, the goal of enhancing the
performance of the network is attained by making sure that information can flow to and from the pro-
cesssing elements with sufficient speed, rather than by maximizing the computational bandwidth of the
processing elements (the number of operations per second that the processor can deliver). This is
accomplished by organizing the processors which need to communicate with one another in such a way
as to make the transfer of data smooth and cost effective. Hence, the situation of two processors com-

municating with each other through a third processor is avoided.

Secondly, the value of (Tp) is always higher than the lower bound (7};) because of the communi-
cation between the different processors. Fig.(5) shows the relation between the (Taf) and the number of

processors (m).

Thirdly, the different subtasks must be divided so that the processors spend most of the time on
useful computations whilst at the same time minimizing the communication between the different pro-

cessors as much as possible.
6.4 Eight-Processors Case :

Satisfactory results were obtained by using the previous networks. Furthermore, an eight-processors net-
work is employed to enhance the performance and to give higher processing power while maintaining

desirable cost-effectivness and fault-tolerance (Fig.6). A total processing-time of (3.34 msec) is

- 11 -



obtained. The task scheduling is shown in (table 4). The flow of the algorithm in this case is given in a

block diagram representation (Fig.7).

PROCESSOR

Dy | Dy3 | - | Cis | - | Ch | Chs | Cls
Dys | hy | - |Cs | - |Ch| - s
Dy | - < = ~ | €8 | - -
Dy | - - - - | B5 | - -
Dss | - - - 5 2 : ;
Des | - |- | -|-1]-1]-]-*

Table 4. Eight—Processors Task Allocation

Ideally, a better (7},) can be achieved if the number of processors is 64 under the assumption of assign-
ing a processor per task (for the case of Stanford arm). However, a 64-processors network will degrade
the performance because of the low cost-effectivness and fault-tolerance. Undoubtedlly, this will lead to
lower processing time, and under-utilized processors in the network. The different values of (T) are

reported in (table 5).
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The Utilization which is given by the ratio of the total processing time of each processor to the total

(T,) (msec)

PROCESSING TIME

No. of

Processors

Described

Scheme

[~ IS B = R .

25.6
8.96
4.46
3.82
3.34

processing time of the network, i.e.

the (U) rate shows the percentage of the processors being actively involved in the execution of the

whole job (table 6).

Table 5. Total Processing Time

U =T, (one processor) | T, (nerwork)

PROCESSOR UTILIZATION (%)
N0.0f Pl Pz P3 P4 PS Pé P7 Pg
Processors

1 100 - - - - - - -
3 100 100 96.8 - - - -
6 100 | 98.7 | 98.7 | 96.2 | 97.5 95 - -
7 100 | 94.1 | 98.5 100 97 98.5 97 -
8 100 | 96.6 | 96.6 95 96.6 100 100 | 100

The improvement in speed Speed up (table 7) can be defined as:

Sm=Tps ! Tpm

-13 -

Table 6. Processor Utilization for
Different Network Configurations




where T, is the total processing-time of the sequntial algorithm, and T, is the total processing-time

required to finish the execution of a job by an m-processors network.

SPEED UP (S,,)

No. of Described

Processors Scheme

1 1.0
3 2.86
6 5.74
7 6.7
8 7.67

Table 7. Speed Up

The Efficiency (9) of an m-processors network is displayed by the utilization rate of the available pro-

cessors (Transputers):

b=S,/m

in the ideal case lim ¢ = 1 (table 8).

Sp—m

¢

No. of Described

Processors Scheme

3 0.952
6 0.957
7 0.957
8 0.96

Table 8. Efficiency

Graphical illustrations of the results are given in (Fig.8,9,10).

= T



7. Conclusion and Summary

The dynamical description of a typical 6-dof robot arm such as the Stanford arm is complicated

and computationally expensive, which hinders the inclusion of the dynamics in real-time control appli-
cations.

This paper addressed the parallel-processing approach to solve for the inverse dynamic problem. A
simplified semi-customized form of the dynamics based on the Lagrange-Euler formulation has been
distributed over a parallel-processing system. The system was constructed by using the INMOS TRAN-
SPUTER as its basic building element running the OCCAM programming language.

Different configurations have been suggested and very good real-time results obtained. The results have
been compared with the sequential implementation of the algorithm and the superiority of using
parallel-processing techniques are emphasised by using several measures (e.g. efficiency, speed up). As
mentioned earlier, the achievement of an optimum network configuration is determined by the computa-
tion and communication structure of the task, as well as the computation and communication organiza-

tion of the system components (Transputers).

Similar scheduling strategies are equally applicable for other types of robot control problems. It has
already been shown that the application of the proposed configurations can provide an efficient solution

for the problems of Direct and Inverse Jacobian formulations [52].

The work described has demonstrated how recent advances in VLSI technology can be used together
with parallel-processing techniques to significantly speed up the dynamic modelling of robot manipula-
tors. Suitable foundations have been set for the development of a wide range of control algorithms,

unhindered by their excessive computational requirements.
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Fig.1 The INMOS T800 Transputer

(a) General Representation

(b) Schematic Representation

Fig.2 Three-Transputers Network

Fig.3 Six-Transputers Network

Fig.4 Seven-Transputers Network

Fig.6 Eight-Transputers Network

Fig.8 Total Processing Time

Fig.7 Block diagram representation of the Algorithm
on an Eight-Transputers Network

Fig.5 Offset-time Variation

Fig.9 Speed Up in Computations

Fig.10 The Efficiency of the different Task Allocations
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