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UNFITTED FINITE ELEMENT METHODS USING BULK MESHES
FOR SURFACE PARTIAL DIFFERENTIAL EQUATIONS

KLAUS DECKELNICK ∗, CHARLES M. ELLIOTT † , AND THOMAS RANNER †∗

Abstract. In this paper, we define new unfitted finite element methods for numerically approx-
imating the solution of surface partial differential equations using bulk finite elements. The key idea
is that the n-dimensional hypersurface, Γ ⊂ Rn+1, is embedded in a polyhedral domain in Rn+1

consisting of a union, Th, of (n + 1)-simplices. The finite element approximating space is based on
continuous piece-wise linear finite element functions on Th. Our first method is a sharp interface
method, SIF, which uses the bulk finite element space in an approximating weak formulation ob-
tained from integration on a polygonal approximation, Γh, of Γ. The full gradient is used rather
than the projected tangential gradient and it is this which distinguishes SIF from the method of [42].
The second method, NBM, is a narrow band method in which the region of integration is a narrow
band of width O(h). NBM is similar to the method of [13] but again the full gradient is used in the
discrete weak formulation. The a priori error analysis in this paper shows that the methods are of
optimal order in the surface L2 and H1 norms and have the advantage that the normal derivative
of the discrete solution is small and converges to zero. Our third method combines bulk finite ele-
ments, discrete sharp interfaces and narrow bands in order to give an unfitted finite element method
for parabolic equations on evolving surfaces. We show that our method is conservative so that it
preserves mass in the case of an advection diffusion conservation law. Numerical results are given
which illustrate the rates of convergence.

Key words. Unfitted finite elements; cut cells; error analysis; narrow band; sharp interface;
elliptic and parabolic surface equations

1. Introduction.

1.1. Model equations and motivation. In this article we propose and analyse
numerical methods based on bulk finite element meshes for the following model elliptic
equation on a stationary surface.
Model elliptic equation on stationary surface: Let Γ be a smooth hypersurface in Rn+1

and f ∈ L2(Γ). We seek solutions u : Γ→ R of

(1.1) −∆Γu+ u = f on Γ.

The methods can be extended in natural ways to deal with variable coefficients and
nonlinearities. The approach may be extended to the following advection diffusion
equation on a moving surface.
Model parabolic equation on evolving surface: Let {Γ(t)} be a family of smooth hy-
persurfaces in Rn+1 for t ∈ [0, T ]. We seek solutions u :

⋃
t Γ(t)×{t} of the advection

diffusion equation

∂•u+ u∇Γ · v −∆Γu = f on
⋃

t∈(0,T )

Γ(t)× {t},(1.2a)

u(·, 0) = u0 on Γ(0).(1.2b)
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Here, ∂•u denotes the material derivative of u and v is the velocity vector. See §5 for
notation.

Surface partial differential equations or partial differential equations (PDEs) on
manifolds arise in a wide variety of applications in materials science, fluid dynamics
and biology, [54, 39, 49, 5, 40, 37, 27, 33, 28, 2, 32, 30, 46, 38]. Often the surface on
which the PDE holds is unknown and has to be found as part of the solution pro-
cess. Thus complex applications involving surfaces and interfaces frequently require
the formulation and approximation of equations on unknown stationary and moving
surfaces and are not only coupled to equations for the surface but also to equations
holding in the bulk. A number of computational approaches have been developed in
recent years, see [24]. They are often designed in the context of solving the surface
equations in a more complex application. In particular we mention:-
Surface finite elements on triangulated surfaces: This approach was pioneered in [18]
for computing solutions to the Poisson equation using piece-wise linear elements on tri-
angulated surfaces. This was extended to nonlinear and fourth order surface parabolic
equations in [20]. Using an appropriate weak formulation and the transport property
of finite element basis functions an evolving surface finite element method was devised
in [19] in order to treat conservation laws on moving surfaces. The key idea is to use
the Leibniz (or transport) formula for the time derivative of integrals over moving sur-
faces in order to derive weak and variational formulations. Further numerical analysis
of surface finite element methods may be found in [16, 15, 20, 25, 23, 26].
Bulk finite element or finite difference meshes for the approximation of implicit surface
formulations: The idea here is to use implicit surface formulations. The starting point
is to use a level set function Φ to define a degenerate partial differential equation whose
solution solves the surface equation on all level sets of Φ. Such methods are formulated
in [9, 35, 10, 21, 22]. Approaches to obtaining a non-degenerate level set equation
may be found in [34, 11].
Bulk finite element or finite difference meshes on narrow bands: A natural disadvan-
tage of the approach 1.1 is the fact that formulation is in the ambient space rather
than just on the surface. This leads to solving PDEs in one space dimension higher
than the hypersurface. Narrow band methods confine the use of bulk finite elements
to a narrow band around the surface and the region of integration is the narrow band.
In particular the level set approach in [13] is confined to an O(h)-narrow band. An-
other direction is to solve the bulk PDE in a narrow band of width ε, say. The solution
of this problem converges to the solution of the surface PDE. This is the basis of the
finite difference method in [50].
Bulk finite element methods and phase field diffuse interfaces: This approach is mo-
tivated by the diffuse interfaces that arise in phase field approximations of interface
problems, see e.g. [12]. The idea is to exploit the methodology to generate methods
for solving partial differential equations on the interfaces, [47], [29].
Bulk finite element meshes and sharp interface weak forms If one takes the width
of the narrow band to be zero in the approach of [13] one obtains the appealing
method of [42] for equations on stationary surfaces. The authors prove that for piece-
wise linear elements one obtains second order convergence in the L2 norm. There
is an issue about the dimension of the resulting linear algebraic equations and their
conditioning. This is addressed in [41]. For other developments we refer to [17] which
concerns an adaptive version and [44] which concerns the surface meshes induced
by the bulk mesh on level sets.This approach has been extended recently to a novel
Eulerian space-time formulation using space-time bulk finite element meshes, [43].
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An important feature of the methods described above is the avoidance of charts
both in the problem formulation and the numerical methods. For example, the sur-
face finite element method is based simply on triangulated surfaces and requires the
geometry solely through the knowledge of the vertices of the triangulation whereas
methods based on implicit surfaces require only the level set function Φ which encodes
all the necessary geometry.

Another feature of some of these methods is the use of unfitted bulk meshes.
Here we use the terminology unfitted finite element methods (sometimes called cut
cell methods) when the underlying meshes that form the computational domain are
not fitted to the domain in which the PDE holds. The motivation for using finite
element spaces on meshes not fitting to the domain came from the desire to solve free
or moving boundary problems. Such methods were introduced in [3, 4] for elliptic
equations in curved domains. See also [36, 8, 31]. In this setting we are concerned
with bulk meshes independent of the surface.

1.2. The new methods. The new unfitted finite element methods for surface
elliptic equations proposed in this paper are variants of the bulk finite element ap-
proaches using a sharp interface or a narrow band. The new scheme for advection
diffusion on an evolving surface is a hybrid of these. In the following we sketch the
main ideas of these methods describing the details in §3-§5.

1.2.1. Sharp interface method (SIF). Given an interpolation Γh of Γ, we
use a bulk finite element space V Ih of the form

V Ih = {φh ∈ C0(U Ih) |φh|T ∈ P1(T ) for each T ∈ T I
h },

where T I
h is a set of elements which intersect Γh and U Ih =

⋃
T∈T I

h
T , see §3. The

discrete scheme approximating the model elliptic equation (1.1) is:- Find uh ∈ V Ih
such that

(1.3)
∫

Γh

(
∇uh · ∇φh + uhφh

)
dσh =

∫
Γh

feφh dσh for all φh ∈ V Ih ,

where fe is an extension of f .
The method is related to the following method of Olshanskii et. al., introduced

in [42]:- Find uh ∈ V Γ
h such that∫

Γh

(
∇Γh

uh · ∇Γh
φh + uhφh

)
dσh =

∫
Γh

feφh dσh for all φh ∈ V Γ
h .

Apart from the use of the full gradient in (1.3) as opposed to the tangential gradient,
another difference relates to the use of the finite element space V Γ

h , which essentially
consists of the traces on Γh of elements in V Ih . However, while V Ih has a natural basis,
this does not seem to be the case for V Γ

h .

1.2.2. Narrow band method (NBM ). We use the bulk finite element space
V Bh on the triangulation T B

h

V Bh = {φh ∈ C0(UBh ) |φh|T ∈ P1(T ) for each T ∈ T B
h }.

Here T B
h consists of those triangles intersecting a narrow band domain Dh defined by

the ±h level sets of an interpolated level set function IhΦ and UBh =
⋃
T∈T B

h
T . The



4 K. DECKELNICK, C. M. ELLIOTT AND T. RANNER

discrete scheme approximating the model elliptic equation (1.1) is:- Find uh ∈ V Bh
such that

(1.4)
∫
Dh

(
∇uh · ∇φh + uhφh

)
|∇IhΦ| dx =

∫
Dh

feφh |∇IhΦ| dx for all φh ∈ V Bh .

This is similar to the method in [13] except that NBM uses the full instead of
projected gradients thus avoiding the resulting degeneracy. As a result we are able to
prove an optimal L2-error bound which was not obtained for the method in [13]. It
is also the case that the normal derivative of the discrete solution converges to zero.

1.2.3. Hybrid unfitted evolving surface method. The discrete problem ap-
proximating (1.2) is:- Given umh ∈ V mh ,m = 0, . . . , N − 1, find um+1

h ∈ V m+1
h such

that

(1.5)

∫
Γm+1

h

um+1
h φh dσh −

∫
Γm

h

umh φh(·+ τmv
e,m+1) dσh

+
τm
2h

∫
Dm+1

h

∇um+1
h · ∇φh

∣∣∇IhΦm+1
∣∣ dx = τm

∫
Γm+1

h

fe,m+1φh dσh

for all φh ∈ V m+1
h . Here ve,m denotes an extension of the surface velocity at time

level m. We use time step labelled analogues of the notation for the narrow band
method, see §5 for the details. Here, u0

h is appropriate initial data. An important
property of solutions of (1.2) is conservation of mass in the case that f ≡ 0 and
our numerical scheme preserves this property under some mild constraints on the
discretization parameters, see §5.

1.3. Outline. The paper is organized as follows: in §2 we introduce our notation
and collect some auxiliary results. In §3 and §4 we present and analyse unfitted
methods for the model elliptic equation (1.1). In §5 we describe how a combination
of these two approaches can be used to calculate solutions of the advection-diffusion
equation on evolving hypersurfaces, (1.2). Details of the implementation and several
numerical examples illustrating the orders of convergence are presented in §6.

2. Preliminaries.

2.1. Surface calculus. Let Γ be a connected compact smooth hypersurface
embedded in Rn+1 (n = 1, 2). We assume that there exists a smooth function Φ :
U → R such that

Γ = {x ∈ U |Φ(x) = 0} and ∇Φ(x) 6= 0, x ∈ U,

where U is an open neighbourhood of Γ. For a function z : Γ → R we define its
tangential gradient by

(2.1) ∇Γz(p) := ∇z̃(p)−
(
∇z̃(p) · ν(p)

)
ν(p), p ∈ Γ,

where z̃ : U → R is an arbitrary extension of z to U and

ν(x) =
∇Φ(x)
|∇Φ(x)|

is a unit vector to the level sets of Φ. It can be shown that ∇Γz(p) is independent of
the particular choice of z̃. We denote by Diz, 1 ≤ i ≤ n+ 1 the components of ∇Γz.
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Furthermore, we let

∆Γz = ∇Γ · ∇Γz =
n+1∑
i=1

DiDiz

be the Laplace-Beltrami operator of z.
In what follows it will be convenient to use special coordinates which are adapted

to Φ. Consider for p ∈ Γ the system of ODEs

(2.2) γ′p(s) =
∇Φ(γp(s))
|∇Φ(γp(s))|2

, γp(0) = p.

It can be shown that there exists δ > 0 so that the solution γp of (2.2) exists uniquely
on (−δ, δ) uniformly in p ∈ Γ, so that we can define the mapping F : Γ × (−δ, δ) →
Rn+1 by

(2.3) F (p, s) := γp(s), p ∈ Γ, |s| < δ.

Since d
dsΦ(γp(s)) = 1 and γp(0) = p ∈ Γ, we infer that Φ(γp(s)) = s, |s| < δ and

hence that x = F (p, s) implies that |Φ(x)| < δ. As a result, we deduce that F is a
diffeomorphism of Γ× (−δ, δ) onto Uδ := {x ∈ U | |Φ(x)| < δ} with inverse

(2.4) F−1(x) = (p(x),Φ(x)), x ∈ Uδ,

where p : Uδ → Rn+1 satisfies p(x) ∈ Γ, x ∈ Uδ. For later purposes it is convenient to
expand p and its derivatives in terms of Φ. Let us fix x ∈ Uδ and define the function

η(τ) := F (p(x), (1− τ)Φ(x)), τ ∈ [0, 1].

Since ∂F
∂s (p, s) = γ′p(s) we have

η′(τ) = −Φ(x)γ′p(x)((1− τ)Φ(x)) = −Φ(x)
∇Φ(γp(x)((1− τ)Φ(x)))∣∣∇Φ(γp(x)((1− τ)Φ(x)))

∣∣2 .
Observing that γp(x)(Φ(x)) = F (p(x),Φ(x)) = x and using similar arguments to
calculate η′′(τ) we find that

η′k(0) = −Φ(x)
Φxk

(x)
|∇Φ(x)|2

, η′′k (0) = Φ(x)2
n+1∑
l,r=1

(
δkr −

2Φxk
(x)Φxr (x)
|∇Φ(x)|2

)
Φxl

(x)Φxlxr (x)
|∇Φ(x)|4

,

k = 1, . . . , n + 1. Since η(1) = p(x), η(0) = x we deduce with the help of Taylor’s
theorem that
(2.5)

pk(x) = xk − Φ(x)
Φxk

(x)
|∇Φ(x)|2

+
1
2

Φ(x)2
n+1∑
l,r=1

(
δkr −

2Φxk
(x)Φxr

(x)
|∇Φ(x)|2

)Φxl
(x)Φxlxr

(x)
|∇Φ(x)|4

+ Φ(x)3rk(x), k = 1, . . . , n+ 1,

where rk are smooth functions. In a similar way we may write

(2.6) ∇Φ(x) = ∇Φ(p(x)) + Φ(x)G(x),
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where G(x) =
∫ 1

0
D2Φ(p(x), τΦ(x))∂F∂s (p(x), τΦ(x)) dτ .

Let us next use the function p in order to define a particular extension of z : Γ→ R
by

(2.7) ze(x) := z(p(x)), x ∈ Uδ.

Since p(F (p(x), s)) = p(x) we deduce that s 7→ ze(F (p(x), s)) is independent of s and
therefore

(2.8) ∇ze(x) · ν(x) = 0, x ∈ Uδ.

In order to express the derivatives of ze in terms of the tangential derivatives of z we
first deduce from (2.5) that

pk,xi(x) =δik −
Φxk

(x)Φxi(x)
|∇Φ(x)|2

− Φ(x)Φxkxi
(x)

|∇Φ(x)|2
+ 2Φ(x)Φxk

(x)
n+1∑
l=1

Φxl
(x)Φxlxi

(x)
|∇Φ(x)|4

+ Φ(x)Φxi(x)
n+1∑
l,r=1

(
δkr −

2Φxk
(x)Φxr

(x)
|∇Φ(x)|2

)Φxl
(x)Φxlxr

(x)
|∇Φ(x)|4

+ Φ(x)2αik(x).

Combining this relation with (2.6) we deduce that

pk,xi(x) = δik − νi(p(x))νk(p(x)) + aik(x)Φ(x),(2.9)

pk,xixj
(x) = −

Φxi(x)Φxkxj (x)
|∇Φ(x)|2

−
Φxj (x)Φxkxi(x)
|∇Φ(x)|2

+
Φxi

(x)Φxj
(x)

|∇Φ(x)|2
n+1∑
l=1

Φxl
(x)Φxkxl

(x)
|∇Φ(x)|2

+ βijk (x)νk(p(x)) + γijk (x)Φ(x)(2.10)

where aik, β
ij
k , γ

ij
k are smooth functions. Differentiating (2.7) and using (2.9), (2.10)

as well as the fact that
∑n+1
k=1 Dkz(p(x))νk(p(x)) = 0 we obtain

∇ze(x) =
(
I + Φ(x)A(x)

)
∇Γz(p(x)),(2.11)

1
|∇Φ(x)|

∇ ·
(
|∇Φ(x)|∇ze(x)

)
(2.12)

= (∆Γz)(p(x)) + Φ(x)
( n+1∑
k,l=1

blk(x)DlDkz(p(x)) +
n+1∑
k=1

ck(x)Dkz(p(x))
)
,

where A = (aik), blk and ck are again smooth.

2.2. Bulk finite element space and inequalities. In what follows we assume
that the set U is polyhedral. Let (Th)0<h≤h0 be a family of triangulations consisting of
closed simplices T with maximum mesh size h := max

T∈Th

h(T ), where h(T ) = diam(T ).

We assume that (Th)0<h≤h0 is regular in the sense that there exists ρ > 0 such that

(2.13) diamBT ≥ ρh(T ), for all T ∈ Th, 0 < h ≤ h0,

where BT is the largest ball contained in T . Let us denote by Xh the space of linear
finite elements

Xh = {φh ∈ C0(Ū) |φh|T ∈ P1(T ), T ∈ Th},
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and by Ih : C0(Ū) → Xh the usual Lagrange interpolation operator. We have, for
η ∈W 2,p(U)

(2.14) ‖η − Ihη‖Wk,p(T ) ≤ Ch(T )2−k ‖η‖W 2,p(T ) , T ∈ Th,

for k = 0, 1 and 1 < p ≤ ∞ with 2− n+1
p > 0. As a consequence,

(2.15) ‖Φ− IhΦ‖L∞(U) + h ‖∇(Φ− IhΦ)‖L∞(U) ≤ Ch
2,

so that we may assume that there exist constants c0, c1 such that

(2.16) c0 ≤ |∇IhΦ(x)| ≤ c1, x ∈ U, 0 < h ≤ h0.

Let us next define

Γh := {x ∈ U | IhΦ(x) = 0}
Dh := {x ∈ U | |IhΦ(x)| < h},

as approximations of the given hypersurface Γ and the neighbourhood Dh := {x ∈
U | |Φ(x)| < h} ; see Figure 2.1 for example. Note that Γh is a polygon whose facets
are line segments if n = 1 and a polyhedral surface whose facets consist of triangles
or quadrilaterals if n = 2. The corresponding decomposition of Γh is in general not
shape regular and can have arbitrary small elements.

Fig. 2.1: A cartoon of the domains of the sharp interface (left) and the narrow band
(right) method. The surface Γ resp. the set Dh is displayed in red, the approximations
Γh resp. Dh in blue and the domains U Ih , U

B
h in grey.

Furthermore, we introduce Fh : U → Rn+1 by

Fh(x) := F (p(x), IhΦ(x)), x ∈ U,

where F was defined in (2.3). From the properties of F we infer that

(2.17) p(Fh(x)) = p(x) and Φ(Fh(x)) = IhΦ(x), if Fh(x) ∈ Uδ.

The following lemma collects the relevant properties of Fh.
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Lemma 2.1. There exists 0 < h1 ≤ h0 such that for 0 < h ≤ h1 the mapping
Fh : Dh → Dh := {x ∈ U | |Φ(x)| < h} is bilipschitz with Fh(Γh) = Γ. Furthermore,

‖Fh − Id‖L∞(U) + h ‖DFh − I‖L∞(U) ≤ ch
2,(2.18) ∥∥∥∥|detDFh| −

|∇IhΦ|
|∇Φ|

∥∥∥∥
L∞(U)

≤ ch2.(2.19)

Proof. Since F (p(x),Φ(x)) = x we deduce with the help of (2.15)

|Fh(x)− x| = |F (p(x), IhΦ(x))− F (p(x),Φ(x))| ≤ c|IhΦ(x)− Φ(x)| ≤ ch2.

Differentiating the relation Fi(p(x),Φ(x)) = xi, i = 1, . . . , n+ 1 we obtain

n+1∑
k=1

DkFi(p(x),Φ(x))pk,xj
(x) +

∂Fi
∂s

(p(x),Φ(x))Φxj
(x) = δij , i, j = 1, . . . , n+ 1,

and hence

(2.20)

Fhi,xj
(x) =

n+1∑
k=1

DkFi(p(x), IhΦ(x))pk,xj
(x) +

∂Fi
∂s

(p(x), IhΦ(x))(IhΦ)xj
(x)

= δij +
∂Fi
∂s

(p(x),Φ(x))
(
IhΦ− Φ

)
xj

(x)

+
n+1∑
k=1

(
DkFi(p(x), IhΦ(x))−DkFi(p(x),Φ(x))

)
pk,xj (x)

+
(∂Fi
∂s

(p(x), IhΦ(x))− ∂Fi
∂s

(p(x),Φ(x))
)

(IhΦ)xj
(x)

= δij +
Φxi

(x)
|∇Φ(x)|2

(
IhΦ− Φ

)
xj

(x) + rij(x),

where |rij(x)| ≤ ch2 in view of (2.15). This implies (2.18). In particular we deduce
that Fh is bilipschitz provided that h is sufficiently small, whereas the properties
Fh(Dh) = Dh and Fh(Γh) = Γ follow from (2.17). Finally we deduce from (2.20) that

|detDFh| = 1 +
∇Φ
|∇Φ|2

· ∇(IhΦ− Φ) + ch =
∇Φ · ∇IhΦ
|∇Φ|2

+ ch

=
|∇IhΦ|
|∇Φ|

− 1
2

∣∣∣∣ ∇IhΦ
|∇IhΦ|

− ∇Φ
|∇Φ|

∣∣∣∣2 |∇IhΦ|
|∇Φ|

+ ch =
|∇IhΦ|
|∇Φ|

+ dh,

where |ch| , |dh| ≤ ch2 proving (2.19).
Given a function φ : Γh → R we denote by φ` : Γ → R, φ`(x) := φ(F−1

h (x)) the
lift of φ. Note that

(2.21) (φ`)e(x) = φ`(p(x)) = φ(F−1
h (p(x))) = φ(x), x ∈ Γh,

since Fh(x) = F (p(x), 0) = p(x) for x ∈ Γh. Finally, let us introduce µh : Γh → R via
dσ(p(x)) = µh(x) dσh(x). It is well–known that

(2.22) |1− µh| ≤ ch2 on Γh.
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Using the properties of Fh together with the coarea formula and (2.9),(2.10),
(2.11), (2.22) one can prove the following result on the equivalence of certain norms.

Lemma 2.2. There exist constants c1, c2 > 0 which are independent of h, such
that for all z ∈ H1(Γ)

c1 ‖ze‖L2(Γh) ≤ ‖z‖L2(Γ) ≤ c2 ‖z
e‖L2(Γh)

c1
1√
h
‖ze‖L2(Dh) ≤ ‖z‖L2(Γ) ≤ c2

1√
h
‖ze‖L2(Dh)

c1 ‖∇ze‖L2(Γh) ≤ ‖∇Γz‖L2(Γ) ≤ c2 ‖∇z
e‖L2(Γh)

c1
1√
h
‖∇ze‖L2(Dh) ≤ ‖∇Γz‖L2(Γ) ≤ c2

1√
h
‖∇ze‖L2(Dh) .

If in addition z ∈ H2(Γ) then

c1
1√
h

∥∥D2ze
∥∥
L2(Dh)

≤ ‖z‖H2(Γ) .

2.3. Variational form of elliptic equation and Strang’s second lemma.
It is well–known [1] that for every f ∈ L2(Γ) there exists a unique solution u ∈ H2(Γ)
of (1.1) which satisfies

(2.23) ‖u‖H2(Γ) ≤ c ‖f‖L2(Γ) .

Let us write (1.1) in weak form

(2.24) a(u, ϕ) = l(ϕ) for all ϕ ∈ H1(Γ),

where

a(w,ϕ) =
∫

Γ

(
∇Γw · ∇Γϕ+ wϕ

)
dσ, l(ϕ) =

∫
Γ

fϕdσ.

Next, suppose that Vh is a finite–dimensional space and V e := {ve | v ∈ H1(Γ)}.
Assume that ah : (Vh + V e) × (Vh + V e) → R is a symmetric, positive semidefinite
bilinear form which is in addition positive definite on Vh × Vh. Furthermore, let
lh : Vh → R be linear. Then the approximate problem

(2.25) ah(uh, vh) = lh(vh) for all vh ∈ Vh

has a unique solution uh ∈ Vh. Introducing

‖v‖h :=
√
ah(v, v), v ∈ Vh + V e

we have by Strang’s Second Lemma

(2.26) ‖ue − uh‖h ≤ 2 inf
vh∈Vh

‖ue − vh‖h + sup
φh∈Vh

|ah(ue, φh)− lh(φh)|
‖φh‖h

.

In the following two sections we shall present two differenct choices of ah and lh
along with the corresponding analysis of the resulting schemes.

3. Sharp interface method (SIF).
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3.1. Setting up the method. Let us begin by observing that if T ∈ Th satisfies
H n(T ∩ Γh) > 0, then the following two cases can occur:

1. Γh ∩ int(T ) 6= ∅, in which case H n(∂T ∩ Γh) = 0;
2. T ∩ Γh = ∂T ∩ Γh in which case T ∩ Γh is the face between two elements.

We may now define a unique subset T I
h ⊂ Th by taking all elements satisfying case

1 and in case 2 taking just one of the two elements T . The numerical method does
not depend on which element is chosen. We may therefore conclude that there exists
N ⊂ Γh with H n(N) = 0 and a subset T I

h ⊂ Th such that every x ∈ Γh \N belongs
to exactly one T ∈ T I

h . We then define

U Ih =
⋃

T∈T I
h

T.

Clearly U Ih ⊆ Uδ provided that h is small enough. We define the finite element space
V Ih by

V Ih = {φh ∈ C0(U Ih) |φh|T ∈ P1(T ) for each T ∈ T I
h }.

Note that ∇φh is defined on Γh \N in view of the definition of T I
h . In particular the

unit normal νh to Γh is given by

(3.1) νh =
∇IhΦ
|∇IhΦ|

on Γh \N,

and we use (3.1) in order to extend νh to U Ih . Let us next turn to the approximation
error for the space V Ih . Note that for a function z ∈ H2(Γ) we have ze ∈ C0(Ūδ) so
that Ihze is well–defined.

Lemma 3.1. Let z ∈ H2(Γ). Then

(3.2) ‖ze − Ihze‖L2(Γh) + h ‖∇(ze − Ihze)‖L2(Γh) ≤ ch
2 ‖z‖H2(Γ) .

Proof. We first observe that Theorem 3.7 in [42] yields

(3.3) ‖ze − Ihze‖L2(Γh) + h ‖∇Γh
(ze − Ihze)‖L2(Γh) ≤ ch

2 ‖z‖H2(Γ) .

Hence, it remains to bound ‖∇(ze − Ihze) · νh‖L2(Γh). To do so, we start by consid-
ering an element T ∈ T I

h . Then we see that∫
T∩Γh

|∇(ze − Ihze) · νh|2 dσh

≤ 2
∫
T∩Γh

|∇ze · νh|2 dσh + 2
∫
T∩Γh

|∇(Ihze) · νh|2 dσh

≤ 2
∫
T∩Γh

|∇ze · (νh − ν)|2 dσh + ch(T )−1

∫
T

|∇(Ihze) · νh|2 dx =: I1 + I2,

in view of (2.8) and the fact that H n(T ∩ Γh) ≤ ch(T )−1H n+1(T ). Note that by
(3.1) and (2.15)

(3.4) ‖ν − νh‖L∞(T ) =
∥∥∥∥ ∇Φ
|∇Φ|

− ∇IhΦ
|∇IhΦ|

∥∥∥∥
L∞(T )

≤ ch(T )
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so that

I1 ≤ ch2

∫
T∩Γh

|∇ze|2 dσh.

Furthermore, recalling (2.14) and using again (3.4)

I2 ≤ ch(T )−1

∫
T

(
|∇ze · (νh − ν)|2 + |∇(ze − Ihze)|2

)
dx ≤ ch ‖ze‖2H2(T ) .

We use the bounds for I1, I2 and sum over all elements T ∈ T I
h , then apply Lemma 2.2

to see∫
Γh

|∇(ze − Ihze) · νh|2 dσh ≤ ch2‖∇ze‖2L2(Γh) + ch ‖ze‖2H2(Dc1h) ≤ ch
2 ‖z‖2H2(Γ) ,

since T ⊂ Dc1h for all T ∈ T Ih in view of (2.16).

3.2. The method. Let us write (1.3) in the form:- Find uh ∈ V Ih such that

(3.5) ah(uh, φh) = lh(φh) for all φh ∈ V Ih ,

where

ah(wh, φh) =
∫

Γh

(
∇wh · ∇φh + whφh

)
dσh, lh(φh) =

∫
Γh

feφh dσh.

In order to verify that the symmetric bilinear form ah is positive definite on
V Ih × V Ih we note that ah(φh, φh) = 0 implies that∫

Γh∩T

(
|∇φh|2 + φ2

h

)
dσh = 0 for all T ∈ T I

h .

Since H n(T ∩ Γh) > 0 for T ∈ T I
h we infer that ∇φh = 0 and hence φh is constant

on these elements. Using again that H n(T ∩Γh) > 0 we deduce that φh = 0 on each
T ∈ T I

h so that φh ≡ 0 in V Ih . Hence (3.5) has a unique solution uh ∈ V Ih which
satisfies

(3.6) ‖uh‖h =
(
‖∇uh‖2L2(Γh) + ‖uh‖2L2(Γh)

) 1
2 ≤ c ‖fe‖L2(Γh) ≤ c ‖f‖L2(Γ) .

Remark 3.2. The right hand side lh(·) may be defined using other sufficiently
accurate extensions of f .

3.3. Error analysis. Theorem 3.3. Let u be the solution of (1.1) and uh the
solution of the finite element scheme (3.5). Then

(3.7) ‖ue − uh‖L2(Γh) + h ‖∇(ue − uh)‖L2(Γh) ≤ ch
2 ‖f‖L2(Γ) .

Proof. In view of the definition of ‖·‖h, (2.26) and Lemma 3.1 we have for eh :=
ue − uh(
‖eh‖2L2(Γh) + ‖∇eh‖2L2(Γh)

) 1
2

≤ 2
(
‖ue − Ihue‖2L2(Γh) + ‖∇(ue − Ihue)‖2L2(Γh)

) 1
2 + sup

φh∈V I
h

|ah(ue, φh)− lh(φh)|
‖φh‖h

≤ ch‖u‖H2(Γ) + sup
φh∈V I

h

|ah(ue, φh)− lh(φh)|
‖φh‖h

.
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In order to estimate the second term we let φh ∈ V Ih be arbitrary and denote by
ϕh = φ`h ∈ H1(Γ) the corresponding lift. Then

ah(ue, φh)− lh(φh) =
(
ah(ue, φh)− a(u, ϕh)

)
+
(
l(ϕh)− lh(φh)

)
≡ I + II.

Using the transformation rule, (2.11) and (2.21) we obtain∫
Γ

(
∇Γu · ∇Γϕh + uϕh

)
dσ =

∫
Γh

(
(∇Γu) ◦ p · (∇Γϕh) ◦ p+ (u ◦ p) (ϕh ◦ p)

)
µh dσh

=
∫

Γh

(
(I + ΦA)−1∇ue · (I + ΦA)−1∇φh + ue φh

)
µh dσh,

so that by (2.15) and (2.22)

|I| ≤
∫

Γh

∣∣(µh(I + ΦA)−T (I + ΦA)−1 − I
)
∇ue · ∇φh

∣∣ dσh +
∫

Γh

|(µh − 1)ueφh| dσh

≤ ch2 ‖ue‖h ‖φh‖h ≤ ch
2 ‖u‖H1(Γ) ‖φh‖h

by Lemma 2.2. Similarly,

|II| =
∣∣∣∣∫

Γ

fϕh dσ −
∫

Γh

feφh dσh

∣∣∣∣ ≤ ∫
Γh

|1− µh| |fe| |φh|dσh

≤ ch2 ‖fe‖L2(Γh) ‖φh‖h ≤ ch
2 ‖f‖L2(Γ) ‖φh‖h .

Combining these estimates with (2.23) we obtain

(3.8) sup
φh∈V I

h

|ah(ue, φh)− lh(φh)|
‖φh‖h

≤ ch2‖f‖L2(Γ),

so that we have in conclusion

(3.9) ‖eh‖L2(Γh) + ‖∇eh‖L2(Γh) ≤ ch ‖f‖L2(Γ) .

In order to improve the L2-error bound we employ the usual Aubin-Nitsche argument.
Denote by w ∈ H2(Γ) the solution of the dual problem

a(ϕ,w) =
∫

Γ

e`hϕdσ for all ϕ ∈ H1(Γ),

which satisfies

(3.10) ‖w‖H2(Γ) ≤ c
∥∥e`h∥∥L2(Γ)

.

We have in view of (1.3)

(3.11)

∥∥e`h∥∥2

L2(Γ)
= a(e`h, w) =

(
a(e`h, w)− ah(eh, we)

)
+ ah(eh, we − Ihwe) +

(
ah(ue, Ihwe)− lh(Ihwe)

)
≡ I + II + III.

Similarly as above we deduce with the help of (3.9) and Lemma 2.2

|I| ≤ ch2 ‖eh‖h ‖w
e‖h ≤ ch

3 ‖f‖L2(Γ) ‖w‖H1(Γ) .
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Next, Lemma 3.1 and (3.9) imply

|II| ≤ ‖eh‖h ‖w
e − Ihwe‖h ≤ ch

2 ‖f‖L2(Γ) ‖w‖H2(Γ) .

Finally, (3.8) and Lemma 3.1 yield

|III| ≤ ch2 ‖f‖L2(Γ) ‖Ihw
e‖h ≤ ch

2 ‖f‖L2(Γ) ‖w‖H2(Γ) .

Inserting the above estimates into (3.11) and recalling (3.10) we obtain∥∥e`h∥∥L2(Γ)
≤ ch2 ‖f‖L2(Γ) ,

which together with Lemma 2.2 and the fact that (e`h)e = eh yields the L2-error
bound.

4. Narrow band method.

4.1. Setting up the method. Let us consider forDh = {x ∈ Uδ | |IhΦ(x)| < h}
the set

T B
h = {T ∈ Th |H n+1(T ∩Dh) > 0},

along with

UBh =
⋃

T∈T B
h

T.

We define the finite element space V Bh on the triangulation T B
h by

V Bh = {φh ∈ C0(UBh ) |φh|T ∈ P1(T ) for each T ∈ T B
h }.

Let us first examine the approximation error for the space V Bh .
Lemma 4.1. We have for each function z ∈ H2(Γ):

(4.1)
1√
h
‖ze − Ihze‖L2(Dh) +

√
h ‖∇(ze − Ihze)‖L2(Dh) ≤ ch

2 ‖z‖H2(Γ) .

Proof. We infer from (2.14) and Lemma 2.2 that

1
h
‖ze − Ihze‖2L2(Dh) + h‖∇(ze − Ihze)‖2L2(Dh)

≤
∑

T∩Dh 6=∅

( 1
h
‖ze − Ihze‖2L2(T ) + h‖∇(ze − Ihze)‖2L2(T )

)
≤ ch3

∑
T∩Dh 6=∅

‖ze‖2H2(T ) ≤ ch
3‖ze‖2H2(D(1+c1)h) ≤ ch

4‖z‖2H2(Γ),

since T ⊂ D(1+c1)h for all T ∩Dh 6= ∅ in view of (2.16).
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4.2. The method. Let us write (1.4) in the form:- Find uh ∈ V Bh such that

(4.2) ah(uh, φh) = lh(φh) for all φh ∈ V Bh ,

where

ah(wh, φh) =
1

2h

∫
Dh

(
∇wh · ∇φh + whφh

)
|∇IhΦ| dx,

lh(φh) =
1

2h

∫
Dh

feφh |∇IhΦ| dx.

Note that the factors 1
h in each of the above terms are there to aid the notation

for the error analysis. In a similar way as for the sharp interface method one can
verify that ah is positive definite on V Bh ×V Bh . Hence, the finite element scheme (4.2)
has a unique solution uh ∈ V Bh which satisfies

(4.3) ‖uh‖h =
(

1
2h

∫
Dh

(
|∇uh|2 + u2

h

)
|∇IhΦ|dx

) 1
2

≤ c ‖f‖L2(Γ) .

Remark 4.2. The right hand side lh(·) may be defined using other sufficiently
accurate extensions of f .

4.3. Error analysis. Before we prove our main error bound we formulate a
technical lemma which will be helpful in the error analysis.

Lemma 4.3. Suppose that u ∈ H2(Γ) is a solution of (1.1). Then,
(4.4)

ah(ue, φ) =
1

2h

∫
Dh

feφ◦F−1
h |∇Φ| dx+

1
2h

∫
Dh

(∇ue ·∇ηh)(∇φ ·ν)
|∇IhΦ|
|∇Φ|

dx+〈S, φ〉,

for all φ ∈ H1(Dh), where ηh = IhΦ− Φ and

|〈S, φ〉| ≤ Ch2 ‖u‖H2(Γ) ‖φ‖h .

Proof. To begin, we derive from (2.12) and (1.1) that

(4.5) − 1
|∇Φ|

∇ ·
(
|∇Φ| ∇ue

)
+ ue = fe +R in Uδ,

where

(4.6) R(x) = −Φ(x)
( n+1∑
k,l=1

blk(x)DlDku(p(x)) +
n+1∑
k=1

ck(x)Dku(p(x))
)
.

We multiply (4.5) by φ ◦ F−1
h |∇Φ|, φ ∈ H1(Dh) and integrate over Dh. Since

∂ue

∂ν
= 0 on ∂Dh we obtain after integration by parts

(4.7)

∫
Dh

∇ue · ∇(φ ◦ F−1
h )|∇Φ| dx+

∫
Dh

ue φ ◦ F−1
h |∇Φ| dx

=
∫
Dh

fe φ ◦ F−1
h |∇Φ|dx+

∫
Dh

Rφ ◦ F−1
h |∇Φ| dx.
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Observing that ∇(φ ◦F−1
h ) = [(DFh)−T ◦F−1

h ]∇φ ◦F−1
h the transformation rule and

Lemma 2.1 imply that

I :=
∫
Dh

∇ue·∇(φ◦F−1
h )|∇Φ| dx =

∫
Dh

∇ue◦Fh·(DFh)−T∇φ |∇Φ◦Fh| |detDFh| dx.

Recalling (2.7) and (2.17) we have

(4.8) ze(x) = z(p(x)) = z(p(Fh(x)) = ze(Fh(x)),

from which we deduce by differentiation

(4.9) ∇ze ◦ Fh = (DFh)−T∇ze,

so that

I =
∫
Dh

(DFh)−T∇ue · (DFh)−T∇φ |∇Φ ◦ Fh| |detDFh| dx.

We infer from (2.20) that

(DFh)−T = I − 1
|∇Φ|

∇ηh ⊗ ν +Bh, with |Bh| ≤ ch2,

and hence

(DFh)−T∇ue = ∇ue +Bh∇ue, (DFh)−T∇φ = ∇φ− 1
|∇Φ|

(∇φ · ν)∇ηh +Bh∇φ,

since ∇ue · ν = 0. Furthermore, Lemma 2.1 implies that

|∇Φ ◦ Fh| |detDFh| = |∇IhΦ|+ γh, where |γh| ≤ ch2,

so that in conclusion

I =
∫
Dh

∇ue · ∇φ |∇IhΦ| dx−
∫
Dh

(∇ue · ∇ηh)(∇φ · ν)
|∇IhΦ|
|∇Φ|

dx+ 〈R1
h, φ〉,

where ∣∣〈R1
h, φ〉

∣∣ ≤ ch2 ‖∇ue‖L2(Dh) ‖∇φ‖L2(Dh) ≤ ch
3 ‖u‖H2(Γ) ‖φ‖h ,

in view of Lemma 2.2 and the definition of ‖·‖h. Similarly, (4.8) and (2.19) yield∫
Dh

ue φ ◦ F−1
h |∇Φ| dx =

∫
Dh

ueφ |∇IhΦ| dx+ 〈R2
h, φ〉

with
∣∣〈R2

h, φ〉
∣∣ ≤ ch3 ‖u‖H2(Γ) ‖φ‖h. Inserting the above identities into (4.7) and

dividing by 2h we derive
(4.10)

ah(ue, φ) =
1

2h

∫
Dh

fe φ ◦ F−1
h |∇Φ| dx+

1
2h

∫
Dh

Rφ ◦ F−1
h |∇Φ| dx

+
1

2h

∫
Dh

(∇ue · ∇ηh)(∇φ · ν)
|∇IhΦ|
|∇Φ|

dx− 1
2h
〈R1

h, φ〉 −
1

2h
〈R2

h, φ〉.
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In order to rewrite the integral over Dh we recall that F is a diffeomorphism from
Γ× (−h, h) onto Dh. It is not difficult to see that

(4.11) dx = µ(p, s) dσp ds, where
∣∣∣∣µ(p, s)− 1

|∇Φ(F (p, s))|

∣∣∣∣ ≤ C |s| , |s| < h, p ∈ Γ.

Hence, ∫
Dh

Rφ ◦ F−1
h |∇Φ| dx =

∫ h

−h

∫
Γ

R ◦ F φ ◦ F−1
h ◦ F |∇Φ ◦ F |µdσp ds

=
∫ h

−h

∫
Γ

R ◦ F φ ◦ F−1
h ◦ F dσp ds+

∫ h

−h

∫
Γ

r̃ φ ◦ F−1
h ◦ F dσp ds

≡ T1 + T2,

where r̃(p, s) = R(F (p, s))
(
µ(p, s) |∇Φ(F (p, s))| − 1

)
. In order to treat T1 we deduce

from (4.6) and the fact that Φ(F (p, s)) = s that

R(F (p, s)) = −s
( n+1∑
k,l=1

blk(F (p, s))DlDku(p) +
n+1∑
k=1

ck(F (p, s))Dku(p)
)
.

Since
∫ h
−h sds = 0, the first term in T1 can be written as

−
∫ h

−h

∫
Γ

n+1∑
k,l=1

sDlDku(p)
{
blk(F (p, s))φ ◦ F−1

h (F (p, s))− blk(p)φ ◦ F−1
h (p)

}
dσp ds.

Treating the second term in T1 in the same way and observing that p = F (p, 0) we
deduce with the help of the fundamental theorem of calculus that

|T1| ≤ ch
5
2 ‖u‖H2(Γ)

(∫
Dh

(∣∣∇φ ◦ F−1
h

∣∣2 +
∣∣φ ◦ F−1

h

∣∣2)dx
) 1

2

≤ ch3 ‖u‖H2(Γ) ‖φ‖h .

Next, we infer from (4.6) and (4.11) that

|r̃(p, s)| ≤ cs2
(
|∇Γu(p)|+

∣∣D2
Γu(p)

∣∣),
so that

|T2| ≤ Ch
5
2 ‖u‖H2(Γ)

(∫
Dh

∣∣φ ◦ F−1
h

∣∣2 dx
) 1

2

≤ Ch3 ‖u‖H2(Γ) ‖φ‖h .

The result now follows from (4.10) together with the bounds on R1
h and R2

h.
We are now in position to prove optimal error bounds for our scheme.
Theorem 4.4. Let u be the solution of (1.1) and uh the solution of the finite

element scheme (4.2). Then

(4.12) ‖ue − uh‖L2(Γh) + h

(
1

2h

∫
Dh

|∇(ue − uh)|2 |∇IhΦ| dx
) 1

2

≤ ch2 ‖f‖L2(Γ) .
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Proof. Let us write eh := ue − uh. We infer from (2.26) and Lemma 4.1 that

(4.13) ‖eh‖h ≤ ch ‖u‖H2(Γ) + sup
φh∈V B

h

|ah(ue, φh)− lh(φh)|
‖φh‖h

.

The second term on the right hand side can be estimated with the help of
Lemma 4.3. The transformation rule together with (4.8) yields

1
2h

∫
Dh

feφh ◦ F−1
h |∇Φ| dx =

1
2h

∫
Dh

fe ◦ Fh φh |∇Φ ◦ Fh| |detDFh| dx,

so that we deduce from Lemma 4.3

ah(ue, φh)− lh(φh) =
1

2h

∫
Dh

(∇ue · ∇ηh) (∇φh · ν)
|∇IhΦ|
|∇Φ|

+
1

2h

∫
Dh

feφh

(
|∇Φ ◦ Fh| |detDFh| − |∇IhΦ|

)
dx+ 〈S, φh〉.

Using (2.19), (2.15), Lemma 2.1, (2.23) as well as Lemma 2.2 we infer that for φh ∈ V Bh
(4.14)

|ah(ue, φh)− lh(φh)| ≤ c ‖∇ue‖L2(Dh)

(∫
Dh

|∇φh · ν|2 dx
) 1

2

+ ch ‖fe‖L2(Dh) ‖φh‖L2(Dh) + ch2 ‖u‖H2(Γ) ‖φh‖h

≤ ch ‖f‖L2(Γ)

(
1

2h

∫
Dh

|∇φh · ν|2 dx
) 1

2

+ ch2 ‖f‖L2(Γ) ‖φh‖h ,

so that (4.13) implies the following intermediate result:

(4.15) ‖eh‖h =
(

1
2h

∫
Dh

(
|∇eh|2 + e2

h

)
|∇IhΦ|dx

) 1
2

≤ ch ‖f‖L2(Γ) .

In order to improve the L2-error bound we define ẽh := eh ◦ F−1
h as well as

Ẽh(p) :=
1

2h

∫ h

−h
ẽh(F (p, s)) ds, p ∈ Γ

with F as above. We denote by w ∈ H2(Γ) the unique solution of

−∆Γw + w = Ẽh on Γ,

which satisfies

(4.16) ‖w‖H2(Γ) ≤ c
∥∥∥Ẽh∥∥∥

L2(Γ)
.

Similar to (4.5) the extension we solves

− 1
|∇Φ|

∇ ·
(
|∇Φ| ∇we

)
+ we = Ẽeh + R̃ in Uδ,
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where R̃ is obtained from (4.6) by replacing u by w. Using the transformation rule
together with (4.11) we obtain∥∥∥Ẽh∥∥∥2

L2(Γ)
=

1
2h

∫ h

−h

∫
Γ

Ẽhẽh ◦ F dσp ds =
1

2h

∫ h

−h

∫
Γ

Ẽeh ◦ F ẽh ◦ F |∇Φ ◦ F |µdσp ds

+
1

2h

∫ h

−h

∫
Γ

Ẽh ẽh ◦ F (1− |∇Φ ◦ F |µ) dσp ds

=
1

2h

∫
Dh

Ẽeh eh ◦ F−1
h |∇Φ| dx+

1
2h

∫ h

−h

∫
Γ

Ẽh ẽh ◦ F (1− |∇Φ ◦ F |µ) dσp ds.

The first term can be rewritten with the help of Lemma 4.3 (applied to w instead of
u) to give∥∥∥Ẽh∥∥∥2

L2(Γ)
= ah(we, eh)− 〈S̃, eh〉 −

1
2h

∫
Dh

(∇we · ∇ηh)(∇eh · ν)
|∇IhΦ|
|∇Φ|

dx

+
1

2h

∫ h

−h

∫
Γ

Ẽh ẽh ◦ F (1− |∇Φ ◦ F |µ) dσp ds

≡
4∑
k=1

Ik.

In view of Lemma 4.1, (4.14), the fact that ∇we · ν = 0 and (4.15) we have

|I1|+ |I2| ≤ |ah(we − Ihwe, eh)|+ |ah(ue, Ihwe)− lh(Ihwe)|+ |〈S̃, eh〉|
≤ ch ‖w‖H2(Γ) ‖eh‖h + ch2 ‖f‖L2(Γ) ‖Ihw

e‖h

+ ch ‖f‖L2(Γ)

( 1
2h

∫
Dh

|∇(Ihwe − we) · ν|2dx
) 1

2 + ch2 ‖w‖H2(Γ) ‖eh‖h

≤ ch2 ‖f‖L2(Γ) ‖w‖H2(Γ) .

Furthermore, (2.15), (4.11) and (4.15) imply

|I3|+|I4| ≤ ch
(
‖we‖h +

∥∥∥Ẽh∥∥∥
L2(Γ)

)
‖eh‖h ≤ ch

2 ‖f‖L2(Γ)

(
‖w‖H2(Γ) +

∥∥∥Ẽh∥∥∥
L2(Γ)

)
,

so that we obtain together with (4.16)∥∥∥Ẽh∥∥∥
L2(Γ)

≤ ch2 ‖f‖L2(Γ) .

Next, since F (p, 0) = p we may write for p ∈ Γ

Ẽh(p)− ẽh(p) =
1

2h

∫ h

−h

∫ s

0

∇ẽh(F (p, τ)) · ∂F
∂s

(p, τ) dτ ds,

and hence we obtain with the help of (4.15)∥∥∥Ẽh − ẽh∥∥∥
L2(Γ)

≤ c
√
h

(∫
Dh

|∇ẽh|2 dx
) 1

2

≤ ch ‖∇eh‖h ≤ ch
2 ‖f‖L2(Γ) .

In conclusion we deduce that

‖eh‖L2(Γh) ≤ c ‖ẽh‖L2(Γ) ≤
∥∥∥Ẽh − ẽh∥∥∥

L2(Γ)
+
∥∥∥Ẽh∥∥∥

L2(Γ)
≤ ch2 ‖f‖L2(Γ)

and the theorem is proved.
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5. A hybrid method for equations on evolving surfaces.

5.1. The setting. The aim of this section is to combine ideas employed in §3
and §4 for the stationary problem in order to develop a finite element method for an
advection–diffusion equation on a familiy of evolving hypersurfaces. More precisely,
let (Γ(t))t∈[0,T ] be a family of compact, connected smooth hypersurfaces embedded
in Rn+1 for n = 1, 2. We suppose that

Γ(t) = {x ∈ N (t) |Φ(x, t) = 0}, where ∇Φ(x, t) 6= 0, x ∈ N (t)

and N (t) is an open neighbourhood of Γ(t). We assume that N (t) is chosen so small
that we can construct the function p(·, t) as in §2.1.

Given a velocity field v(·, t) : Γ(t) → Rn+1 we then consider the following initial
value problem

∂•u+ u∇Γ · v −∆Γu = f on
⋃

t∈(0,T )

Γ(t)× {t},(5.1a)

u(·, 0) = u0 on Γ(0).(5.1b)

Here, ∂•η denotes the material derivative of a function η :
⋃
t∈(0,T ) Γ(t) × {t} → R

which is given by

∂•η = ∂tη + v · ∇η,

if η is extended into a neighbourhood of
⋃
t∈(0,T ) Γ(t)× {t}.

5.2. The method. In order to discretize the above problem we choose a parti-
tion 0 = t0 < t1 < . . . < tN = T of [0, T ] with τm := tm+1− tm,m = 0, . . . , N − 1 and
τ := maxm=0,...,N−1 τm. Also, let Th be an unfitted regular triangulation with mesh
size h of a region containing N (t), t ∈ [0, T ]. For m = 0, 1, . . . , N we set

Γmh = {x ∈ N (tm) | IhΦ(x, tm) = 0}
Dm
h = {x ∈ N (tm) | |IhΦ(x, tm)| < h},

as well as

T m
h := {T ∈ Th |H n+1(T ∩Dm

h ) > 0} and Umh :=
⋃

T∈T m
h

T.

Here we assume that 0 < h ≤ h0, where h0 is chosen so small that there exists
c0, c1 > 0 such that

c0 ≤ |∇IhΦ(x, t)| ≤ c1, (x, t) ∈
⋃

t∈(0,T )

N (t)× {t}.

Finally, we introduce

V mh = {φh ∈ C0(Umh ) |φh|T ∈ P1(T ) for each T ∈ T m
h }.

In what follows we shall frequently use the abbreviation zm(x) := z(x, tm).
In order to motivate our method we fix m ∈ {0, 1, . . . , N − 1} and let Ψ be the

solution of

Ψt(x, t) +DΨ(x, t)ve(x, t) = 0, Ψ(x, tm+1) = x,
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where ve(x, t) := v(p(x, t), t). For a sufficiently smooth function ϕ : N (tm+1) → R
we define η(x, t) := ϕ(Ψ(x, t)). Clearly, η(·, tm+1) = ϕ and a short calculation shows
that ∂•η = 0. Assuming that u is a solution of (5.1a) we obtain with the help of the
Leibniz formula and integration by parts

d

dt

∫
Γ(t)

uη dσ|t=tm+1 =
∫

Γ(tm+1)

(
∂•(uη) + uη∇Γ · v

)
dσ

=
∫

Γ(tm+1)

ϕ
(
∂•u+ u∇Γ · v

)
dσ =

∫
Γ(tm+1)

(
ϕ∆Γu+ ϕf

)
dσ

= −
∫

Γ(tm+1)

∇Γu · ∇Γϕdσ +
∫

Γ(tm+1)

fϕdσ.

Since Ψ(·, tm+1) ≡ id, a Taylor expansion shows that

Ψ(x, tm) = Ψ(x, tm+1 − τm) ≈ x− τmΨt(x, tm+1)

= x+ τmDΨ(x, tm+1)ve,m+1(x) = x+ τmv
e,m+1(x).

Thus we may approximate the left hand side of the above relation by

d

dt

∫
Γ(t)

uη dσ|t=tm+1 ≈
1
τm

{∫
Γ(tm+1)

um+1ϕdσ −
∫

Γ(tm)

umϕ(·+ τmv
e,m+1) dσ

}
.

The above calculations motivate the following scheme, in which we use the narrow
band approach in order to discretize the elliptic part. Given umh ∈ V mh ,m = 1, . . . , N−
1, find um+1

h ∈ V m+1
h such that

(5.2)

∫
Γm+1

h

um+1
h φh dσh −

∫
Γm

h

umh φh(·+ τmv
e,m+1) dσh

+
τm
2h

∫
Dm+1

h

∇um+1
h · ∇φh |∇IhΦm+1|dx = τm

∫
Γm+1

h

fe,m+1φh dσh

for all φh ∈ V m+1
h . Here, u0

h = Ihu
0. Existence and uniqueness of um+1

h follows in a
similar way as for the narrow band method in the elliptic case.

5.3. Mass conservation. An important property of solutions of (5.1a) is con-
servation of mass in the case that

∫
Γ(t)

f(·, t) dσ = 0. The following lemma shows
that our numerical scheme preserves this property under some mild constraints on
the discretization parameters.

Lemma 5.1. Suppose that
∫

Γm+1
h

fe,m+1 dσh = 0, m = 0, . . . , N − 1. Let umh ∈
V mh ,m = 1, . . . , N be the solutions of (5.2). Then

(5.3)
∫

Γm
h

umh dσh =
∫

Γ0
h

u0
h dσh,

provided that 0 < h ≤ h1 and τ ≤ γ
√
h.

Proof. Let us first observe that

(5.4) {x+ τmv
e,m+1(x) |x ∈ Γmh } ⊂ Um+1

h , m = 0, . . . , N − 1

provided that h, τ are sufficiently small. To see this, let x ∈ Γmh and choose an element
T ∈ Th such that x ∈ T . Then,

Φm+1(x+ τmv
e,m+1(x)) = Φm(x) + τm∇Φm(x) · ve,m+1(x) + τmΦt(x, tm) +Rm(x),
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where |Rm(x)| ≤ cτ2
m. Observing that Φt +∇Φ · v = 0 on

⋃
t∈(0,T ) Γ(t)× {t} we may

write

∇Φm(x) · ve,m+1(x) + Φt(x, tm) = ∇Φm(x) · vm+1(pm+1(x)) + Φt(x, tm)

=
(
∇Φm(x)−∇Φm+1(pm+1(x))

)
· vm+1(pm+1(x)) + Φt(x, tm)− Φt(pm+1(x), tm+1),

so that ∣∣Φm+1(x+ τmv
e,m+1(x))

∣∣ ≤ |Φm(x)|+ cτm
∣∣x− pm+1(x)

∣∣+ cτ2
m

≤ |Φm(x)|+ cτm
∣∣Φm+1(x)

∣∣+ cτ2
m ≤ c(h2 + τ2

m),

in view of (2.5) and since |Φm(x)| = |Φm(x)− IhΦm(x)| ≤ ch2. As a result,∣∣(IhΦm+1)(x+ τmv
e,m+1(x))

∣∣ ≤ ∥∥IhΦm+1 − Φm+1
∥∥
L∞

+c(h2+τ2
m) ≤ c(h2+τ2

m) < h,

provided that 0 < h ≤ h1 and τ ≤ γ
√
h. Hence, x + τmv

e,m+1(x) ∈ Dm+1
h ⊂ Um+1

h

proving (5.4). The result of the lemma now follows from inserting φh ≡ 1 ∈ V m+1
h

into (5.2) and using (5.4) together with our assumption that
∫

Γm+1
h

fe,m+1 dσh = 0.

6. Numerical Experiments.

6.1. Notes on implementation. The methods were implemented using the
Distributed and Unified Numerics Environment (DUNE) [6, 7, 14]. Assembly of the
matrices is non standard in that the method requires integration over partial elements.
To do so we subdivide the integration areas in simplices using the Triangle [51, 52]
and Tetgen [53] packages. In each case, the linear system is solved with the conjugate
gradient method until the residual is reduced by a factor of 10−8 in comparison to its
initial value in the `2 norm. Due to the lack of shape regularity of Γh and Dh, the
matrix systems are ill conditioned and so we used a Jacobi preconditioner in order to
speed up the convergence of our iterative solver. In practice, we will take Uh to be a
subset of a cube shaped domain. The triangulation Th will be computed adaptively
refining only those elements which intersect the computational domain, either Γh or
Dh. Given errors Ei and Ei−1 at two different mesh sizes hi and hi−1, we calculate
the experimental order of convergence (eoc) by

(6.1) (eoc)i =
log(Ei/Ei−1)
log(hi/hi−1)

.

6.2. Poisson equation. To test our methods, we present two numerical exam-
ples. The first is on a torus and is taken from [42] and the second is on a potato-like
surface from [18].

We define the torus through the signed distance function:

Γ = {x ∈ R3 | d(x) = 0} d(x) =

√(√
x2

1 + x2
2 −R

)2

+ x2
3 − r,

for R = 1, r = 0.6. To compute our exact solution, we parameterise the torus by

x1 = (R+ r cos θ) cosϕ, x2 = (R+ r cos θ) sinϕ, x3 = r sin θ, for θ, ϕ ∈ (−π, π)

and take the exact solution

u(θ, ϕ) = cos(3ϕ) sin(3θ + ϕ).
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h
‚‚‚ue − uSIF

h

‚‚‚
L2(Γh)

(eoc)
‚‚‚ue − uNBM

h

‚‚‚
L2(Γh)

(eoc)

2−1
√

3 1.67739 — 1.61943 —

2−2
√

3 7.10825 · 10−1 1.238650 7.07220 · 10−1 1.195260

2−3
√

3 1.90004 · 10−1 1.903470 2.32053 · 10−1 1.607700

2−4
√

3 4.73865 · 10−2 2.003480 7.17605 · 10−2 1.693190

2−5
√

3 1.19721 · 10−2 1.984800 1.97350 · 10−2 1.862430

2−6
√

3 3.01376 · 10−3 1.990040 5.08158 · 10−3 1.957410

Table 6.1: Error tables of sharp interface method (SIF ) and narrow band method
(NBM ) for the first test problem. These calculations took successively 38, 69, 128,
240, 359, 641 conjugate gradient iterations for SIF and 33, 54, 97, 182, 392, 634
conjugate gradient iterations for NBM.

h
‚‚‚ue − uSIF

h

‚‚‚
L2(Γh)

(eoc)
‚‚‚ue − uNBM

h

‚‚‚
L2(Γh)

(eoc)

2−1
√

3 3.31237 · 10−1 — 2.31128 · 10−1 —

2−2
√

3 9.97842 · 10−2 1.730980 9.06054 · 10−2 1.351020

2−3
√

3 2.57329 · 10−2 1.955200 2.57213 · 10−2 1.816630

2−4
√

3 6.59538 · 10−3 1.964090 7.43214 · 10−3 1.791110

2−5
√

3 1.64586 · 10−3 2.002610 1.94710 · 10−3 1.932450

2−6
√

3 4.10269 · 10−4 2.004200 4.99422 · 10−4 1.962990

2−7
√

3 1.02735 · 10−4 1.997640 1.26086 · 10−4 1.985850

Table 6.2: Error tables of sharp interface method (SIF ) and narrow band method
(NBM ) for the second test problem. These calculations took successively 25, 53, 103,
196, 298, 585, 1151 conjugate gradient iterations for SIF and 37, 68, 116, 153, 297,
580, 1137 conjugate gradient iterations for NBM.

For this example, (2.4) can be calculated analytically.
For our second example, we set Γ = {x ∈ R3 |Φ(x) = 0} using the level set

function:

Φ(x) = (x1 − x2
3)2 + x2

2 − 1.

From Φ, we calculate the normal ν = ∇Φ
|∇Φ| and the mean curvature by

H = ∇ · ∇Φ
|∇Φ|

=
1
|∇Φ|

3∑
j,k=1

(
δjk −

Φxj
Φxk

|∇Φ|2

)
Φxjxk

.

As exact solution, we take u(x) = x1x2 and calculate the right-hand side f as f =
−∆Γu+ u as

f(x) = 2ν1(x)ν2(x) +H(x)(x2ν1(x) + x1ν2(x)), x ∈ Γ.

For this example, (2.4) can not be calculated exactly so we approximate using a
gradient decent like iteration from [48] originally for the closest point operator.

The errors ‖ue − uh‖L2(Γh) for SIF and NBM are shown in Tables 6.1 and 6.2.
The numerical results confirm the theoretical bounds from Theorems 3.3 and 4.4.
Results are also available for the H1-semi-norm error.

To compare with other methods, we also include a plot of the error in the L2-
norm against h for SIF and NBM along with the unfitted finite element methods of
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Fig. 6.1: Plot of the L2 error of various methods for the first test problem.
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Fig. 6.2: Plot of the L2 error of various methods for the second test problem.

[42, 13]. The plot shows that the error on Γh is almost the same for each of the four
methods considered.

Further numerical examples are available in [45].

6.3. Parabolic equation on an evolving curve. For an example of an evolv-
ing curve we take Γ(t) = {x ∈ R2 |Φ(x, t) = 0} for

Φ(x, t) =
x2

1 + 1
4 sin(2πt)

+ y2 − 1,
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Fig. 6.3: Plots of the computation domain (left) and solution (right) with h = 2−6
√

3
for the second problem.

h maxm ‖u(tm)− um
h ‖L2(Γm

h
) (eoc)

2−1
√

2 1.15457 · 10−1 —

2−2
√

2 3.25344 · 10−2 1.82732

2−3
√

2 8.64172 · 10−3 1.91258

2−4
√

2 2.13241 · 10−3 2.01883

2−5
√

2 5.42960 · 10−4 1.97357

Table 6.3: Results of the hybrid scheme for a parabolic equation on an evolving curve.

for t ∈ [0, 1
2 ]. We calculate a right-hand side f so that the exact solution is u(x, t) =

exp(−4t)x1x2. Taking τ = 2h2, the scheme demonstrates second order convergence
in the L2(Γmh )-norm; see Table 6.3. Numerical experiments confirm the conservation
of mass result.
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