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[1] A wavelet covariance algorithm designed to
objectively identify the upper and lower limits of the local
transition zone between boundary layer and free
troposphere is applied to the output fields from a series of
Large Eddy Simulations of the convective atmospheric
boundary layer. A new measure of entrainment zone
structure is defined – the normalized difference between
the standard deviations of the local transition zone limits;
this is found to be a function of the convective Richardson
number and a predictor of normalized entrainment rate. This
provides a robust and objective means for determining the
Richardson number from remote sensing observations, and the
basis for determining the entrainment rate. Citation: Brooks,

I. M., and A. M. Fowler (2007), A new measure of entrainment zone

structure, Geophys. Res. Lett., 34, L16808, doi:10.1029/

2007GL030958.

1. Introduction

[2] Entrainment of free tropospheric air across the tem-
perature inversion and into the boundary layer (BL) is an
important factor in controlling BL growth and structure, and
the formation and distribution of BL clouds. The entrain-
ment rate cannot be measured directly but must be inferred
from other measurements [Lenschow et al., 1999]. In spite
of extensive study the fundamental physical processes
governing entrainment and their relationship with other
BL properties remain poorly understood; consequently the
representation of entrainment within large-scale numerical
models remains inadequate [Ayotte et al., 1996; Otte and
Wyngaard, 2001; Fedorovich et al., 2004].
[3] Entrainment is driven by turbulence within the

boundary layer, and is limited by the strength of the stably
stratified temperature inversion; these joint influences can
be characterized via a Richardson number. Both the rate of
entrainment and the depth of the entrainment zone have
been shown to scale with the inverse of the Richardson
number [Deardorff et al., 1980; Beyrich and Gryning, 1998;
Sullivan et al., 1998], but the exact forms of the relation-
ships and the extent of their applicability under different
conditions remains uncertain. Parameterization of the
entrainment rate in terms of entrainment zone depth has
been an attractive approach, since the latter is readily
measured via remote sensing techniques such as sodar or
lidar [Boers and Eloranta, 1986; Flamant et al., 1997;
Beyrich and Gryning, 1998; Cohn and Angevine, 2000].
A definitive approach remains elusive however. Definitions
of the entrainment zone have varied substantially between

studies, as have the approaches to identifying it from the
raw data, and there remains no universally accepted defini-
tion. Most commonly the entrainment zone has been
defined in terms of the probability distribution of a set of
spatially distributed estimates of the local boundary layer
depth [Deardorff et al., 1980;Wilde et al., 1985;Melfi et al.,
1985; Flamant et al., 1997]. Davis et al. [1997] suggested
that such area-averaged approaches do not characterize the
true entrainment zone but the variability of BL depth, and
may include variability that does not result from entrain-
ment, but from non-turbulent process such as gravity waves
or mesoscale variations in BL structure. They suggested that
a more appropriate measure would be some function of the
local depth of the transition between mixed layer and free
troposphere air since this reflects the recent mixing history
and is driven primarily by the small scale turbulent pro-
cesses responsible for entrainment. Brooks [2003] devel-
oped a multi-scale wavelet covariance algorithm to identify
the upper and lower limits of this transition zone from
individual lidar profiles in an objective and automated
manner. Here, we apply this wavelet algorithm to the output
from a large eddy simulation model to study the relationship
between the local transition zone, the entrainment rate, and
a convective Richardson number.

2. Large Eddy Simulations

[4] Simulations of a dry convective atmospheric bound-
ary layer were conducted with the Boussinesq version of the
UK Met Office Large Eddy Model (LEM) using its standard
subgrid model [Lock and MacVean, 1999]; this has been
used successfully in a number of previous studies of
entrainment [Lock, 1998; Lock and MacVean, 1999]. The
majority of the simulations used here were run on a 100 �
100 � 100 grid with a horizontal grid spacing of 50 m. The
vertical grid is stretchable, and varied smoothly between a
resolution of approximately 25 m in the lower part of the
initial BL, through a maximum resolution of 12 m in the
region around the entrainment zone – from about 100 m
below the initial inversion up to approximately twice the
initial BL depth – and increasing to 110 m near the top of
the domain at 3 km.A number of additional simulationswere
conducted with finer (Dx = Dy = 25 m, Dzmin = 7.3 m) or
coarser (Dzmin = 22.9 m) resolutions to assess the sensitivity
of the results to grid resolution. The simulations were
initialized with potential temperature profiles of a constant
300 K within the BL, an inversion layer 50 or 100 m deep
with temperature jumps of between 1 and 10 K, and a
constant lapse rate of 3 K km�1 above the BL. A passive
tracer was initially set to a constant value within the BL,
decreasing linearly to zero across the inversion. The surface
heat flux was specified as a constant for each simulation,
and a small random perturbation added to the potential
temperature field in the lowest 40 m of the domain to
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initialize turbulence. Approximately two hours of simulated
time were required for turbulence to become fully devel-
oped and the initial inversion to be modified by entrainment
so that its structure is fully determined by the forcing
conditions; after this time 3D fields of temperature and
the passive tracer were saved at regular intervals of approx-
imately 15 minutes for a period of between 3 and 6 hours.
Table 1 summarizes the initial conditions and grid for all the
runs included in this study. The first simulations were
undertaken with a 2 K inversion strength, and the surface
forcing chosen to provide a wide range of Richardson
numbers. Subsequent runs were made at different inversion
strengths to assess whether this exerted any influence
beyond that of the Richardson number. Some additional
runs were undertaken to test resolution sensitivity. There are
two distinct resolution sensitivities: the fundamental ability
of the model to resolve the inversion and entrainment
process adequately, and the effect of discretization of the
upper and lower limits of the entrainment zone identified by
the wavelet algorithm due to the vertical grid spacing. With
the exception of case ‘O’, which had the strongest inversion,
no significant change in entrainment rate was observed with
finer grid spacings, we are thus confident that resolution is
adequate for the cases presented. In case ‘O’ entrainment
rate was overestimated, causing a departure from the scaling
behaviour discussed below, when run at the default resolu-
tion due to the inability of the coarser grid to represent the
sharp inversion and a higher resolution run was utilized. As
vertical resolution is coarsened, the statistics of the transi-
tion zone limits become compromised due to the limitation
of the number of possible values they can take; again these
effects are not found to be significant for the cases presented
here.

3. Results

[5] A wavelet covariance algorithm [Brooks, 2003] was
applied to the vertical profile of a passive tracer at each
horizontal grid point in order to identify the lower (H1) and

upper (H2) limits of the transition between the mixed layer
and the free troposphere (Figure 1). Determination of the
wavelet covariance requires the data to be on a uniformly
spaced vertical profile; thus we first interpolate from the
stretched model grid to uniform intervals at the maximum
grid resolution. To maintain a self-consistent set of defini-
tions for BL properties we define all the parameters used
here in terms of H1 and H2. The local BL top is defined as
H1 – the top of the mixed layer – and the mean BL depth,
zi, to be the domain average of H1. Entrainment velocity, we,
is the rate of change of mean BL depth with time, calculated
between consecutive LEM output times. A convective
Richardson number is defined [Sullivan et al., 1998]:

Ri* ¼ Dq
q*

; ð1Þ

where Dq is the mean jump in potential temperature across
the inversion – defined here as the domain average of the
difference between the mean temperatures in the 30 m
below/above the lower/upper limits of the transition zone
for each vertical profile – and q* is the mixed layer
temperature scale,

q* ¼ w0q0s
w*

ð2Þ

w* ¼ gzi

q
w0q0s

� �1=3

ð3Þ

where w* is the convective velocity scale, g is gravity, q is

the mean temperature within the mixed layer, and w0q0s is the
surface heat flux. For turbulence driven by thermal
convection in laboratory tank experiments Deardorff et al.
[1980] found entrainment to follow the relation

we

w*
¼ A

Ri
ð4Þ

Table 1. Simulation Initial Conditionsa

RUN ID
Initial Dq,

K

w0q0s, W m�2

(w0q0s, K m s
�1) Notes

A 1 50 (0.0425)
B 1 35 (0.0298)
C 1 10 (0.0085)
D 2 20 (0.0170)
E 2 40 (0.0340)
F 2 40 (0.0340) Initial zi = 300 m
G 2 60 (0.0511)
H 2 80 (0.0682)
I 2 30 (0.0255)
J 4 10 (0.0085)
K 4 80 (0.0682)
L 1 20 (0.0170) Dx = Dy = 25 m,

Dzmin = 7.27 m
on 200 � 200 � 150 grid

M 1 20 (0.0170) Initial inversion depth = 100 m
N 1 20 (0.0170)
O 10 100 (0.0854) Dx = Dy = 25 m,

Dzmin = 7.27 m
on 200 � 200 � 150 grid

aModel grid is Dx = Dy = 25 m,Dzmin = 12 m on 100 � 100 � 100 grid
except where noted; initial zi = 650 m and inversion depth = 50 m except
where noted.

Figure 1. An example cross section of tracer concentration
(arbitrary units), 4 hours into run N, with the upper
(triangles) and lower (inverted triangles) limits of the
transition zone indicated, as identified by the wavelet
algorithm.
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with A in the range 0.1 < A < 0.2, and Ri values typical of
atmospheric flows; Sullivan et al. [1998] found A = 0.2 in
an LES study of a convective BL, while Moeng and
Sullivan [1994] found A to vary with shear. Within the
framework of zeroth-order jump models [Lilly, 1968] in
which much of the study of convective entrainment has
taken place, it can be shown that A is also equal to the ratio
of the negative of the minimum buoyancy flux at the
inversion to the surface buoyancy flux (also commonly
denoted by A); this equivalence does not hold for LES
results due to the finite depth of the inversion layer
[vanZanten et al., 1999], though the distinction is not
always made. Inconsistency in the way in which A is
determined between studies is partially responsible for the
substantial variability in the values reported; real differences
also arise due to the influence of shear [Pino et al., 2003;
Conzemius and Fedorovich, 2006; Angevine, 2007].
[6] Figure 2 shows the normalized entrainment rate

plotted against the inverse Richardson number for all the
simulations listed in Table 1. There is considerable scatter in
individual values of entrainment rate, but a strong linear
relationship. The line of best fit and 95% confidence
intervals are shown. The gradient A is 0.21 ± 0.01 with
an intercept of 0.0007 ± 0.0004, and a correlation coeffi-
cient of 0.92; if the fit is constrained to pass through the
origin then A = 0.22 ± 0.004. It is noted that w* appears in
the denominator on both sides of (4); these effectively
cancel, and do not introduce any spurious correlation in
Figure 2; w* is retained to maintain consistency and aid
comparison with other studies.
[7] Having obtained estimates of the local transition zone

limits, we need to define some non-dimensional measure of
entrainment zone properties from them. A simple measure
of entrainment zone depth might be the normalized average
transition zone depth; however, while this might be
expected to increase with turbulence intensity, we would
still expect a non-zero value in the absence of active
entrainment provided an inversion of finite depth existed.
In order to distinguish entraining conditions from non-

entraining we consider the variability of the transition zone
limits. Figure 3 shows the difference between the standard
deviations of H1 and H2 scaled by mean BL depth and
plotted against inverse Richardson number; a least-squares
quadratic fit to the data is also shown. The correlation with
inverse Richardson number is excellent, with a correlation
coefficient of 0.97, and the fitted curve approaches zero
with Ri�1. Similar relationships between an entrainment
zone parameter and a variety of Richardson numbers have
been examined in the past; direct comparisons are difficult
due to the wide variations in definitions of the key terms,
but broadly similar behaviour is observed. Sullivan et al.
[1998] plotted szi/zi against the same Ri used here; they did
not provide a fit to the data, but obtained a roughly
inverse proportionality. Numerically, their results are very
close to those presented here. Gryning and Batchvarova
[1994] examined the normalized entrainment zone depth
Dh/h (where Dh is essentially the mean inversion depth,
and h the height of the mid-point of the inversion) as a
function of both a convective Richardson number and an
entrainment zone Richardson number in which w* is
replaced by we. The functional relationships obtained are
similar to those found here, though Dh/h has values about
an order of magnitude larger than either our or Sullivan et
al.’s entrainment zone parameters; they also found use of the
entrainment zone Richardson number resulted in less scatter
in the results.
[8] Figure 4 combines the results of Figures 2 and 3,

showing normalized entrainment rate as a function of (sH1
� sH2)/zi. The data is fitted with a power law y = axb, where
a = 0.13, b = 0.7, and the correlation coefficient is 0.91.
Within a given simulation, Ri�1 and we tend to increase
with time, due to warming of the BL and a consequent
reduction in Dq; thus consecutive points in time on Figures
2–4 tend to move towards the upper right. No significant
difference in the scaling behaviour is observed between
cases with weak and strong inversions. Small subsets of the

Figure 2. The normalized entrainment rate plotted against
inverse Richardson number. The symbols denote individual
model runs. The solid line is a best fit to the data; the dashed
lines show the 95% confidence intervals to the best fit.

Figure 3. The difference in standard deviations of lower
and upper transition zone limits normalized by mean
mixed-layer depth plotted against inverse Richardson
number. The solid line is a quadratic best fit to the data;
the dashed lines show the 95% confidence intervals to the
best fit.
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data lie closely grouped slightly above the majority of the
data–though the behavior is not entirely consistent between
the figures. Sullivan et al. [1998] identify a similar handful
of points in their results, at Ri�1 > 0.7, that they suggest
might indicate a regime in which a different power law
applies. Further investigation is required to identify whether
these cases genuinely represent a different scaling regime,
and if so what change in physical processes controls the
change. We note that these data all arise where the inversion
is very weak (<0.5 K), it is thus possible that they result
from a change in the entrainment regime from one where
the eddy scales responsible for entrainment are governed by
properties of the BL as a whole rather than those of the
interfacial layer. Although these points make a strong visual
impression, the fitted curves are not significantly modified
if they are omitted.

4. Summary and Conclusions

[9] Large eddy simulations of dry convection in the
atmospheric boundary layer have been used to study some
of the properties of entrainment across an inversion capping
the convective boundary layer. A wavelet covariance algo-
rithm was applied to profiles of a passive tracer to identify
the upper and lower limits of the transition zone between
well mixed BL and free troposphere. The entrainment rate,
normalized by the convective scaling velocity, was found to
be proportional to the inverse of a convective Richardson
number. The constant of proportionality, A, was found to be
0.21 ± 0.01, in close agreement with previous estimates for
purely convective conditions. The entrainment zone was
characterized by the difference in standard deviations of the
transition zone limits, normalized by the mean mixed-layer
depth; this is also found to be a function of the inverse
Richardson number, approaching zero as Ri�1 approaches
zero. The normalized entrainment rate can be related direct-
ly to (sH1 � sH2)/zi. This result can be interpreted physi-
cally as follows: entrainment proceeds by a series of discrete
mixing events that mix free troposphere air down across the

top of the inversion layer, perturbing the local value of H2.
Once within the turbulent boundary layer, mixing proceeds
more rapidly, and the entrained air is diluted and mixed over
an increasing volume, perturbing the local value of H1. The
perturbation of H1 is both larger and longer lived than that
of H2 – this is readily seen in both lidar imagery [Brooks,
2003] and LES output fields (Figure 1). As entrainment
increases, so does the difference in variability between H1

and H2. If entrainment ceases, residual turbulence within the
BL will sharpen the inversion, making it increasingly
difficult to perturb H1. Our definition of entrainment
velocity is the rate of change of mean value of H1, thus
even when material has ceased to be mixed across the upper
limit of the inversion, entrainment can be said to continue,
increasingly weakly, while the mean value of H1 increases
as the inversion is sharpened. We note that this measure of
entrainment zone structure remains an area averaged prop-
erty, and is not immune to the problems noted by Davis et
al. [1997]. The use of information about both upper and
lower limits of the transition zone between the mixed layer
and free troposphere, however, seems to us to provide a
stronger link between this measure of entrainment zone
structure and the physical processes involved than is the
case for measures based on estimates of a simple BL depth
because it encompasses both the initial mixing across the
top of the inversion and subsequent mixing between the
lower part of the inversion and mixed layer.
[10] The results presented demonstrate an objective

means of utilizing remote-sensing data to estimate the
convective Richardson number and the relative strength of
entrainment directly, without any other information on the
BL properties. The addition of a potential temperature
profile, for example from a radiosonde, would allow the
mean mixed layer temperature and jump across the inver-
sion to be determined, and provides sufficient information
to make estimates of the surface heat flux, w*, q*, and the
true entrainment velocity. This might provide a means for
estimating bulk turbulence properties and entrainment rate
operationally or over remote locations, such as the oceans,
from routine observations such as laser ceilometers or
satellite borne lidars coupled with radiosonde profiles or
mean profiles from large-scale forecast models.
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