
promoting access to White Rose research papers

White Rose Research Online
eprints@whiterose.ac.uk

Universities of Leeds, Sheffield and York
http://eprints.whiterose.ac.uk/

This is the author’s post-print version of an article published in the Journal of
Physics A: Mathematical and Theoretical

White Rose Research Online URL for this paper:

http://eprints.whiterose.ac.uk/id/eprint/76134

Published article:

Gerdjikov, VS, Mikhailov, AV and Valchev, TI (2010) Reductions of integrable
equations on A.III-type symmetric spaces. Journal of Physics A: Mathematical
and Theoretical, 43 (43). ISSN 1751-8113

http://dx.doi.org/10.1088/1751-8113/43/43/434015



ar
X

iv
:1

00
4.

41
82

v1
  [

nl
in

.S
I]

  2
3 

A
pr

 2
01

0

Reductions of integrable equations on A.III-type

symmetric spaces

V S Gerdjikov1, A V Mikhailov2, and T I Valchev1

1 Institute for Nuclear Research and Nuclear Energy,
Bulgarian Academy of Sciences, 72 Tsarigradsko chaussee, 1784 Sofia,
BULGARIA
2 Applied Math. Department, University of Leeds,
Leeds, LS2 9JT, UK

E-mail: gerjikov@inrne.bas.bg, a.v.mikhailov@leeds.ac.uk ,
valtchev@inrne.bas.bg

Abstract. We study a class of integrable non-linear differential equations
related to the A.III-type symmetric spaces. These spaces are realized as factor
groups of the form SU(N)/S(U(N − k) × U(k)). We use the Cartan involution
corresponding to this symmetric space as an element of the reduction group and
restrict generic Lax operators to this symmetric space. The symmetries of the
Lax operator are inherited by the fundamental analytic solutions and give a
characterization of the corresponding Riemann-Hilbert data.

Keywords : integrable equations, symmetric spaces, Riemann-Hilbert problem

PACS numbers: 02.20.Sv, 02.30.Ik, 02.30.Zz

Submitted to: J. Phys. A: Math. Gen.

http://arxiv.org/abs/1004.4182v1


Reductions of integrable equations on A.III-type symmetric spaces 2

1. Introduction

Systems of nonlinear partial differential equations, integrable by the inverse transform
method, can be obtained as reductions of generic integrable systems corresponding
to Lax operators with matrix coefficients. For example, the coefficients of a generic
Lax operators are elements of the Lie algebra sl(N,C) and simplest reductions are
just restrictions on (simple) subalgebras of A ⊂ sl(N,C). Restrictions on Kac-
Moody subalgebras of the loop algebras C[λ, λ−1] ⊗C A lead to interesting classes
of integrable equations [1, 6, 8, 10]. Further generalizations give rise to the concept
of automorphic Lie algebras, which are subalgebras of A(λ) = C(λ) ⊗C A [8, 12, 5].
In the latter approach the subgroups of the group of automorphisms of the loop
algebra or more general of the algebra A(λ) play the central rôle. In the context of
the reduction problem these subgroups (the reduction groups) were introduced and
studied in [6, 7, 8, 11, 12]. In order to apply the inverse spectral transform to the
reduced equations one needs to give a characterization of the reduction in terms of
the spectral data. The reduction group naturally acts on the analytic fundamental
solutions of the linear problem corresponding to the Lax operator, on the scattering
and Riemann-Hilbert data. Continuous and discrete spectrum of the operator are
orbits of the reduction group [8, 9].

According to Cartan (see [4]) the local structure of a symmetric space is
determined by an involutive automorphism ϕ1 of the relevant Lie algebra g, known
as Cartan involution, and the corresponding decomposition g = g

(0) ⊕ g
(1), g

(n) =
{a ∈ g |ϕ1(a) = (−1)na}. In this paper we begin with the algebra sl(N,C) and
use the automorphism ϕ∗(a) = −a† to reduce sl(N,C) to ϕ∗–invariant subalgebra
g = {a ∈ sl(N,C) |ϕ∗(a) = a}, thus g = su(N). Choosing the Cartan involution of the
form ϕ1(a) = JkaJk with Jk = diag (1, . . . , 1,−1, . . . ,−1) we obtain the decomposition
of su(N) which reflects the local structure of the compact A.III-type symmetric space
SU(N)/S(U(k)×U(N − k)). The automorphisms ϕ∗, ϕ1 can be extended to the loop
algebraAλ = C[λ, λ−1]⊗Csl(N,C) as Φ∗(a(λ)) = −a†(λ∗) and Φ1(a(λ)) = ϕ1(a(−λ)).

In Section 2 we analyze Lax operators that are linear in λ and invariant with
respect to the reduction group generated by the automorphisms Φ∗(a(λ)),Φ1(a(λ)).
They give rise to the integrable system

iut = ((1− uu†)ux)x , u†u = 11k , (1)

where u is (N − k) × k complex matrix and 11k is a unit matrix. System (1) is
S(U(N − k) × U(k)) invariant and in this sense isotropic. In particular, if k = 1
equation (1) can be seen as a U(N − 1) invariant integrable system on CPN−1. In
Section 2 we discuss this reduction in details.

The loop algebra Aλ has automorphisms of the form Φ2(a(λ)) = J2a(λ
−1)J−1

2 .
The simplest Lax operator which is invariant with respect to automorphisms Φ∗,Φ1

and Φ2 is a “symmetric” Laurent polynomial and has simple poles in λ at points
{0,∞}. In Section 3 we study Lax operators and integrable equations related to such
operators. The simplest non-trivial system of this type is of the form:

iut = uxx − (u(u∗ux + v∗vx))x + 8vv∗u, (2)

ivt = vxx − (v(u∗ux + v∗vx))x − 8uu∗v , (3)

where u and v are functions of x and t subject to the condition:

|u2|+ |v2| = 1 (4)
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i.e. the vector with components u and v sweeps a 3-dimensional sphere in R4. System
(2), (3) can also be seen as an anisotropic deformation of (1) with k = 1, N = 3.

In Section 4 we formulate the spectral properties of the Lax operator on the class
of potentials satisfying (4). We outline the construction of the fundamental analytic
solutions of L. As a result we are able to reduce the inverse scattering problem for L to
a Riemann-Hilbert problem. This Riemann-Hilbert problem does not allow canonical
normalization due to the nontrivial asymptotics of fundamental analytic solutions both
for λ→ ∞ and λ→ 0 – the two singular points. The canonical normalization can be
partially replaced by the requirement of the invariance of the fundamental analytic
solutions with respect to the reduction group (see [9]).

In Section 5 we analyze the mapping F between the potential and the scattering
data of L. Using the Wronskian relations we introduce the ‘squared solutions’. Thus
the mapping F can be interpreted as a generalized Fourier transform [2].

2. Lax representation. The isotropic case

Let us consider two linear differential operators (the Lax representation) with N ×N
matrix coefficients

L = Dx + i

(

0k λu†

λu 0N−k

)

, (5)

A = Dt +

(

iλ2u†u −λa†
λa iλ2uu†

)

, (6)

where Dx, Dt are operators of differentiation, 0s denotes a square s × s zero matrix,
u and a are complex (N − k) × k matrices whose entries are differentiable functions
of independent variables (x, t), u†, a† denote Hermitian conjugated matrices and λ is
a spectral parameter.

The commutativity condition [L,A] = 0 is equivalent to the system of equations

u†a+ a†u = −u†
xu− u†ux (7)

ua† + au† = uxu
† + uu†

x (8)

iut = ax. (9)

It follows from (7),(8) that (tr(u†u)n)x = 0, n ∈ N, thus the eigenvalues of the matrix
u†u are functions of t only. In the case k = 1, we have u†u = f(t) ∈ R and changing
the variable t → T , so that Dt = f(t)DT , we can set u†u = 1 without any loss of
generality. If 1 < k < N −k then we shall assume that u†u = 11k, where 11k is the unit
k × k matrix (this choice is consistent with the system (7)-(9), but is not the most
general one). Then, it follows from (7)-(8) that

a = (11 − uu†)ux + iγ(x, t)u

where γ(x, t) ∈ R is an arbitrary real function which without loss of generality can be
set to zero after an appropriate change of the coordinates t → t, x → X(x, t). Thus
we assume

a = (11 − uu†)ux (10)

and equation (9) takes the form

iut = ((11− uu†)ux)x , u†u = 11k . (11)
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System (11) is U(N − k) × SU(k) invariant. In the case k = 1, N ≥ 3 system (11)
is U(N − 1) invariant vector equation and it can be seen as an integrable system on
2N − 3 dimensional real sphere:

~ut = ~vxx − (((~u · ~vx)− (~v · ~ux))~u)x ,
−~vt = ~uxx + (((~u · ~vx)− (~v · ~ux))~v)x ,

(~u · ~u) + (~v · ~v) = 1, ~u, ~v ∈ R
N−1 , (12)

where ~u = Reu, ~v = Imu.
The Lax representation (5) can be naturally related to a reduction group

generated by two automorphisms. Let us consider general linear operators of the
form

L = Dx +A0 + λA1, A = Dt +B0 + λB1 + λ2B2 (13)

where A0, A1, B0, B1, B2 ∈ sl(N,C) are matrix functions of x, t. On the Lie algebra
Aλ = C[λ]⊗sl(N,C) (i.e. the polynomial part of the corresponding loop algebra) there
is the outer automorphism Φ∗ : Aλ 7→ Aλ defined as Φ∗(a(λ)) = −a†(λ∗). It is obvious
that the Φ∗ invariant subalgebra {a(λ) ∈ Aλ |Φ∗(a(λ)) = a(λ)} = C[λ] ⊗ su(N).
Restriction to this subalgebra is an obvious reduction of the general Lax pair (and the
corresponding equations). In terms of operators L,A this restriction is equivalent to
the condition

L†(λ∗) = Lad(λ), A†(λ∗) = Aad(λ), (14)

where L† stands for the Hermitian conjugation of the operator L and Lad for the
adjoint operator of L.

Further restriction can be achieved using the Cartan involutive automorphism ϕ1 :
su(N) 7→ su(N) which is defined as ϕ1(a) = JkaJk where Jk = diag (j1, . . . , jN ), j1 =
· · · = jk = 1, jk+1 = · · · = jN = −1 and we also assume N − s > s. Automorphism
ϕ1 induces a grading in the algebra g = su(N)

g = g
(0) ⊕ g

(1), g
(n) = {a ∈ g |JkaJ

−1
k = (−1)na}. (15)

The Cartan automorphism ϕ1 can be extended to the automorphism of the
corresponding loop algebra

Φ1 : C[λ]⊗ su(N) 7→ C[λ]⊗ su(N), Φ1(a(λ)) = Jka(−λ)Jk,

Operator L (13) restricted on the subalgebra invariant with respect to the both
automorphisms Φ∗ and Φ1 satisfies the symmetry conditions (14) and

JkL(−λ)J−1
k = L(λ) (16)

and is of the form

L = Dx + i

(

R λû†

λû Q

)

, (17)

where R,Q are Hermitian matrices of the size k×k and (N−k)×(N−k) respectively.
By an appropriate gauge transformation L 7→ G†LG, G ∈ S(U(k) × U(N − k)) we
can set R = 0k and Q = 0N−k. Then the operator A can be found from the condition
[L,A] = 0 as described above. The operator A also satisfies the symmetry condition
JkA(−λ)J−1

k = A(λ).
Taking other simple Lie algebras and replacing the automorphism ϕ1 by an

appropriate Cartan automorphism the construction described in this section can be
easily extend our construction to other symmetric spaces.
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3. Lax representation. The anisotropic case

The loop algebra Âλ = C[λ, λ−1] ⊗ su(N) has a richer group of automorphisms
than its polynomial part C[λ] ⊗ su(N). Let us take an involutive automorphism
ϕ2 : su(N) 7→ su(N), ϕ2 6= ϕ1. In this paper we shall assume that automorphism ϕ2

is inner and of the form

ϕ2(a) = J2aJ2, J2
2 = I, [J2, J1] = 0. (18)

Therefore it commutes with the Cartan automorphism ϕ1 discussed in the previous
Section (more general construction of the reduction groups and corresponding
automorphic Lie algebras, including outer and non-commutative automorphisms are
discussed in [8, 12]). The map Φ2 : Âλ 7→ Âλ defined as

Φ2(a(λ)) = ϕ2(a(ǫλ
−1)), ǫ 6= 0, ǫ ∈ R

is an automorphism of the loop algebra. In what follows we shall assume that the
matrices J1, J2 are of the form

J1 =

(

−1 0
0 11

)

, J2 =

(

1 0
0 J

)

, J2 = 11

where 11 is a unit (N − 1)× (N − 1) matrix.
The Lax representation with operators L,A having simple and double poles in λ

respectively and invariant with respect to the automorphisms Φ∗,Φ1 and Φ2 can be
written in the form

L = Dx − i

(

0 u†Λ
Λu 0

)

,

A = Dt + iA0 + i

(

−4ǫ(u†Ju) + u†Λ2u −ia†Λ
iΛa Λuu†Λ

) (19)

where a is given by (10), Λ = λI+ ǫλ−1J and A0 is a real constant matrix of the form

A0 =

(

0 0
0 A

)

, [A,J] = 0.

The compatibility condition [L,A] = 0 of the above operators (19) leads to an
anisotropic (deformation) integrable system (11) with k = 1‡:
iut = (ux − u(u† · ux))x + 4ǫu(u† · Ju) +Au , u†u = 1, u ∈ C

N−1 . (20)

In the next Sections we shall develop the spectral theory for the operator L in the
simplest nontrivial case N = 3. We take automorphism ϕ1 with J1 = diag (1,−1,−1),
automorphism ϕ2 with J2 = diag (1,−1, 1) and set ǫ = 1. In this case the Lax operator
L (19) we shall write the form

L = iDx + U(x, λ), U(x, λ) = λL1 + λ−1L−1 (21)

‡ Here we have to note that when this paper had been completed, one of the authors (AVM) contacted
V.V.Sokolov to discuss equation (20). Sokolov draw our attention to his paper [3], where a similar
equation and the corresponding Lax representation had been found. His system was related to
sl(N,R) algebra (rather than to su(N), as in our case) and it was more general: in [3] the matrix J is
an arbitrary real matrix, without the condition J2 = 11. In [3] the Lax operators were not related to
any reduction group. The reduction group reflects symmetries of the operator which are very useful
for the spectral characterization of the operators (see next sections of this paper).
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where

L1 =





0 u v
u∗ 0 0
v∗ 0 0



 , L−1 ≡ ϕ2(L1) =





0 −u v
−u∗ 0 0
v∗ 0 0



 (22)

and the corresponding system of equations (20) is

iut = uxx − (u(u∗ux + v∗vx))x − 4u(|u|2 − |v|2) + α1u ,

ivt = vxx − (v(u∗ux + v∗vx))x − 4v(|u|2 − |v|2) + α2v ,
|u|2 + |v|2 = 1 . (23)

In this case the constant matrix A0 is diagonal A0 = diag(0, α1, α2). Constant
solutions of the system (23) depend on the choice of the constants α1, α2. If α1 = α2

and |α1| ≤ 4 then the constant solution of (23) is

u =

√

4 + α1

8
eiθ1 , v =

√

4− α1

8
eiθ2

and θ1, θ2 are arbitrary phases. Let us choose α1 = −α2 = 4. In this case the system
(23) can be written in the form (2), (3) and has two constant solutions

a) u(x, t) = eiθ, v(x, t) = 0,

b) u(x, t) = 0, v(x, t) = eiθ.

where θ is an arbitrary phase.

4. Spectral properties of L

The spectral properties of the Lax operator crucially depend on the choice of the
class of admissible potentials. Below we will consider two different classes satisfying
different boundary conditions:

a) lim
x→±∞

u(x, t) = eiφ± , lim
x→±∞

v(x, t) = 0,

b) lim
x→±∞

u(x, t) = 0, lim
x→±∞

v(x, t) = eiφ± .
(24)

This choice of the boundary conditions ensures that the asymptotic potentials U±(λ) =
limx→±∞(λL1 + λ−1L−1) satisfy

a) U±,as(λ) = ψ0,±Ja(λ)ψ
−1
0,±, ψ0,± =

1√
2





1 0 eiφ±

e−iφ± 0 −1
0 −1 0



 ,

Ja = (λ− λ−1)K1, K1 = diag (1, 0,−1),

b) U±,as(λ) = ψ0,±Jb(λ)ψ
−1
0,±, ψ0,± =

1√
2





1 0 −eiφ±

0 1 0
e−iφ± 0 1



 ,

Jb = (λ + λ−1)K1, K1 = diag (1, 0,−1),

(25)

The Jost solutions are fundamental solutions defined as follows

lim
x→±∞

ψ±(x, λ)e
−iJ(λ)xψ−1

0,± = 11. (26)
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Due to the existence of reductions the Jost solutions satisfy the symmetry relations

ψ†
±(x, λ

∗) = (ψ±(x, λ))
−1, (27)

J1ψ±(x,−λ)J1 = ψ±(x, λ), (28)

J2ψ±(x, 1/λ)J2 = ψ±(x, λ). (29)

Next we introduce the auxiliary functions

η±(x, λ) = ψ−1
0,±ψ±(x, λ)e

−iJ(λ)x, (30)

η±(x, λ) is solution to the associated system:

i
dη±
dx

+ U±(x, λ)η±(x, λ) − η±(x, λ)J(λ) = 0, (31)

where

U±(x, λ) = ψ−1
0,±

(

λL1(x) +
1

λ
L−1(x)

)

ψ0,±, (32)

and satisfies the boundary conditions limx→±∞ η±(x, λ) = 11.
Equivalently η±(x, λ) are solutions of the following Volterra-type integral

equations:

η±(x, λ) = 11 + i

∫ x

±∞

dyeiJ(λ)(x−y)[U±(y, λ)− J(λ)]η±(y, λ)e
−iJ(λ)(x−y), (33)

In case a) the Jost solutions are well defined on the real axis in the complex
λ-plane.

Once the Jost solutions are introduced one defines their transition matrix T (λ)

ψ−(x, λ) = ψ+(x, λ)T (λ), λ ∈ R. (34)

As a consequence of symmetries (27)–(29) the scattering matrix T (λ) obeys the
following conditions

T †(λ∗) = T−1(λ), (35)

J1T (−λ)J1 = T (λ), (36)

J2T (1/λ)J2 = T (λ). (37)

From the Lax representation there follows, that the scattering matrix evolves according
to the differential equation

i∂tT+[f(λ), T ] = 0 ⇒ T (t, λ) = eif(λ)tT (0, λ)e−if(λ)t, (38)

where

f(λ) = lim
x→∞

2
∑

k=−2

λkAk(x), (39)

is the dispersion law of nonlinear equation.
In what follows we will construct the FAS for the special case φ+ = φ−;

without restriction we can assume that φ+ = φ− = 0. Then U+,as = U−,as and
U+(x, λ) = U−(x, λ).
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4.1. Case a)

The main tool in constructing the spectral theory of the Lax operator is the
fundamental analytic solution. In the case a) we construct the solutions χ±(x, λ)
which are analytic functions for λ ∈ C± – the upper and lower half planes respectively.
In this subsection J(λ) ≡ Ja)(λ) = (λ− λ−1)K1.

First we define ξ±(x, λ) as the solutions of the following set of integral equations:

ξ+kl(x, λ) = δkl + i

∫ x

−∞

dyei(Jkk(λ)−Jll(λ))(x−y)
(

(U−(y, λ)− J(λ))ξ+(y, λ)
)

kl
(40)

for k ≤ l and

ξ+kl(x, λ) = i

∫ x

∞

dyei(Jkk(λ)−Jll(λ))(x−y)
(

(U−(y, λ)− J(λ))ξ+(y, λ)
)

kl
(41)

for k > l. Obviously ξ+(x, λ) is a fundamental solution to eq. (24). Besides, due to
the appropriate choice of the lower integration limits in eqs. (40) and (41) one finds
that the exponential factors in the integrands are falling off for all λ ∈ C+. From
these basic facts there follows that ξ+(x, λ) is a fundamental analytic solution of eq.
(24) for λ ∈ C+.

The fundamental analytic solution χ+(x, λ) of the Lax operator L is obtained
from ξ+(x, λ) by applying the simple transformation:

χ+(x, λ) = ψ0,−ξ
+(x, λ)eiJ(λ)x. (42)

The fundamental analytic solution χ−(x, λ) of the Lax operator L analytic for
λ ∈ C− is obtained by applying the same transformation:

χ−(x, λ) = ψ0,−ξ
−(x, λ)eiJ(λ)x. (43)

where ξ−(x, λ) is a solution to the equations

ξ−kl(x, λ) = δkl + i

∫ x

∞

dyei(Jkk(λ)−Jll(λ))(x−y)
(

(U−(y, λ)− J(λ))ξ−(y, λ)
)

kl
(44)

for k ≤ l and

ξ−kl(x, λ) = i

∫ x

−∞

dyei(Jkk(λ)−Jll(λ))(x−y)
(

(U−(y, λ)− J(λ))ξ−(y, λ)
)

kl
(45)

for k > l.
The fundamental analytic solutions are linearly related to the Jost solutions for

λ ∈ R. These relations are expressed through the factors of Gauss decomposition of
T (t, λ)

T (t, λ) = T∓D±(S±)−1 (46)

and have the form:

χ±(x, λ) = ψ−(x, λ)S
± = ψ+(x, λ)T

∓(λ)D±(λ). (47)

From the reduction conditions (35)-(37) and eq. (46) there follows:

(S+(λ∗))† = (S−(λ))−1, (D+(λ∗))† = (D−(λ))−1, (T+(λ∗))† = (T−(λ))−1,

J1S
±(−λ)J1 = S±(λ), D±(−λ)) = D±(λ), J1T

±(−λ)J1 = T±(λ),

J2S
±(1/λ)J2 = S±(λ), D±(1/λ)) = D±(λ), J2T

±(1/λ)J2 = T±(λ),

(48)
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As a consequence there follow reductions on the FAS:

(χ+)†(x, λ∗) = χ−(x, λ),

J1χ
+(x,−λ)J1 = χ−(x, λ),

J2χ
±(x, 1/λ)J2 = χ±(x, λ).

(49)

From the relation (47) one obtains

χ+(x, λ) = χ−(x, λ)G(x, λ), G(x, λ) = eiJ(λ)x(S−)−1S+(λ)e−iJ(λ)x, λ ∈ R. (50)

which can be seen as a Riemann-Hilbert problem. Thus the inverse spectral problem
can be reduced to a Riemann-Hilbert problem to find matrix functions analytic in the
upper and lower half plains of λ and satisfying (50) on the real axis. This Riemann-
Hilbert problem does not allow canonical normalization neither for λ → ∞, nor
for λ → 0. The symmetry conditions replaces (partially) the normalization of the
Riemann-Hilbert problem (compare with [9]).

Remark 1 The Riemann-Hilbert problem allows singular solutions as well. The
simplest types of singularities are simple poles and zeroes of the FAS and generically
correspond to discrete eigenvalues of the Lax operator L. Due to the reduction
symmetries the discrete eigenvalues must form orbits of the reduction group. Generic
orbits contain octuplets, so if µ1 is an eigenvalue, then −µ1, ±µ∗

1, ±1/µ1 and ±1/µ∗
1

are eigenvalues too. However, we can have degenerate orbits. If the eigenvalue µ2 lies
on the unit circle |µ2| = 1 (resp. if µ3 = −µ∗

3 lies on the imaginary axis) we will have
quadruplets of eigenvalues. The smallest degenerate orbit consists of two points only
equal to ±i.

4.2. Case b)

Due to the fact that now J(λ) ≡ Jb) is proportional to λ + λ−1 we find that the
continuous spectrum of L fills up the real axis and the circle with radius 1 in the
complex λ-plane, see the figure 1.

The Jost solutions and the scattering matrix are introduced as in the previous
case (see (26) and (34)). Their domain now is the union of the real axis and the unit
circle (that is on the continuous spectrum only). The regions of analyticity are four,
denoted by Ω1, Ω2, Ω3 and Ω4.

The construction of the Jost solutions is formally possible only for potentials
whose x-derivatives are on finite support. Skipping the details we outline the
construction of the fundamental analytic solutions in each of the domains Ωj , j =
1, . . . , 4.

The fundamental analytic solutions of eq. (24) in the domains Ω1∪Ω4 satisfy the
following integral equations

ξ
(s)
kl (x, λ) = δkl + i

∫ x

−∞

dyei(Jkk(λ)−Jll(λ))(x−y)
(

(U−(y, λ)− J(λ))ξ(s)(y, λ)
)

kl
(51)

for k ≤ l and

ξ
(s)
kl (x, λ) = i

∫ x

∞

dyei(Jkk(λ)−Jll(λ))(x−y)
(

(U−(y, λ)− J(λ))ξ(s)(y, λ)
)

kl
(52)

for k > l. In the equations above s = 1 and 4 and λ is assumed to take values in the
domain Ω(s).
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The corresponding fundamental analytic solutions of the Lax operator L is
obtained from ξ(s)(x, λ) by applying the simple transformation:

χ(s)(x, λ) = ψ0,−ξ
(s)(x, λ)eiJ(λ)x. (53)

The fundamental analytic solution χ(s′)(x, λ) of the Lax operator L analytic for
λ ∈ Ω(s′) is obtained by applying the same transformation:

χ(s′)(x, λ) = ψ0,−ξ
(s′)(x, λ)eiJ(λ)x. (54)

where ξ(s
′)(x, λ) is a solution to the equations

ξ
(s′)
kl (x, λ) = δkl + i

∫ x

∞

dyei(Jkk(λ)−Jll(λ))(x−y)
(

(U−(y, λ)− J(λ))ξ(s
′)(y, λ)

)

kl
(55)

for k ≤ l and

ξ
(s′)
kl (x, λ) = i

∫ x

−∞

dyei(Jkk(λ)−Jll(λ))(x−y)
(

(U−(y, λ)− J(λ))ξ(s
′)(y, λ)

)

kl
(56)

for k > l. In the equations above s′ = 2 and 3 and λ is assumed to take values in the
domain Ω(s′).

As in case a), the fundamental analytic solution are linearly related to the Jost
solutions as follows through the Gauss factors of T (λ):

χ(1)(x, λ) = ψ−(x, λ)S
+(λ) = ψ+(x, λ)T

−D+(λ), λ ∈ R0 ∪ S+,

χ(2)(x, λ) = ψ−(x, λ)S
−(λ) = ψ+(x, λ)T

+D−(λ), λ ∈ R0 ∪ S−,

χ(3)(x, λ) = ψ−(x, λ)S
−(λ) = ψ+(x, λ)T

+D−(λ), λ ∈ R1 ∪ S+,

χ(4)(x, λ) = ψ−(x, λ)S
+(λ) = ψ+(x, λ)T

−D+(λ), λ ∈ R1 ∪ S−,

(57)

where S±(λ), T±(λ) and D±(λ) are the Gauss factors of the scattering matrix (see
eq. (46)) and

R0 ≡ {−1 ≤ Reλ ≤ 1}, R1 ≡ {−∞ ≤ Reλ ≤ −1} ∪ {1 ≤ Reλ ≤ ∞},
S+ ≡ {|λ| = 1, 0 ≤ argλ ≤ π}, S− ≡ {|λ| = 1, π ≤ argλ ≤ 2π}, (58)

The fundamental analytic solutions of adjacent regions are connected via

ξ(1)(x, λ) = ξ(2)(x, λ)G(x, t, λ), λ ∈ R0,

ξ(4)(x, λ) = ξ(3)(x, λ)G(x, t, λ), λ ∈ R1,

ξ(1)(x, λ) = ξ(3)(x, λ)G(x, t, λ), λ ∈ S+,

ξ(4)(x, λ) = ξ(2)(x, λ)G(x, t, λ), λ ∈ S−,

(59)

where

G(x, λ) = eiJ(λ)x(S−)−1S+(λ)e−iJ(λ)x, (60)

Thus the inverse spectral problem can be reduced to a generalized Riemann-Hilbert
problem to find piecewise analytic matrix function satisfying conditions (59) across
the contour defined by the continuous spectrum (see Fig. 1).

The reductions imposed on the Jost solutions, T (λ) and its Gauss factors are the
same like in eqs. (27) – (29) and (48). They result in the following relations between
the FAS:

(χ(1))†(x, λ∗) = χ(2)(x, λ), (χ(4))†(x, λ∗) = χ(3)(x, λ),

J1χ
(1)(x,−λ)J1 = χ(2)(x, λ), J1χ

(4)(x,−λ)J1 = χ(3)(x, λ),

J2χ
(1)(x, 1/λ)J2 = χ(4)(x, λ), J2χ

(2)(x, 1/λ)J2 = χ(3)(x, λ).

(61)
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Ω1

Ω2

Ω3

Ω4

Figure 1. Continuous spectrum of L, case b).

Remark 2 Just like in the previous case (see remark 1 the Riemann-Hilbert problem
allows singular solutions as well. which correspond to discrete eigenvalues of the Lax
operator L. So, like before, generic eigenvalues form octuplets: if µ1 is an eigenvalue,
then ±µ1, ±µ∗

1, ±1/µ1 and ±1/µ∗
1 are eigenvalues too. Since now the unit circle is

part of the continuous spectrum of L we can not have discrete eigenvalues on it, but
we still can have quadruplets of eigenvalues on the imaginary axis ±iη2 and ±i/η2,
η2 6= ±1 and real.

4.3. Asymptotics of fundamental analytic solution for λ→ ∞
Below we will need the matrix g1(x, t) which diagonalize the potential L1(x, t):

L1g1 = g1(x, t)K1, K1 =





1 0 0
0 0 0
0 0 −1



 ,

g1 =
1√
2





1 0 −1

u∗
√
2v u∗

v∗ −
√
2u v∗



 , g−1
1 =

1√
2





1 u v

0
√
2v∗ −

√
2u∗

−1 u v



 ,

(62)

a ≡ g1,xg
−1
1 =





0 0 0
0 u∗xu+ vxv

∗ u∗xv − vxu
∗

0 v∗xu− uxv
∗ v∗xv + uxu

∗



 . (63)

For λ→ ∞ we have to solve the equation

i
dχas

dx
+ λL1χas(x, λ) = 0 (64)

and determine the asymptotic behavior of χas(x, λ) for λ→ ∞. We introduce:

χ̃as(x, λ) = g−1(x)χas(x, λ)e
−iK1λx, (65)

which satisfy:

i
dχ̃as

dx
− ig−1

1,xg1χ̃as(x, λ) + λ[K1, χ̃as(x, λ)] = 0. (66)

With properly chosen asymptotic conditions χ̃as(x, λ) will provide the asymptotics of
the fundamental analytic solution. Therefore it will allow an asymptotic expansion of
the form:

χ̃as(x, λ) =

∞
∑

s=0

λ−sχ̃k,as(x). (67)
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Inserting this expansion into eq. (66) for the first two coefficients of χ̃as(x, λ) we get:

[K1, χ̃0,as(x)] = 0

i
dχ̃0,as

dx
− ig−1

1,xg1χ̃0,as(x) + [K1, χ̃1,as(x)] = 0,

i
dχ̃1,as

dx
− ig−1

1,xg1χ̃1,as(x) + [K1, χ̃2,as(x)] = 0.

(68)

Thus we conclude that χ̃0,as(x) must be a diagonal matrix of the form:

χ̃0,as(x) = diag
(

ep(x), e−2p(x), ep(x)
)

, p(x) =
1

2

∫ x

±∞

dy(u∗uy + v∗vy), (69)

and for the off-diagonal part of χ̃f
1,as(x) we have

χ̃f
1,as(x) =

i

2





0
√
2(vux − uvx)e

−p (u∗ux + v∗vx)e
p/2

−
√
2(u∗v∗x − v∗u∗x)e

p 0 −
√
2(u∗v∗x − v∗u∗x)e

p

−(u∗ux + V ∗vx)e
p/2

√
2(vux − uvx)e

−2p 0



 (70)

As a result the asymptotic behavior of χ(x, λ) for λ→ ∞ is given by:

χ(x, λ) ≃
λ→∞

g−1
1

(

χ̃0,as(x) +
1

λ
χ̃1,as(x) + · · ·

)

eiK1λx. (71)

Thus we conclude that the fundamental analytic solution χ± do not allow canonical
normalization for λ → ∞. This difficulty can be overcome by applying a suitable
gauge transformation.

The asymptotic behavior of χ̃as(x, λ) for λ → 0 can be derived in a similar way.
One can also use the involution that maps λ into 1/λ.

5. The Wronskian relations and the squared solutions

Consider
(

iχ−1Bχ(x, λ) − iB
)∣

∣

∞

x=−∞

=

∫ ∞

x=−∞

dx
(

χ−1(λ[L1, B] + λ−1[L−1, B] + iBx)χ(x, λ) − iBx

)

,
(72)

where B(x, λ) is for now arbitrary function. We will use below two choices for B: the
first one will be B = J0 where J0 is a constant diagonal matrix; then

(

iχ−1J0χ(x, λ) − iJ0
)∣

∣

∞

x=−∞
=

∫ ∞

x=−∞

dx
(

χ−1([λL1 + λ−1L−1, J0])χ(x, λ)
)

, (73)

The second choice is B(x, λ) = λL1(x) + λ−1L−1(x) which results in:
(

iχ−1(λL1 + λ−1L−1)χ(x, λ)
)∣

∣

∞

x=−∞

=

∫ ∞

x=−∞

dx
(

χ−1(i(λL1,x + λ−1L−1,x)χ(x, λ)
)

,
(74)

A second class of Wronskian relations contain the variation of the fundamental
analytic solutions due to variations of the potentials L±1.

i
δχ

dx
+ (λL1 + λ−1L−1)δχ(x, λ) + (λδL1 + λ−1δL−1)χ(x, λ) = 0. (75)
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Thus we obtain:

iχ−1δχ(x, λ)
∣

∣

∞

x=−∞
= −

∫ ∞

x=−∞

dx
(

χ−1((λδL1 + λ−1δL−1))χ(x, λ)
)

, (76)

The left hand sides of the Wronskian relations are expressed in terms of the
scattering data and their variations. The right hand sides can be viewed as Fourier-
type integrals. To make this obvious we take the Killing form of the Wronskian
relations above with the Cartan-Weyl generators.

Let us take the Killing form of eq. (73) with one of the Cartan-Weyl generators
Eα, assume that J0 = ϕ2(J0) and use the invariance of the Killing form to get:

〈

iχ−1J0χ(x, λ) − iJ0, Eα

〉∣

∣

∞

x=−∞

=

∫ ∞

x=−∞

dx
〈

χ−1
(

λ[L1, J0] + λ−1[L−1, J0]
)

χ(x, λ), Eα

〉

=

∫ ∞

x=−∞

dx
〈

[L1, J0], (λeα(x, λ) + λ−1ϕ2(eα)(x, λ))
〉

=

∫ ∞

x=−∞

dx 〈[L1, J0],Φ1(x, λ)〉

(77)

where

Φ1(x, λ) = λeα(x, λ) + λ−1ϕ2(eα)(x, λ), (78)

and

eα(x, λ) = χ−1Eαχ(x, λ). (79)

Similarly, taking the Killing form of eq. (74) with Eα and using the invariance of
the Killing we find:

〈

iχ−1(λL1 + λ−1L−1)χ(x, λ), Eα

〉∣

∣

∞

x=−∞

= i

∫ ∞

x=−∞

dx
(

(λL1,x + λ−1L−1,x), eα(x, λ)
)

,

= i

∫ ∞

x=−∞

dx 〈L1,x,Φ1(x, λ)〉 .

(80)

Finally, for the second class of the Wronskian relations we have:

i
〈

χ−1δχ(x, λ), Eα

〉∣

∣

∞

x=−∞
= −

∫ ∞

x=−∞

dx
〈

(λδL1 + λ−1δL−1), eα(x, λ)
〉

= −
∫ ∞

x=−∞

dx 〈δL1,Φ1(x, λ)〉
(81)

The Wronskian relations are the main tool in analyzing the mapping between
the scattering data and the potentials L±1(x) of L. Indeed, taking χ(x, λ) to be a
fundamental analytic solution of L we can express the left hand sides of eq. (80)
(resp. (81)) through the Gauss factors S±, T∓ and D± (resp. through the Gauss
factors and their variations). The right hand side of eq. (80) (resp. (81)) can
be interpreted as a Fourier-like transformation of the potential L1(x) (resp. of the
variation δL1(x)). As a natural generalization of the usual exponential factors there
appear the ‘squared solutions’ Φ1(x, λ). The ‘squared solutions’ are analytic functions
of λ which is important in proving the fact that they form a complete set of function
in the space of allowed potentials of L.
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6. Conclusions

We analyzed the reductions of integrable equations on A.III-symmetric spaces and
constructed the FAS for the corresponding Lax operator (21), (22) with N = 3. These
results can be generalized for N > 3, as well as for other classes of symmetric spaces,
such as A.II, D.III, C.I, BD.I.
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