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Abstract 
 

Planning is an integral part of many behavioural aspects related to 
transportation: residential relocation, activity and travel scheduling, route choice, 
etc. People make plans and then select actions to execute those plans. The plans 
are inherently dynamic. They evolve due to situational constraints and contextual 
factors, experience, inertia, or changing preferences. As a result, the chosen 
actions might be different from those initially planned.  

In this paper, we present the methodology to model the dynamics of choices 
using a two-layer decision hierarchy (choice of a plan and choice of action 
conditional on the plan) and its dynamics. This framework, based on Hidden 
Markov Model principles, assumes that the plan at every time period depends on 
the plan at the previous time period and the actions taken in the previous time 
periods as well as other variables including the characteristics of the decision 
maker. The dynamics in the observed actions are explained by the dynamics in the 
underlying latent (unobserved) plans. The methodology is demonstrated by 
modelling the dynamics associated with the driving decisions as the drivers enter a 
freeway. The model is estimated using disaggregate trajectory data and validated 
in a microscopic traffic simulator. 

  
Keywords: latent plan, dynamic choice, driving behaviour 

* Corresponding author, T: +88-029665650, F: +88-8613026, cfc@alum.mit.edu  
† T: +01-617 253-5324, F: +01-617 253-0082, mba@mit.edu 
Ŧ T: +961-1-350000 Ext. 3431, F: +961-1-744462, ma202@aub.edu.lb  

 
 

 

 
 

 

http://www.jocm.org.uk/


Choudhury et al., Journal of Choice Modelling, 3(2), pp. 50-70   

 

1 Introduction  

 
In many situations, individual travel behaviour results from a conscious planning 
process. People plan ahead several aspects of their travel choices: their route to a 
particular destination, their daily travel behaviour, their weekly activity participation 
patterns, their next residential location, and so on. They then select actions to 
execute their plans. While these plans determine the action choice set and guide the 
actions, the plans themselves are often unobserved (latent). Further, these plans and 
actions take place in a dynamic environment where individuals’ goals, resulting in 
plans, as well as external conditions are subject to change. People may consider 
several alternatives to come up with a plan, but the actions that they end up 
executing might be different from what they have initially planned. This evolution 
in plans could be due to several factors. First, situational constraints, contextual 
changes and information acquisition might lead one to revise his/her plan. For 
example, an unusual level of congestion might lead a traveller to revise his/her 
planned time of travel or route (see, for example, Mahmassani and Liu 1999). 
Second, people’s plans are influenced by past experiences. As individuals gain 
experience, their plans could change as well. For example, a negative experience 
might lead one to avoid the same plan in future situations (Chapin 1974, Redelmeier 
et al. 2003). Third, people may adapt to their environment, resulting in inertia in 
their plan choice. An example is the decision to maintain the same residential 
location for several years due to adaptation to the surroundings (McGinnis 1968). 
Another example is the choice of a deliberative or strategic decision protocol for 
non-habitual behaviours and a less deliberative protocol for habitual behaviours 
(Verplanken et al. 1998, Neal et al. 2006). Fourth, people may change their plans 
due to changing or time-inconsistent preferences caused, for example, by hyperbolic 
time discounting or the presence of visceral factors (Loewenstein and Angner 
2003). People, aware of their changing preferences, could make commitments to 
reduce the temptation to change plans (Strotz 1955-1956). Capturing such 
evolutions of plans and resulting actions is key to understanding behavioural 
dynamics. 

In this paper, we extend our previous work on latent plan models (Ben-Akiva 
et al. 2006, 2007) and present the methodology to model the dynamics of choices 
using a two-layer decision hierarchy (choice of a plan and choice of action 
conditional on the plan) and its dynamics using the framework of a first-order 
Hidden Markov Model (HMM) (Baum and Petrie 1966, Baum 1972). The 
methodology is demonstrated by modelling the dynamics associated with the 
decisions of drivers entering a freeway from an on-ramp. The model is estimated 
using disaggregate trajectory data extracted from video observations and validated 
in a microscopic traffic simulator. 
 

2 Modelling Planning Behaviour 
 
The problems regarding modeling planning and decision making under uncertainty 
have been addressed by researchers in many different fields, including artificial 
intelligence, economic analysis, operations research and control theory.  

    Artificial intelligence planning algorithms are concerned with finding the 
course of action (plans or policies) to be carried out by some agent (decision maker) 
to achieve its goals. In the classical case, the aim is to produce a sequence of actions 
that targets to guarantee the achievement of certain goals when applied to a 
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specified starting state. Decision-theoretic planning (DTP) (Feldman and Sproull 
1977) is an attractive extension of the classical artificial intelligence planning 
paradigm that selects courses of action that have high expected utility. These models 
capture the risks and tradeoffs of different plans rather than guaranteeing the 
achievement of certain goals. However, in many practical cases, calculation of 
expected utility involves evaluation of numerous possible plans and it is usually not 
feasible to search the entire space of plans to find the maximum utility plan. With 
increasing planning horizon, computing the expected utility of a single plan can also 
be prohibitively expensive since the number of possible outcomes from the plan can 
be very large (Blythe 1999). Some other assumptions in artificial intelligence 
planning algorithms such as complete knowledge of the initial state and completely 
predictable effects of actions have also been challenged by researchers, for instance, 
in conditional planning (Peot and Smith 1992) and probabilistic planning 
(Kushmerick et al. 1994).  

Dynamic programming techniques have been applied to model the planning 
behaviour in partially observable settings (Smallwood and Sondik 1973). In cases 
with partially observable current states, past observations can provide information 
about the system's current state and decisions are based on information gleaned in 
the past. The optimal policy thus depends on all previous observations of the agent. 
These history-dependent policies can grow in size exponentially with the length of 
the planning horizon. While history-dependence precludes dynamic programming, 
the observable history can often be summarized adequately with a probability 
distribution over the current state, and policies can be computed as a function of 
these distributions (Astrom 1965). 

Markov Decision Processes (MDP) (Bellman 1957) assumes that current state 
transitions and actions depend only on the current state and are independent of all 
previous states. This significantly improves the computational tractability. Recent 
research on DTP has explicitly adopted the MDP framework as an underlying 
model (Dearden and Boutilier 1994, Barto et al. 1995, Boutilier et al. 1995, 
Boutilier et al. 1999, Dean et al. 1995, Simmons and Koenig 1995, Tash and Russell 
1994), allowing the adaptation of existing results and algorithms for solving MDPs 
from the field of operations research to be applied to planning problems. The 
tradeoffs using MDP based utility discounting methods have been reviewed in detail 
by Rao (2006).   

In the artificial intelligence context, the utility of a plan is based on the 
reward and cost values associated with the actions constituting the plan (Boutelier et 
al. 1999). Boutelier et al. describe two approaches for calculating the utility 
function: the time-separable approach and the additive approach. In the time-
separable approach, the utility is taken to be a function of costs and rewards at each 
stage, where the costs and rewards can depend on the stage t, but the function that 
combines these is independent of the stage, most commonly a linear combination or 
a product (see Luenberger 1973 for details). A value function is additive if the 
combination function is a sum of the rewards and cost function values accrued over 
the history of stages. Thus, in both cases, the derivation of the utility functions 
associated with the plans and actions does not involve any rigorous calibration 
framework.  

Baum and Petrie (1966) proposed the Hidden Markov Model (HMM) 
framework where the system being modeled is assumed to be a Markov process 
with unknown parameters. The challenge in this framework is to determine the 
hidden parameters from the observable parameters. This is illustrated in Figure 1  
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j1 

l0 
…

j2 jT 

 
Figure 1. First-order Hidden Markov Model (adapted from Bilmes 2002) 

where latent plans l affect observed actions j and evolve over time t. 
The HMM framework has been used in various applications including speech 

recognition (Rabiner 1989, Baker 1975, Jelinek 1976), machine translation (Vogel 
et al. 1996), bioinformatics (Koski 2001), and the evolution of health and wealth in 
elderly people (Ribeiro 2004, Adams et al. 2003). However, its use in these 
applications has generally been to model certain processes that do not involve 
behavioral states. In other words, these applications do not involve choice or 
decision making of individuals. 

To summarize, planning models in different research fields address the 
dynamics of planning through various approaches. While the assumptions and 
perspectives adopted in these areas differ in substantial ways, Markovian 
approaches are widely used to capture the model dynamics in a tractable manner. 
However, these models do not focus much on the behavioural aspect of choice or 
decision making and the methods reviewed in this section are not directly applicable 
to modeling the evolution of the unobserved driving decisions. But they form the 
basis of the modeling methodology proposed in the next section. 

 

3 Latent Plan Models 
 
The general framework of latent plan models is schematically shown in Figure 2. At 
any instant, the decision maker makes a plan based on his/her current state. The 
choice of plan is unobserved and manifested through the choice of actions given the 
plan. The actions are reflected on the updated states.   

 

Figure 2. General decision structure of latent plan models 
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The key features of the latent plan model are as follows: 
 

•   Individuals choose among distinct plans (targets/tactics). Their subsequent 
decisions are based on these choices. The chosen plans and intermediate choices 
are latent or unobserved and only the final actions (manoeuvres) are observed. 

 
•   Both the choice of plan and the choice of action conditional on the plan can be 

based on the theory of utility maximization. The interdependencies and causal 
relationships between the successive decisions of an individual result in serial 
correlation among the observations.  

 
•   The observed actions of the individuals depend on their latent plans. The utility 

of actions and the choice set of alternatives may differ depending on the chosen 
plan.  

 
•   The choice of the plan at a particular time may depend on previous plans and 

actions. For example, persistence and inertia effects may affect the choice 
whether or not to continue to follow the original plan or to shift to an alternative 
one. Thus, the choice of plans and actions can lead to state-dependence in the 
decision process. 

 
•   The current plan can also depend on anticipated future conditions and may 

include expected maximum utility (EMU) derived from the decisions involved 
with the execution of the plan. 

 
In the dynamic latent plan model, state-dependence is explicitly taken into 
consideration. That is, selection of plan l by individual n at time t is influenced by 
his/her previously chosen plans and actions. The overall framework of dynamic 
latent plan models is presented in Figure 3.  

     
 

( )ntl

( )ntj

( )ntX ( )nυ

2( , ,..., )n1 n n t-1l l l

2( , ,..., )n1 n n t-1j j j

 

Figure 3. Model framework of latent plan models with state-dependence 
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As shown in the figure, the plan of an individual n at any instant t  is influenced 

by explanatory variables and individual-specific characteristics. The attributes of the 

alternatives 

( )ntl

( nt )X  are generally observed but the individual-specific characteristics 

associated with the individual  are generally unobserved or latent. For example, 

in the case of lane selection behaviour, attributes of the alternatives (target lanes) 
like average speed, density, lead and lag vehicle characteristics, etc. are observed 
and driver characteristics like aggressiveness, driving skills, planning horizon, etc. 
are latent. These latent variables can be discrete or continuous. Characteristics of the 
driver such as planning capability, for example, can be represented by discrete 
classes of drivers (e.g. drivers who plan ahead and drivers who do not). Continuous 
latent variables include attitudes, perceptions, and personality traits of the individual 
(e.g. impatience, aggressiveness, planning horizon, etc.). The actions of the 
individuals depend on the chosen plan as well as the observed and latent 
explanatory variables. These individual specific variables remain the same for all 
decisions of the same individual across time and choice dimensions (agent effect). 
The plan at time t is influenced by previous plans ( and previous 

actions in addition to the current attributes of the alternatives and 

individual-specific characteristics. The observed choices/actions depend on the 
previously chosen plans and actions as well as the current plan, attributes of the 
alternatives, and individual-specific characteristics. 

( )nυ

1 2, ,...,n nl l -1)n tl

1 2, ,...,n nj j -1( )n tj

4 Model Formulation 

4.1 Probability of Trajectory 
 
The trajectory of an individual includes a series of observed actions. 
Let, 

( 1: 1 1: 1| , ,n t t t nP l l j υ− − )

)

= conditional probability of individual n selecting plan l at time 

t  

( ntttn jljP υ,,| 1:1:1 −  = conditional probability of individual n selecting action j at 

time t  

nL     = plans in the choice set of individual n 

 
where, 1:t is shorthand for 1,2, …, t-1, t. 

 
At time t for individual n, the probability of observing a particular action j is the 
sum of probabilities that he/she is observed to execute action j given that the 
selected plan is l, over all sequences of plans that could have led to plan l. 
 

( ) ( ) (
1

1: -1 1: 1: 1 1: 1 1: 1
( , , )

| , | , , | , ,
t

n t t n n t t t n n t t t n

l l

P j j P j l j P l l jυ υ− −
…

= ∑ )υ−             (1) 

 

The number of possible sequences in the summation of Equation 1 is 
T

l , where l  

denotes the maximum cardinality of the set of discrete plans over all decision 
instances. Except for degenerate cases with a very small choice set of plans or a 
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very short observation period, modeling all possible sequences is thus prohibitively 
expensive.  

Application of a first order Hidden Markov Model (HMM) (Baum and Petrie 
1966, Baum 1972) based solution approach simplifies the problem of estimating the 
model with a large number of latent plans and/or observation periods. HMM is 
represented graphically in Figure 4, in which the upper level represents the 
evolution of the plans from an initial plan at time 0 (denoted as l0) to a final plan at 
time T denoted as lT. The plan at every time period is determined only by the plan at 
the previous time period (first-order Markov model) and may be affected by the 
action taken in the previous time period (experience). The lower level represents the 
observed actions. An action at a given time period is determined only by the plan 
during the same time period. Also, the dynamics in the observed actions are 
explained by the dynamics in the underlying latent or unobserved plans (Hidden 
Markov Model). 

 The first order HMM assumption thus enables us to simplify the 
specification of the choice of plan and choice of action. This can be expressed as 
follows: 
 

Plans: The plan at a given time period depends only on the plan of the previous 
time period and all previous actions. The expression for the choice probability of a 
plan in the current time period, under the above assumptions, is as follows: 
 

( ) (1: -1 1: -1 1 1: 1, , , ,n t t t n n t t t nP l l j P l l jυ − −= )υ

υ

υ

                                (2) 

 

Actions: The dynamics in the observed actions are caused by the dynamics in the 
latent plans. That is, past plans and past actions affect the current actions through 
the choice of current plan and there is no direct causal effect of past plans and past 
actions on the current actions. Therefore, conditional on the plan, the action 
observed at a given time period is independent of the plans and actions observed at 
previous time periods; it is only dependent on the current plan. 
  

( ) ( )1: 1: 1| , , | ,n t t t n n t t nP j l j P j lυ− =                        (3) 

 
The model framework is presented in Figure 5. Under these assumptions, the 
probability of observing a particular action j at time t can be expressed as follows: 
 

( ) ( ) ( )
1

1: -1 1 1: 1
( , , )

| , | , | , ,
t

n t t n n t t n n t t t n

l l

P j j P j l P l l jυ υ − −
…

= ∑         (4) 

 

 

lT l2 l1 

j1 

l0 
…

j2 jT 

 
Figure 4. First-order Hidden Markov Model 

(latent plans l affect observed actions j and evolve over time t) 
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The joint probability of a sequence of actions of an individual n over a time horizon  
can be expressed as follows: 
 

( ) ( ) ( ) ( ) ( )
( )1

1 1 1 1 0

, ,

, , | , , , , ,
n n n n

Tn

n T n n n T T n n n n T T T

l l

P j j P j l P j l P l l P l l jυ υ υ υ −

…

… = ∑ 1 1: -1n n nυ

  

( ) ( ) ( ) ( ) ( ) ( )
1 1

1 1: 1 1 1 2 1 1 1 1 1 0, , , , , , ,
n n n n n n n

T Tn n

n T T n n T T T n n T T n n n n n n n

l l l

P j l P l l j P j l P l l j P j l P l lυ υ υ υ υ
−

− − − −=∑ ∑ ∑ ,υ

                                                                  (5) 

 

where, the initial plan  is assumed to be fixed or, if random, can be assumed to be 

handled through specific methods designed for dealing with initial conditions 
problems in this context (see for example Wooldridge 2005). The above 
simplification reduces the order of complexity for computing the probability from 

0l

( T
O l )  to , where ( )O lT l  denotes the maximum cardinality of the set of discrete 

plans over all decision instances. 
The unconditional choice probabilities of observing the sequence of decisions 

are given by:  
 

( ) ( ) ( )1 2 1 2, ,.. , ,.. |
nn T n TP j j j P j j j f d

υ

υ υ= ∫ υ  (6) 

   

where, ( )f υ denotes the distribution of the individual-specific random effect. The 

model formulation is further detailed in Choudhury (2007).  
 

 
Figure 5. Model framework with state-dependence 

 

 
 

57



Choudhury et al., Journal of Choice Modelling, 3(2), pp. 50-70   

 

4.2 Specification 
 
The probabilities of choice of plan and action can be calculated using a utility-based 
choice framework. The specifications of these utilities are discussed below. 
 
Choice of Plan 
 
With HMM assumptions, the choice of the plan at time t in the state-dependent case 

depends on the choice of plan in the previous time period  and all previous 

actions ( . As in the case without state-dependence, the choice of the plan can 

be a function of attributes of the plan and individual-specific characteristics, and 
may include expected maximum utility (EMU) derived from the decisions involved 
with executing that plan. The utility of latent plan l for individual n at time t can 
therefore be expressed as follows: 

( -1n tl )
)1: -1n tj

 

( )

( )( )
1: -1-1, , , , ,

E max
l

n t

l

lnt ln t n t lnt n lnt

lnt 1 lnt 2 lnt j lnt J nt

  j  U U X l I

I = U ,U ,...,U ,...,U

υ ε=
          (7) 

 
where,  
Xlnt = attributes of plan l for individual n at time t 
Uj lnt = utility to individual n from action j at time t under plan l 

 
Choice of Action 
 
According to the HMM assumption, the action observed at a given time period 
depends on the current plan. The plan and action of previous time periods affect the 
current action through the current plan. The utility of action j under plan l can 
therefore be expressed as follows: 
 

( ), , ,jlnt jln t nt n jlntU U X l υ ε= (8) 

           
where,  
Xjlnt = attributes of action j under plan l at time t 
υn = individual-specific random effect 
εjlnt = random utility component of action j and plan l at time t 
 

The specification of the conditional probabilities of plan ( )( )ntttn jllP υ,,| 1:11 −−  and 

action (( nttn ljP ))υ,|  will depend on the assumptions made regarding the 

distribution of the random utility components of Ulnt and Ujlnt. For example, if the 
random components are independently and identically extreme value distributed, 
then the kernel of the choice model will be logit. 

5 Application 

The methodology of developing dynamic latent plan models has been demonstrated 
by a driving behaviour model for traffic microsimulators.  
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    An accurate representation of driving behaviour is essential for testing the 
efficacy of various traffic management strategies. Capturing the dynamics of plans 
and actions is critical for a realistic representation of driving behaviour in many 
situations, particularly if there are intensive interactions among drivers. Examples 
include high-density traffic in freeway exits or merging sections. A dynamically 
changing latent plan model for the behaviour of merging drivers in congested traffic 
situations has been developed in this regard. This was motivated by the findings of 
the Next Generation Simulation (NGSIM) study on Identification and Prioritization 
of Core Algorithm Categories where merging models in congested scenarios have 
been identified by the users as a weak point of traffic micro-simulation tools 
(Alexiadis et al. 2004). 

    Traditional merging models are based on the concept that drivers merge 
when an ‘acceptable gap’ emerges. However, in congested situations, acceptable 
gaps are often unavailable and more complex merging phenomena are observed. 
Drivers may merge through courtesy of the lag driver in the target lane or become 
impatient and decide to force in, compelling the lag driver to slow down. Thus, 
drivers’ plans involve selection of the merging tactic and affect subsequent merging 
behaviour. However, the chosen plan is unobserved and only the action, the 
execution of the merge through gap acceptance, is observed. The acceptable gaps 
for completion of the merge at any instant depend on the plan at that time. For 
example, acceptable gaps are smaller in the case of courtesy merging compared to 
normal merging since there is less risk. The plan may evolve dynamically as the 
immediate execution of the chosen merging plan may not be feasible. A driver may 
begin with a plan of normal merging and then change to a plan of forced merging as 
the merging lane comes to an end. The probabilities of transitions from one plan to 
another are affected by the risk associated with the merge and the characteristics of 
the driver such as impatience, urgency, and aggressiveness (latent) as well as a 
strong inertia to continue the previously chosen merging tactic (state dependence). 
These effects are captured by variables such as relative speed and acceleration of the 
mainline vehicles, delay associated with the merge, density of traffic, remaining 
distance to the end of the merging lane, etc.   

    The decision framework is presented in Figure 6 and detailed in Choudhury 
et al. (2007a) and Choudhury (2007). In the trajectory data, only the final execution 
of the merge is observed but the sequence of tactics used for the merge are 
unobserved. A Hidden Markov Model formulation as proposed in Section 4 is used 
for formulating the likelihood of the observations. 
 

5.1 Estimation 
 
All model parameters - the parameters of the gap acceptance models, the plan/state 
transition models and the agent effect (reflecting driver heterogeneity) - are 
estimated simultaneously with detailed vehicle trajectory data from I-80 California 
(Cambridge Systematics 2004) using the maximum likelihood technique within the 
GAUSS 7.0 estimation software (Aptech Systems 2003). Estimation results show 
that the inclusion of the three merging tactics and the associated differences in 
critical gaps are justified by the data. A summary of the estimation results is 
presented below. The detailed estimation results are presented in Choudhury et al. 
(2007a). 
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Figure 6. Framework of the merging model 
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5.1.1 Choice of Merging Tactics (Plan) 
 
The default plan of the driver is to merge by normal gap acceptance. If a normal gap 
acceptance is not possible and the driver perceives that the lag driver is slowing 
down to show courtesy, he/she switches to the courtesy merging plan. Further, if the 
driver perceives that the lag driver is not slowing down, he evaluates the decision of 
whether or not to switch to the forced merging plan. If the driver does not initiate a 
courtesy or a forced merge, the plan remains to merge by normal gap acceptance. 
The transition probabilities from one plan to another (i.e. normal to courtesy and 
normal to forced) are discussed in the following sections.  
 
Courtesy Merging Plan 

 
The merging driver evaluates the position, speed, and acceleration of the lag driver 
in the merging lane and tries to infer the future position of the lag driver. The 
courtesy or discourtesy of the lag driver is reflected in the ‘anticipated gap’ which is 

defined as the total gap after time nτ  (anticipation time) and can be expressed as 

follows: 
 

)aa()VV(YGG)(G lag

nt

lead

ntn

lag

nt

lead

ntnn

lag

nt

lead

ntnnt −+−+++= 2

2

1
τττ (9) 

 
where, for individual n at time t,  

ntG = anticipated gap (m) 

nY = length of the subject vehicle (m) 
lead

ntG ,  = available lead and lag spacing, respectively, (m) lag

ntG
lead

ntV ,  = lead and lag speeds, respectively, (m/sec) lag

ntV
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lead

nta ,  = lead and lag accelerations, respectively, (m/sec2) lag

nta

 
The anticipated gap is compared against the critical anticipated gap and if deemed 
acceptable (that is if the anticipated gap is larger than the critical anticipated gap), 
the merging driver perceives that he/she is receiving courtesy from the lag driver 
and initiates a courtesy merge. Critical gaps are assumed to be log-normally 
distributed (a better fit than other non-negative distributions). The mean of the 
distribution is a function of explanatory variables: the relative lag speed, remaining 
distance, and density of the traffic stream. This can be expressed as follows: 
 

( ) ( )ln , , ,A A

nt nt n ntG G X υ β α ε= +A A
(10) 

 
where,  

A

ntG  = critical gap of individual n at time t for anticipated gap acceptance 

ntX  = explanatory variables 

nυ  = individual-specific random effect: ( )1,0~ Nnυ   
A

ntε  = random term for anticipated gap acceptance: ( )2,0~ A

A

nt N σε   
Aβ ,  = parameters for anticipated gap acceptance Aα

 
The probability of individual n initiating a courtesy merge (i.e. switching to a 
courtesy merging plan) at time t can be expressed as follows:  
 

( )
( )( ) ( )

( , )

( ) | ,

ln

n nt t

A
ntn n nt t

A
nt n nt

A

P C| Ml l

P G G l M

G - G
=

σ

υ

τ υ

τ

= =

= > =

⎡ ⎤
⎢ ⎥

Φ ⎢ ⎥
⎢ ⎥⎣ ⎦

n

(11) 

 
where,  

tl  = Plan at time t: M = Normal, C = Courtesy  

 
The critical anticipated gap is larger at higher lag speeds (indicating lower 
probabilities of adopting courtesy merging plan in such situations). It decreases as 
the remaining distance decreases and it is smaller for aggressive drivers than timid 
drivers. Courtesy yielding/merging more commonly occurs in dense traffic 
conditions and hence the probability of merging through courtesy increases with the 
density of mainline traffic. The critical anticipated gap therefore decreases with 
density of traffic in the rightmost mainline lane. 
 
    The estimated critical anticipated gap was found to be as follows: 
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where,  
A

ntG  = critical anticipated gap for initiating courtesy merge (m) 
lag

ntVΔ  = relative speed of the lag vehicle with respect to the subject (m/sec) 

ntd  = remaining distance to the mandatory lane changing point (10 m) 

ntρ  = density in the rightmost lane of the mainline (veh/10 m) 

 nυ  = unobserved driver characteristics 
A

ntε  = random error terms, ( )20106.0,0~ NA

ntε   

 
Forced Merging Plan 

 
If the driver perceives that a normal lane change is not possible and there is no 
courtesy yielding of the lag driver (anticipated gap is not acceptable), the driver 
chooses whether or not to initiate a forced merge. This is assumed to follow the 
following binary logit form:  
 

( )
( )

,
1

1 exp
n nt t F F

nt n

P F Ml l
X

υ
β α υ

= = =
+ − −

(13) 

 
where, 

tl  = Plan at time t: M = Normal, F = Forced  
Fβ , = parameters for forced merging  Fα

 
The decision whether to initiate a forced merge or not was found to be dependent on 
the aggressiveness of the driver and whether the lag vehicle in the mainline is a 
heavy vehicle or not. In particular, the coefficient of aggressiveness was found to 
have a significant impact on the decision to initiate a forced merge. If the lag is a 
heavy vehicle, the probability of initiating a forced merge decreases, as the driver 
perceives a higher risk in undertaking such a maneuver. The variable remaining 
distance (urgency of the merge) and delay (impatience) of the driver were assumed 
to impact forced merge, but the estimated coefficients of these two variables did not 
have the expected signs. This may be due to the fact that in the estimation dataset, 
many of the forced merges actually occurred in the beginning of the section as 
opposed to the end.  

    The estimated probability of initiating a forced merge was found to be as 
follows: 

 

( )
( )

,
1

1 exp 6.41 1.25 5.43
n nt t hv

nt n

P F Ml l υ
δ υ

= = =
+ + − (14) 

 
where,  

hv

ntδ  = heavy lag vehicle dummy, 1 if the lag vehicle is a heavy vehicle, 0 otherwise 

    
It is assumed that once the driver adopts a courtesy or forced merging plan, he/she 
continues to pursue it unless there is a significant change in situation (e.g. change in 
lead or lag vehicle associated with the gap).  
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5.1.2 Execution of the Merge (Action) 
 
The driver decides whether or not to complete the merge by accepting the available 
gap based on the respective lead and lag critical gaps. The acceptable (critical) gaps 
are compared against the available gaps in this regard. The critical gaps are assumed 
to follow lognormal distributions and can vary depending on the chosen plan; e.g. 
the critical gap may be smaller for courtesy merging than normal merging. The 
mean gap is assumed to be a function of explanatory variables and can be expressed 
as follows:  
 

( ) ( ) pg

nt

pgpgpg

nnt

pg

nt XGG εαβχυ += ,,,,ln  

{ }lagleadg ,∈ ,  ( ) ( ) ( ){ }FCMp  Forced,Courtesy , Normal∈
(15) 

 
where, 

pg

ntG  = critical gap g associated with plan p 

      ,   { }lagleadg ,∈ ( ) ( ) ( ){ }FCMp  Forced,Courtesy , Normal∈

ntX  = vector of explanatory variables 

nυ  = individual-specific random effect: ( )1,0~ Nnυ  
pgχ , ,  = parameters for gap acceptance g under plan p pgβ pgα

pg

ntε  = random error for normal gap acceptance: ( )2,0~ pg

pg

nt N σε

)

)

  

 
A gap is considered to be acceptable under plan p if both lead and lag gaps are 
acceptable. The execution of the merge conditional on choice of plan p can therefore 
be expressed as follows: 
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(16) 

 
Gap acceptance can be affected by the interaction between the subject vehicle and 
the lead and lag vehicles in the adjacent lane. It can be also affected by the urgency 
of the merge that can be captured through the variable remaining distance or time to 
the mandatory lane changing (MLC) point. Candidate variables affecting execution 
of the merge (gap acceptance) include speed and acceleration of the subject, lead 
and lag vehicles, distance remaining to the MLC point on the ramp, type of vehicles, 
etc. For identification purposes, except for the constant and the unobserved driver 
characteristics, the coefficients of variables in these levels are restricted to be the 
same for the normal, courtesy and forced gap acceptance levels.  
The estimated probabilities are as follows: 
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where, 
 

plead

ntG ,  = lead and lag critical gaps for merging plan p, respectively plag

ntG

nυ  = individual-specific random effect: ( )1,0~ Nnυ   
pgχ , ,  = parameters for gap acceptance g under plan p pgβ pgα

plead

ntε  and  = random error terms associated with merging plan p plag

ntε

 
The lead critical gap increases with the average speed of the mainline. As the 
mainline average speed increases, the driver needs larger critical gaps to adjust the 
speed to the speed of the mainstream. However, the critical gap does not increase 
linearly with increasing average speeds in the mainline, rather it increases as a 

diminishing function , where, nt

avgV ′β ( )( )⎟
⎟
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Δ−+

=′
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1
,  

being the relative speed between the average mainline and the subject vehicle 
(m/sec). The lead critical gap is larger when the lead vehicle is moving slower than 
the subject since the driver perceives an increased risk when the lead is slowing 
down and he/she is getting closer to the lead vehicle. The lag critical gap increases 
with the relative lag speed: the faster the lag vehicle is relative to the subject, the 
larger the critical gap. The lag critical gap increases as the acceleration of the lag 
vehicle increases, due to the higher perceived risk of merging into the mainstream 
when the lag vehicle is accelerating. Both the lead and lag critical gaps decrease as 
the distance remaining to the mandatory lane changing point decreases. This is 
because as the driver approaches the point where the ramp ends, the urgency to 
make the merge increases and he/she is willing to accept lower gaps to merge. To 
capture drivers’ heterogeneity, an individual-specific random term has been 
introduced in the coefficient of the remaining distance. Aggressive and timid drivers 
can thus have different critical gaps, the remaining distance being equal. All other 
variables having no effect, the lead and lag critical gaps as a function of remaining 

avg

ntVΔ
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distance for aggressive drivers are much smaller than the gaps for timid drivers. 
Thus, aggressive drivers can find lead and lag gaps to be acceptable even when they 
are far from the MLC point. Estimated coefficients of the unobserved driver 

characteristics ( nυ ) are negative for both the lead and lag critical gaps. This implies 

that an aggressive driver requires smaller gaps for lane changing compared with a 
timid driver. 

    The estimation results show that all other things held constant, a driver is 
more willing to accept smaller lead and lag gaps when he/she is in the courtesy 
merging state than in normal or forced merging states. This is intuitive since in case 
of courtesy merging, the lag vehicle is slowing down and therefore, a smaller buffer 
space is sufficient. 

    The constant term for the lag critical gap for forced merging is smaller than 
for the normal and courtesy merges. However, the lead critical gap for the forced 
merging case is found to be larger than the case of the normal merge. This reflects 
the fact that once the driver has initiated a forced merge (pushed the front bumper 
establishing the right of way), the lead gap plays a dominant role in the completion 
of the merge. Once initiated, the forced merge is completed only when the lead gap 
is sufficiently large since the maneuver involves significantly higher risk than for 
normal gap acceptance.  
 

5.2 Validation 
 
To demonstrate the usefulness of inclusion of the latent plans, the estimation results 
were compared against a reduced form model with no latent tactics ( Lee 2006, 
Choudhury et al. 2007a). In the reduced form model, gap acceptance was modeled 
as an instantaneous single level decision that assumes the same critical gaps for 
normal, courtesy, and forced merging. The statistical comparison results are 
presented in Table 1. 

    Statistical tests indicated that the latent plan model has a significantly 
better goodness-of-fit compared to the reduced form model.  
 

Table 1. Comparison of Model Estimation Results 
Statistic Single Level (R) Combined 

Merging (U) 
Likelihood value -1639.69 -1609.65 

Number of parameters (K) 17 42 

Akaike information criteria (AIC) -1656.69 -1651.65 

Adjusted rho-bar square ( 2ρ ) 0.87 0.88 
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Both models were implemented in the microscopic traffic simulator MITSIMLab 
(Yang and Koutsopoulos 1996) and the performances in replicating traffic were 
compared in a different location using data from US 101, CA (Cambridge 
Systematics 2005). Different behavioural components of the traffic simulator were 
jointly calibrated using aggregate data collected from this site. A different set of 
aggregate data (not used for aggregate calibration) were used for validation 
purposes. The following measures of effectiveness were used in this regard: 

Both models were implemented in the microscopic traffic simulator MITSIMLab 
(Yang and Koutsopoulos 1996) and the performances in replicating traffic were 
compared in a different location using data from US 101, CA (Cambridge 
Systematics 2005). Different behavioural components of the traffic simulator were 
jointly calibrated using aggregate data collected from this site. A different set of 
aggregate data (not used for aggregate calibration) were used for validation 
purposes. The following measures of effectiveness were used in this regard: 
  

• Lane-specific flows • Lane-specific flows 
• Lane-specific speeds • Lane-specific speeds 
• Location of merges • Location of merges 

  
The results are summarized in Tables 2 and 3 and Figure 7. The results are summarized in Tables 2 and 3 and Figure 7. 

As seen in the tables and figure, the latent plan model was found to 
consistently perform better than the reduced model in simulating the observed 
traffic characteristics and had a much better representation of the actual congestion 
(Choudhury 2007, Choudhury et al. 2007b). 

As seen in the tables and figure, the latent plan model was found to 
consistently perform better than the reduced model in simulating the observed 
traffic characteristics and had a much better representation of the actual congestion 
(Choudhury 2007, Choudhury et al. 2007b). 
  

Table 2: Comparison of lane-specific counts Table 2: Comparison of lane-specific counts 

  
Single Level Single Level 
Model Model 

Combined Merging Combined Merging 
Model Model 

Improvement Improvement 

RMSE  
(vehicles/5 mins) 

19.18 13.22 31.07 % 

RMSPE (%) 12.18 7.52 38.26 % 
 

Table 3: Comparison of lane-specific speeds 

 
Single Level Model 

Combined Merging 
Model 

Improvement 

RMSE (m/s) 9.16 8.82 3.71 % 

RMSPE (%) 24.27 22.26 8.28 % 
 

  
Figure 7: Comparison of location of merges 
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6 Conclusion 
 
A general methodology and framework for modelling behaviours with unobserved 
or latent plans has been presented in this paper. The action at any time depends on 
the plan at that time. In dynamic contexts, the current plan can also depend on 
previous plans and actions as well as attributes of different plans, expected utilities 
of executing the plans and the characteristics of the individual. The computational 
tractability of the state dependent model is attained by using the HMM approach. 
Using the HMM principles, the modelling assumption reduces to the following: the 
current action only depends on the current plan; the current plan depends only on 
the previous plan. 

    The justifications for using the latent plan modeling approach are further 
strengthened by validation case studies using aggregate traffic data within the 
microscopic traffic simulator MITSIMLab (Yang and Kousopoulos 1996), where 
the simulation capabilities of the latent plan models have been compared against the 
performance of the ‘reduced form’ models. In all cases, the latent plan models better 
replicate the observed traffic conditions. 

    The concept of latent plan and the proposed framework have enormous 
potential in improving behavioural models in many other travel and mobility choice 
applications involving dynamically evolving ‘hidden’ decision layers and latent 
alternatives. Examples include residential location choice, route choice, shopping 
destination choice, activity participation, and travel behaviour models. The extent of 
the effect of latent planning on observed actions can however vary depending on the 
nature of choice situation and associated decision making. Application of the 
methodology in more diverse applications will therefore further validate the 
findings. 

    It may be noted that the loss of accuracy due to the HMM assumption (i.e. 
the plan at a given time period depends only on the plan of the previous time period; 
the current action depends only on the current plan) has not been tested in this 
application due to computational complexity. This may be evaluated in future 
research with a small subset of the dataset to further support the methodology. 
Another important direction of future research is to compare the methodology with 
a partially observable discrete Markov decision process (POMDP) where evaluation 
of optimal policies based on rational expectations is explicitly taken into account.  
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