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A significant proportion ofarly HCI researchwas guided byone veryclearvision: that the existingheory
base in psychologyand cognitive science could bealeveloped toyield engineeringtools for use in the
inter-disciplinary context of HCI design. Whilaterfacetechnologiesand heuristic methods fobehavioral
evaluation have rapidlgdvanced irboth capabilityand breadth oépplication, progreseowardsdeepertheory
has been modest. gase is presentddr developing new forms of theodyased aroundeneric‘systems of
interactors’. An overlappinglayeredstructure of macroand microtheories couldhen servenot only their
traditional explanatoryand predictive roles, but also tobind together contributions from thdifferent
disciplines. It is alsarguedthat novel routes to formalizingndapplying such theoriggrovide ahost, not
only of interesting, but also tractable problems for future basic research in HCI.
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1. Theory development in a boundless domain

In lessthan a quarter of a century information technologies and tiseirshave diversified
into an extraordinary range of socio-technieabsystemsScientific studies of HCI ran
alongsideeach advance in applicati@nd interfacedesign. Avirtual relay-baton of R&D
interest passed from line editors and programming applications, thconginand and WIMP
interfacesfor word processorand information retrievasystems,all the way to the current
range of favorites. These now include: intelligent agents, awareness serf@&€\i, virtual
environments, synthetic battlefieldspbile and wearableomputers, and, of course, games,
the world wide web, and embodied conversational characapetble of exhibiting emotion at
the interface.Few would disagree withthe proposition that the study of HCI is now
effectively a boundless domain.

At the outset, many shared the visionGzrd, Moran & Newell (1983)that step-by-step task
analysis could be combined with theories of the human information processing mechanism and
human knowledge representatiofhe productwould be engineering methods tsupport

design decision-making basegon soundtheory subjected teempirical validation. As
applications and interfaces diversifigde limitations of rather simple theoreti@Gdsumptions

about a prototypicaliser’scognitive mechanism, and tifie engineering methods they gave

rise to, became all-too-readily apparent. Riclays ofthinking aboutusers, tasks, systems,
contexts of use, and design processes were needed.

On theuser side, outooling diversified into situated action, ethnomethodology, distributed
cognition, activity theory and co-ordination scien¢e.g. see Suchman, 1986Malone &
Crowston, 1994). Theory-based evaluations of interface usability were often considered to be
of limited value(e.g. Landauer, 1987) and moktiman factorsvork continued relyon, or
improve, heuristic methods of empirical evaluation (e.g. Nielsen 1993). Designitssedilso
recognized as a complegxocess involvingmany trade-offs. These could beneficially be



addressed and resolved by developimeyy methodologiessuch as scenario-based design
(Carroll & Rosson, 1992), odesignrationale (MacLeanYoung, Bellotti & Moran, 1991)
rather than extending theory-based evaluations.

As the scope ofinteractiondesign widened tinclude multimodal communicatiomultiple
users, and worlds of interaction having no natural countetpargewas little in the way of a
well-developed body of theory ready for direct application. It was, of corgsegnized from
the outsethat the development dlfieory lagged developments in interfatasign (Newell &
Card, 1985). It was also widely acknowledged that our theories suffered from numikherus
deficiencies. They were of restrictedope,applying tolocal features of interfaceesign. It
proved hard to re-usthem in novelcontexts or to scale up theoretiocakercises from
laboratory examples to redesign settings. lispite of their many limitations, there lille
doubtthat our theorieshave evolved t@ddress a broadeange ofissues.Some havesven
been better tailored tmeet theeveryday demands giractical applicatione.g. Rudisill,
Lewis, Polson & McKay, 1996). Nonetheless, asmave into thenew millennium,theory
hasyet to mature to a pointhere it could be truly regarded as on a cotinsg is likely to
yield large scale benefits on a tangible time-scale.

At this juncture, we could abandeeriousattempts to maintaitheory development as a key
elementwithin thewider HCI enterpriseThere is arobviousproblem with thisstrategy. In
the absence of a good bodyfofmal theory, practitioners will undoubtedly invent their own
informal, or folk theories, to help them represent and think abeytroblems andssuesthat

are important to them in thegontext. The practice ofHCI could become like that of
psychoanalysis, with one school of thoughtnmunicating among themselves about a given
set of issues in very different terms from those adhering to another school of thought.

Although there is universal agreemdmat HCI is inter-disciplinary,the vast bulk of theory
hasbeen developed along resolutely X-centric lines (System-centered; Application-centered;
User-centered,; Task-centered,; Team-centered,; Worksystem-center&drtual
Reality’-centered, or whatever). Continuing with this stratedy the next millennium will
inevitably lead to an increasimumber of theories of different form and content. Wauld

land up with a range of theories dealing with different facets of indivitkeal performance,

of the behavior of groups, and of larger organizations. The problératzur theories would

be unlikely to ‘fit together’ in a coheremtay to resolvethe conceptuajigsaw puzzleghat

exist in realdesign spaces (Bellotti, Blandford, DukilacLean, May & Nigay, 1996;
Blandford & Duke,1997). The vital connectiveissue that binds together different topics
within a level of analysis and which binds ofevel of analysis to anothdras, at bestheen
under-explored (Malone & Crowston, 1994). At worst, it has been fundamentally obscured by
the co-existence of multiplsystems ofscientific semanticgll being used withinthe same
general problem space.

In this paper, oummediate aim is to stimulaferther debate omlternativeroutes to theory
development and its integration. Our discipline will not be best servibé mew millennium

either by abandoning theory or by the unconstrained development of more and more
unconnected locatheories at different levels and in differedmains. After all, Human
Computer Interaction theories are not abbuimans, or computerdyut are abouttheir
interaction: theyshould alsodeal with the interactions between teams lofimans, and
networks of computerd’hey should deal with interactionsbetweenall these entitiesThey
shoulddirectly addresghe problem of linking the differentays of modeling the properties

and behaviors of these different entities. We argue thetie greater integratiowithin a
boundless domain such as HCI igractableproposition for research itme new millennium.
Integration can be facilitated through the development of generic representations of ‘systems of
interactors.’
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2. Systems of Interactors, Macrotheory, Microtheory and Layered
Explanation

Many of the generairguments fofayeredsystems analysiare wellknown and have been

widely discussed. In systems engineeri@hapanis (1996) usdsierarchical diagrams to
illustrate how humans, hardware and software are grouped together in sub-subsystems that are
embedded in subsystems that make @prapletesystem, be it &am orwider organization.
Likewise, in cognitive science, Newell describes a system leveladléation of components

that are linked together in some arrangementthaidnteract, thus producing behaviorthat

system level. In a system withultiple levels, the components at orlevel are realized by
systems at the next level down and so on for each successive level (p117, 1990).

Newell organized systems of relevance to human behavior into a setiee bhnds running

from those appropriate for the operation of neurons all the way up to evoluttonatyands.

Within eachband he also introduced layering by tinkdis cognitive band distinguished
deliberate act$100ms) from operations (1sec) andit tasks (10sec). Newell’'arguments
about systems were focused upon human cognifibay were part of a wider argumehat
emphasized the need to moaway from specific models of differephenomena, towards
unified theories of cognition that could furnish thgs®nomena with a common explanation.
Also operating within cognitivecience Marr (1982) stratified theories along a dimension of
abstraction. He described a computational level of theory, which specifies the essential logic of
what needs to be computémt a task to bearriedout, and distinguished it fromalgorithmic

and hardware levels dheory. The algorithmic levelspecifies theimplementation of the
computational theory while the hardware level refers to the realization of the algorithm in some
physical system.

We draw upon components of all these ideas in a generfdized Rather than takingsers,
computers, orteams as specific point of departdmr theory development, watart by
defining all of these entities asnteractors’. The use of thisterm originates in computer
science (Duke &Harrison, 1993, 1994, 1995a,blike the concept of an attractor in
mathematics, the concept captures ittea of somethingthat interactswvith somethingelse.
This term has a number of advantadésst, bybeing generically, aspposed tspecifically
X-centric, it enables us to refer to thintigt interactwithout carrying themplicit semantic
overheadgshat comewith termssuch as computers, users or teams. Seconahteractor is
something that is composed of other interactors, arsdi@s is aelative rather than absolute
construct. Third, aninteractor is somethingwhose behavior can, in principle, be
mathematically described in terms of the properties of the lower order interactors of which it is
composed. Finally, any interactor is an entity that behaves over time.

R [SUPER]
Macrotheory I . ////ri\ .
Type 1 + [B] [B] [B] Basic Interactors
Theory ]
Microtheory t
A [C][C] [C] Constituent Interactors

Figure 1.  Macrotheory and Microtheory applied to systems of interactors.

To model the behavior of an interactorer time, we need to understamolw its behavior is
constrained.The behavior of any interactor will be determined in part by constraints
originating in itsown constituents and in part by the behavior of the other interactors with
which it engages as a part of some superordsyatem. Thigmplies that a complete theory

of the behavior of gystem requires twdistinct components; body of microtheory and a
body of macrotheory. Figureillustrates a hypotheticaystem of basic interactors[B]s.
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These are the basimits that interact, and their behavior is constrained by their constituent
[C]s, and by the superordinate organization of the system they make up [SUPER].

In the case of human computer interactiosystem of basic interactoraight minimally be
composed of aiser, acomputer and other thingssed inthe task context, such printed
document. The behavior of theuser (a [B]) will be constrained by the properties of
components ([C]swithin their mental architecturde.g. perceptualmechanisms, decision
mechanisms and mechanisms for the control of action etc.) as well as by human biomechanics.
Likewise, the behavior of the computsystem (a differenfB]) will be constrained by its
components (/O devices, processor propertiegperating system andapplication
characteristics, etc.Y.he ‘behavior’ of the document (a thifB]) would also beconstrained
by factorslike the flexibility of its physical components ambw they werebound together.
For this system of interactors, at least three types of micro-tlaeemequired: a model of the
psychological system; a model of the computational system; and a model of a gystia.
However as components of a systdmase three are not independent — the behavieac
depends uporihe others. The relevant macrotheorfpor this system ofinteractorswould
specify howtheir conjoint behavior igonstrained.Only the combination ofmicro-and
macrotheory thaivould provide acompletetheory of this particulasystem of interactors. A
coherent theorynade up of an inter-relatdsbdy of micro- andmacrotheorywill, for the
purposes of a later contrast, be referred to as a ‘Type 1’ theory.

B EHAV|O§$§+_E’/\A§YNDET|C

[SUPER]

"

PsycHOLOGICAL Py, S~ COMPUTING

YSTEMS .~ N SYSTEMS

[SUPER| €===2pfp] [B] [B]«€==3[SUPER]
NEUROLOGICAL N\~ A /N>~ ELECTRONIC
YSTEMS YSTEMS

[SUPER] > [B] [B] [B]«€=P>[C][C][C] [C] [C] [Cl=D{B] [B] [B]mmmmy-[SUPER]
~.

— ~ - ~
- S~

(B] [B] [B]l<€=>[C][C] [C] [C1[C] [C]«»[B] [B] [B]
[ClCl[C] [Cclcl e

H
Type 2 Theory

Figure 2.  Systems of Interactors at different levels of explanation organized by Type 1 and
Type 2 theories.

For thoseinterested in modeling the operation of a psychologigatem, or of acomputing
system, the workings dheir components require modetailedspecification. At the apex of
Figure 2 is a system composed afiser, acomputer and some other interactor, whiaight

again be documentation. The topmlesiel is labeled a behavioral/syndesigstem.The term
syndetic (DukeBarnard,Duce & May, 1998), isderived fromthe Greek term syndesis
meaning to bind together. We ube termsyndetic to refer to the specific case of behavioral
systems that are composed of interactors of fundamentally diftgpeg. Tothe sides of the

apex are shown a psychological system of interactors and a computing system of interactors,
and to the side of these are shown their respective refinements into neurologieiacandic
systems. Those with an interest in the functioning of organizations are unlikely to be interested
in such minutiaeThey mightwish to see an extension of this form of diagrampwards’

rather than ‘downwards,’ with higher order systems in wiiehbasic interactors ateams,

whose constituents are the type of system at the apex of Figure 2.

Systems are distinguished in terms of the focus of scientific attention. Each system in Figure 2
consists of entities that behave.tihe neurologicakystemthe thingsthat behave areeurons
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or glandsthat releasehormones. Inthe psychologicakystemthe things that behave are
processes that construct or change mental representations. In a behavioral’systéetic the
things that behave ardaumans andtechnological artifacts. Unlike a stricthierarchical
decomposition of successiggstems, Figure Bverlaps hierarchies at differelgvels. This
enables us to highlight two characteristics. First, when we focuattention on the behavior
of a system, we adopt a frame of reference appropriate to the entitiemkeaitup. Wemust
consider both the organization of thgperordinating system atige subordinate constituents
of the entities. Acomplete Type ltheory is composed of macrotheory and microtheory.
Newell’'s arguments werapplied to the unification of theoriegithin a cognitivelayer. We
takethis form of argument angeneralize it tany system level. Second, when \adopt a
frame of referencéor model building or theory development, we do so in terms of the
scientific semantics of a particulalass of theoryWhen we move thdocus of scientific
attention from one level of system to another we use theoriegiff¢hent form and content,
as identified by Marr (1982) armthers. This isshown in Figure 2 byntroducing the notion

of a Type 2theory, which ishe mappingrom the macrotheory of onkevel of explanation
into the microtheory of another and vice versa.

A Type 2 theory specifies the transformations that occur in the semantics of thdwiesve
move from one layer ofsystems analysis to another. Figure 2 suggéisés these
transformations have two components: a mapping ftwrsuperordinate composition of one
system intathe basiaunits ofthe higher system; and a mappifigm the basicunits of the
lower system into the constituents of the higher system. When we movkevgl wediscard
the microtheory of théower level, and when movindown weadd microtheory tsupport
more detailed explanation or implementation. This is marked in Figureti®lojfsets to the
right and left of the central behavioral/syndetsystem. Inmoving to either a human or
computersystem, adasic unit of the behavioral/syndesgstem becomethe superordinate
entity of our new theoretical domain. Its constituent interactors become the basic interactors of
our new theoryand we need aew microtheory to add in theew constituentstructures,
which were nospecifically represented in the theoretiealalysis ofthe behavioral/syndetic
system.

The transformationghat occur arenot just those othe adding or discarding detail. In the
regions where macrotheory at degel overlaps with microtheory at a higher levide two
representations differ. One form of transformation is selectiquarficular theoretical project
may be concernedith abstracting or refining only those componethigt are relevant to a
specific modeling objective. A second is recombinatidhe syndeticsystem incorporates
basic interactors of different types and must draw orniceotheories okeach.Otherforms of
transformation are qualitative. Macrotheory at el isnot the same as microtheory in an
overlapped layer. As Marr (1982) noted, there may be concepts in one level of explénadtion
have no direct realization in an adjacent level. A key contrast at onerlayelfor example, be
an emergent property of a lower ordgistem.Alternatively, a giverevel of systemmay be
based upon the same lower order foundations but use the higher order constituents in different
ways. In Cantonese, pitch contour may completely change the meanimgad.eSince pitch
contour andstressinterrelate, the communicatiienctions of these resourcese restricted
and another resource must be usetuiid some of the functions ofpitch contour in English
and French(e.g. see Barnard & Marcel1984). This makeslittle difference to the
macrotheoretic architecture of eastern avestern brains. However, it wouldeed to be
accommodated in alternative microtheories of language comprehension at a psycHhelaical
of explanation. Similarly, itHCI, there can be many alternatmeys ofcombininguser and
computer capabilities to realize interactions that have particular behgsiop@rties.These
need to be accommodated in modeling higher order systems.

In the years since Newell & ard’s (1985) discussion dhe problems faced by theory
development in HCI, there can litle doubtthat significantadvances have beemade in the
development of unified cognitive architectures and placing modeling on firm computational
foundations.SOAR (Newell, 1990),ACT-R (Anderson, 1993)and EPIC(e.g. Meyer &

Kieras, 1997haveall achieved significant applicatisuccesses in this domairtiowever,

the progress has been uneven. The advances have been concentrated on particular attributes of
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tasks.These reflect theurchasehat Al architectures, inspired by Newell & Sim@h972),
provide on the acquisition ange of knowledge in task execution. Progresshieas rather

more modest on other topissich asmodeling human understanding ande of dynamic
graphical interfaces, multimodal perception, and emotion. Our ability to model these aspects of
a user’'spsychological system continues kag the leading edge of interfackesign by a
substantial margin. Inthese areas, ourexisting microtheories require considerable
development and forms of macrotheory need to be specified into which thegrntda® more
readily integratedOnly then might we expect a mature Typehkory of ourcomplete
psychological system to emerge. Existing attempts at unified theories of cognition remain only
partial macrotheories of the complete psychological system.

The gulfs alsoremainwide between different levels @nalysis. Weare notvery good at
establishing coherent theoretical connections of Type 2. Somdurseprimary interest lies

in the overall design of a human-computer work system is unlikely to be interestedfime
grain details of the limitations on human spatiarking memory or in the limitations of
graphics algorithmsised to render particularimage. Theywish to know onlyabout how
suchlimitations effect the performance of thrk systemitself andhow they tradeoff with
other constraints in the@tesign spacéNorman, 1983)When they seeknswers fronother
disciplines they will be frustrated. They will find a range of competing psycholdpieaties.
Each of these will be formulated in a different terminoldgym each otherand address
different ranges of issues and outcomé&®r the purpose ottheoretical advance thbeorists
may even have drawn attention to areas where their model makes contrasting predictions from
the competition, rather than highlighting their areas of agreemdinaf this can make it
extremely difficult to deliver an interdisciplinaigynthesis at onéevel that isbased upon
principled reasoning grounded in other levels (Bellotti, et al 1996; Blandford & Duke, 1997).

Within the overlapped hierarchy &igure 2 macrotheory providdéise connectiveissuethat

binds together those microtheories of the entities that make up the system of interactors. It also
provides the key level of abstraction that should enable us to carry over rédevamtdge, in

a systematievay, from the sciencévase of ondevel of system analysis tthe next level up.

Our current theory base may well be getting better at modeling and predicting the behavior of
humans and computers in specific task contexts. However, it will remain of lintiiigduntil

and unless walevelop true macrotheories that careet the challenge obproviding the
connective tissue for both Type 1 and Type 2 theory.

As with principal components analysis statistics,vector analysis of physicdbrces, or
Fourier transforms ofomplexwaveforms,the problem of developing better theargeds to
be broken downinto clearly definedparts. As a boundless domain, HCI nefgpe 1
microtheories of interactors and macrotheories of their interactioreells such theories at
different levels of abstraction that exteindm the fundamentals of the behavioruders and
computersall theway up tothat theco-ordination of people and technologies in lasgale
organizations (Malone &rowston, 1994). If HCI as whole is tomaintainsomeoverall
unity and coherence, it will also have to nurture Tygbedries.They are needed ®upport
effective communication betwed¢hose whose focus @ittention is at differenievels. Their
development is vital to enabk@mowledge inall therelevant disciplines to blerought tobear
systematically on the solution of design problems involving the use of computers by individual
users, by groups, and in organizations.

3. Macrotheory and Interaction

Our fundamental conjecture is that macrotheoriesl d¢vels of system decompositi@an be
represented within a general modelingmework.The objective of macrotheory is to capture
the interdependencies between interactors ateaey of system decomposition. It iatended

to provide thescaffolding both forthe elaboration of microtheory at that same levad to
support moves from onkevel of systems analysis to anothdihe keyclaim is that the
behavior of any system of interactors will be determined by four distinct classes of constraint:
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System behavior = Fi€pnfigurationof Interactors;
The interactors’ individuaCapabilities
TheRequirementthat must be met to use those capabilities; and
The regime oDynamic Controand Co-ordinatiorof the interactors)

This fourcomponent frameworlwvas firstintroduced as @asis fordeveloping an explicitly
formulatedbody of macrotheory concerning the behavior of the hummamtal architecture
(Barnard, 1987)Here we represeithat framework in a formthat can be generalized to all
systems of interactors.

The Configuration defines the identity of the basic interacttinat make up aystem of
concern and specifies their potenfial engagement witkeachother. Their engagement might
have physical or informational properties. For example, a systahresf interactors might be
configured so that they can all communicate with each other directliye @hannels might be
more constrained with Interactor 1 being able to communieititelnteractor 3 onlyindirectly
via Interactor 2.

The Capability of an interactor is defined as thansformations in information states or of
physical statehat it canaccomplish. As basic interactors within a cognitive architecture,
mental processes can be defined as having the generic capability to chaioge thiecontent

of a mentakrepresentationThe capability of individual mentgrocesses woulthen have a

more detailed specification, such as the capability to transform a phonological representation of
the ‘surface structure’ of amitterance into a representation of its underlying propositional
meaning.The generic capability of an interacttomposed of a human andtechnological

device might be that of document preparation, with a repertoire of more specific capabilities for
the human and the software.

The Requirementghat must bemet for an interactor to realize a specific capability are
essentially the statdbat they need tfunction — be they physical or informatictates. The
mental process forlanguage understandingray require a clear incoming phonological
representation in a language it has learned.

Systems behave over time and the fourth component of the framework, the rediyraafic
Control and Co-ordination, is intended to summarize properties of systedtvity on a
temporaldimension. If wetake a timeslice of activitywithin a system,there will be some
dynamic propertieshat characterize the overall state of thieraction.So, forexample, a
systemmay be in a statevhere the pattern of information or physical exchange among
interactors is stable over timélith anengaging novel in a comfortabtair, the reader may

well be entirelyabsorbed in this singlactivity for significant periods. The relevanimental
processesnay be maintained in essentially the saroefiguration. When readinthe same

novel in a railway station while waitinfpr a train,the activity of reading might well be
punctuated by frequent rapid glances up to a train indicator board. Such glances involve only a
momentary reconfiguration in the pattern of engagement among interactors within the
psychological system and between these and interactdi®e iphysicalsetting. Were the
reader tosuspendreading in order touse their mobile phone tocall home, then the
reconfiguration would last for a more extended period. The first form of reconfiguraigbr

best be described as the co-ordination of a dominansar&ldiaryactivity through transitory
oscillations.The second form of reconfiguratiomight better described as a more extended
interleaving of two activities.

The ways in whichactivities aresynchronized and controlleate also included in this fourth
class of constraint on system operation. In segstems, widecontrol may be an emergent
property of synchronous exchanges between interactors. In other systems, particlitznyy
or managerialones, some interactors havie explicit capability to direct or control the
activities ofothers. At amacrotheoretidevel, westill need to capture any states autivity
wherethe effectivelocus of control lies within a set of interactors, ambw the pattern of
control changes over time.

Systems, Interactions and Macrotheory 7 Barnard, May, Duke & Duce



For example, it is well known that most peopén drive a car andold a conversation at the
same time. The moment-to-moment dynamic control ofrtaetalprocesses required thive

the car may reside mostly within a peripheral perceptuo-nuatofiguration, whilecentral
thought processesre primarily engaged in controlling an independent auditory-verbal
configuration. All that might be required under these circumstances is the occasional oscillation
in which central processes are momentarily re-deployed to monitor some asihectoying

task. If a small child were to move frotine sidewalk ontathe road, then the completenental
systemmight reconfigure.The peripheral configuration mighow be broughtlirectly under

the control of centraprocessesThe central control ofiriving would beinterleaved and
conversation consequently cease (Barnard, 1999).

The same description can be applied to the workings of a tedime kontext of an open-plan
call center a team might haking productorders ovetthe phone while enteringhem into a
computer. At thislevel individuals, computers and phonage the basidnteractors. The
supervisor might be working on a primagsk, periodically glancing at activity in theenter.
Were they to notice a problem they might interrupt their cutasi to go andnterleave an
activity of helpingsomeone. In thismteraction, thesupervisor ighe locus of controffor the
team. On a fine grained time scale the activity ofsiingervisor'spsychological architecture, a
constituent interactor at thievel of system analysis, would bdescribed as oscillating
between a primary and secondary task dutimgfirst segment of activity. Irthe second
segment thesupervisorinterleaves an activity. When viewed frothe coarse grain of
workflow over the course of a week, amterleaved activity at théower level may be re-
represented as an oscillation in the configuration of the workforce.

In the drivingexample the analysis focuses on whapecific mentaprocessesredoing. In
the second example the focus is on what individualstéam aredoing. The four component
framework enables us to explotiee possibility of macrotheoretical principles thaklate
configurations,capability and requirements to the behavior obystem over time. For
example, the pattern of dynamic control and co-ordination of a system of interaajoester

in a principled mannewhen particular attributes ofonfigurations,capability or requirements
apply. The complexity of dynamic control and co-ordination meg whencapabilities are
sub-optimal, when requirements are not met, or when a configuration is depletiesl |l

of a psychological system, a novice driveay havefew of the skills required to co-ordinate
perception and motor aspects of driving without thinking about the driask. Asthey
become more experienced, {mportion of fullyautomatedskills would rise and with it the
proportion of time that centralprocessescould be configured to sustain uninterrupted
conversations with a passenger. If the call center team were composed of a high proportion of
individuals with lesshan optimal capability, theworkflow might involve a highrate of
oscillations in the configuration of the team.

The idea that théehavior of systemsan be captured in terms of systematic relationships
amongfour genericclasses of constraiatoes notmean that alkystemsare governed in the
exactly samavay. Systemshat areconfigured in differentvays and whose activities are
subject to different regimes of dynamic control and co-ordination would be expected to exhibit
different behaviors.The four component framework is intended to providebasis for
developing macrotheories that captbh the similarities and the differences in behavior of
different systems of interactor3he content of the macrotheory is radisolute. It must be
bound to relevant microtheories of the individual interactors of which it is composed.

The behavior of any system of interactors evolves over time, and that behavisetidly be
thought of as a trajectory through a set of posstates.The behavior trajectory of system

of interactors, be they cognitive, computatiorgndetic, ororganizational can itself be
decomposed. Figure @epicts a trajectory ofontinuousinteraction divided intcsegments.
These each approximate a state of activity amongntieeactors.There is a transition from
segment to anothewhen there is significant change in configuration, capabilities,
requirements or the pattern of dynamic control and co-ordination of the basic interactors within
the system.One segment captures the propertiessgstem behavior ithe very shortterm

(VST). A phase ofctivity is sequence of relatezshortterm (ST) transitionsamongrelated
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Figure 3.  Anoutline characterization of a behavior trajectory subject to four ‘generic’
classes of constraint (Modified for the current perspective from Barnard, Wilson
& MacLean, 1987).

segments. Aransition from one phase to anotiewuld typically be associatedith longer
term (LT) changes in the properties of systems. A number of distinct phagesontribute to
a trajectory. Returning to Newell's (199te bands forhuman action, ithe modeling of a
psychological system of interactors ‘segments’ can be represented by vengmshattivities
lasting afew hundred milliseconds. A ‘phaseiight be represented Iperiods of up to 10s
(Barnard & May,1999). Changes ipsychological capabilitprought about by knowledge
acquisition and learningrould naturally encompass far longéne scales Exactly what falls
within the scope of a segment, phase #nagectory as well as thi@me scales for very short
term, shortterm and long term transitions would be bound tthe definition of basic
interactors, and sensitive to the activities modeled.

Thinking about a system’s behavior as a trajectory governed by systematically streetared
of constraints is quite different fronine moreusual forms of step-by-step task analysis
conducted in HCI and traditional human factors research. As with simulati@msfioial life,
theway in which system behavior evolves ovmene is aninteraction ofconstraints.Each
segment or phase of interaction has a point of departure and an ouf¢t@nwitcome of one
phase is the point of departure for the nexigeach will be defined in terms of the attributes
of configurations, capabilities, requirements and dynamic control and co-orditregttcepply

at thatpoint. All of these arevariable.So, for example,the capabilities of interactors can
change — as they dehen anindividual or an organizatiolearns. Similarly, newnteractors
may be introduced, requirementsnay change and the regime of dynamic control and
co-ordination for a given systemay change -for examplewhen a business undergoes
re-organization or when politicians change the rules of engagement for their military forces.

The whole trajectory can be thought of as analogous to a sentence in natural language, with the
segments being analogous to words and the phases analogous to clauses. Just as rules apply to
sentences formation in a language, so a class of interaction is governesllegteon of high

level rules. Just alkanguage enables an infinite set of sentences to arise from its vocabulary
and rules of combination, sihere can be an infinite set of behavior trajectof@ssome

systems. Just as different grammars and vocabularies apply to different languages, so different
rules and segmental analyses might be applied to different classes of interaction.
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4. Capturing Significant Variation in Interaction Trajectories

Thus far, wehave introduced the general idea that the probletheafry developmerfor an
area aoundless as HGdan be stated awo requirementsOne requirement is to develop
Type 1 theories of systerhehavior, composed of anified body of macrotheory and
microtheory. The other requirement was to develop Type 2 theories that map fréenebrod
analysis to anotherType 2 theories also havevo components, amapping from the
superordinate organization of one systentht basiaunits of another, and mapping from
basic units at one level into the constituentsiwdther. Weéhave marked out the development
of macrotheories of system behavior as a particularly important and underde\asiepetive
then went on tday out a specifidramework for representing macrotheory. Up to fiént,
the arguments have necessarily bgeneral. In this section we providencrete illustrations
of what we mean by a behavior trajectory for a system of interactors.
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- ; R t
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Mapping

Figure 4.  Two trajectories for interactions with a ‘selected’ and ‘unselected window’
(Modified from Barnard & Harrison, 1992).

When interactions are inefficient &ggo wrong’, traditionalforms of analysis try teliminate
specific causes of error by re-designing the system, re-designing the task, by re-tiséms)g
or by changing the allocation of function betwemsersand technologies. An analysis based
around systems of interactors, ath@ trajectories of their conjoint behavior can help us to
think about what is going on in nemays. Couched in thesterms, errorsepresent a special
case of what can be referred to as detours imtamaction trajectoryBlandford, Harrison &
Barnard, 1995). Once a computer user makes an error, they typically hake smumber of
additional steps to recover.
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A well-known example ofthis isthe unselectesvindow scenario. Acomputeruser, who is
interleaving activities conducted in differemindows, may start typingonly to find that the
products appear in a window they are not looking athatronewindow changes frorbeing
inactive toactive. Trajectoriegor this situation areshown in Figure 4This is a syndetic
system composed of a user and two computers. It is assimatethe microtheoryor the
trajectory of auser'smental activity be captured in a cognitiwedel. Thismodelconstrains
the sequence ahentaleventsthat causeutcomes in segments ofentalactivity. These are
represented by the linear sequence CEL...CEn linked to the cognankel. Exactly the same
description applies to the model of thevices, in thisasecomputersThese are represented
in the lower part of the figure by the sequeddel...DEnetc. Alternative trajectoriesor the
interaction areshown inthe center as aeries of phase@x, Py, Pz),one of which is
decomposed further into segments (PzSa, PzSb). Each of these represents rsiite ugea
device state but a state of interaction, or engagement between the interactors within the system.

The trajectory shows a case wheresar isconducting a maitask on one computer, in this
case share dealing, and is periodically interrupted by requiremet¢sitoith a separate task
on a different computer (in this case a numbers task). The share dealing task Wasdtwes
and requires frequent movement from one to anoftrer.figureshows gphase ofnteraction
(Px) onthe maintask followed by an interruptio(Py). When returning to the dealingsk,
interaction may be re-engaged with the active window on trajectory 2, or it may be re-engaged
with an inactive window (PzSa)equiring a segment of trajectofgr repair (PzSb). The
trajectory description is not a combinatiomser does this, system does that.” It is a
representation of a state of engagement betweetwtheAn attribute of dynamic control and
co-ordination wouldmark the fact that ifPzSathat the activity of théwo interactors within
their engagement was not coordinated.

In many other types ahteraction it is clear that people @ot just stop onactivity and start
another. There tend to be transitions that are explicitly marked as distinct phases of interaction.
The most obvious casesccur in human conversation. We do not simply start up a
conversation witlsomeone, we go through anentation phase of sayirtello, exchanging
pleasantries, and only thget onwith the realtask once commoground is established. A
similar transitional activityoccurs as conversatiomse closeddown and thevarious phases
appear to be clearly governed by conventions or principles (Clark, 1996).

From this generic principle, we reasortadt the situatiornwith unselectedvindows could be
improved, not by redesigninthe way in which anactive window was markedput by
re-designing the interaction trajectories to introduce two kinds of transitional phases. These are
illustrated inFigure 5. One transitional phase ifabeled‘Possible Disengagement’ and the
other ‘Transitional Resumption’ (Barnard & Harrison, 1992).

In most forms ofinteraction of thistype, the user generallyholds the initiative (Blandford,
Harrison & Barnard, 1995)They are thdocus of control withinthe system of interactors.
When the user stops doing anythitige conjoint state of the interaction is unclear —uber
may be looking at something on tki®U, they may be interleaving an alternateetivity, or
they might have gone to lunch. In this case, we designed a systenesponded t@otential
disengagement by taking the initiative. Afteperiod of zeranput, the computer changed a
property of the currently active window — the window border gradually started to ffixel|s

in the border went off andn. If, atany point in the gentle increasethis attribute the user
did anything withthe mouse or keyboardhe window borderreturnedimmediately to its
passive state. If the user continued to do nothing the border reachedxineum extent of its
‘fizzing’ capability (steady statdisengagement). At any pointhenthe user re-engages with
this system (transitionalesumption),the properties of thactive window attract theuser’s
attention. As soon athe usercarries out an actiorthe border returns to its more passive
indication that it is in an activsetate. Work with arexperimentabystem demonstratetat it
led to substantiallfjewer unselectedindow errorsthan occurred withsystemsthat did not
mark the transitions in this way (Lee, 1992).
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Figure 5.  Atrajectory designed to include overt marking of transitional phases.

What is interesting about Lee’s experimentsults is nothe reduction inerrors, but that

design changedhe overall pattern of behaviacrossthe whole interaction trajectory.
Although there was a small reduction in the occurrence of unselgstddw errors when the

user returned to the main task following an interruption, the greatest reduction occurred during
continuous segments ehgagement on the maiask. Whenworking onthe maintask such

errors occurred in the natural course of the user moving fromvima®w to anotherDuring

such phases conditions virtually never arose wttereser wasnactivefor long enough for

the border to become ‘fizzy’ — this was designed to happen only thkeeubsidiary task was
interleaved.

The ultimate explanation dhis result lies in a mordetailed microtheory otiser cognition.
Userspresumably developed a generic schéonanteractionwhich led to an evaluation of
border state on each move among windows, whatever the exact cbioweter,the general
pattern is bestinderstood byeference to more abstract macrotheoretic principle concerning
interaction in the higher order system. The dynamic control and co-ordination of the interaction
depends on a number witer-related attributes that can tepresented in thidur component
framework. These link arinciple to mark transitiongdhases in #rajectory withsystem and

user capabilities as well as their coordination:

» A property of system capability - dynamic and passive attributes on window border.
* A property of user capability - the schema for monitoring window state

* A property of dynamic control and coordinatiomwherethe system acts athe locus of
control in one phase and the user in others.

A change to any of these properties may change the likelihoddtoéirs occurring. Indeed,

the same reduction in errors does not occur when active window ‘fizzes’ all the time and is not
sensitive to the transitionghases (Lee, 1992)/Vhat is new here is thatthinking about
conjoint states of interaction, and the abstract attridbtgsunderliethem, quite naturally led

to the idea of a solutioThat solution would nohave beerobvious by considering task, a
usermodel and asystemmodel inisolation. It required anodel of the interaction and its
trajectory.
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We havediscussed a number géneral properties of interaction trajectories elsewhere in the
literature (Barnard & Harrisor],989,1992; Harrison & Barnard, 1993; Blandford, Harrison

& Barnard, 1995). Anmportant aspect of the approach is to see if properties of trajectories
can help us tainderstand howlifferent phenomena amelated. Detoursuch asthat in the
unselected window scenario occur in many contexts. A classic series of studies by Carroll and
his colleaguege.g. Carroll & Carrithers, 1984) showetiat the availability of largesets of
functionality provided an environment in which noviaserscould go down all sorts of
confusing and inessentiglaths. A‘training wheels’ systenwas designedhat explicitly
blocked access to a significant range of capability. Wais shown tdielp userslearn more
effectively. The concept of potential captures the idea that sgstemsike use ofautomatic

teller machines, have a very small state space for interaction, while others such asiaisiX,

an enormous state space (BarnaréH&rison, 1989).The acquisition oflisercapability may

be best served by designimgeraction trajectories of limitegotential. At the other extreme,
advancedusers may benefit from the most direct and immediate route to that same
functionality, however infrequently used.

This form of analysis does not represent or distingaisiicrete properties ajood or bad
trajectories. It is necessary to understdrarange of trajectories that may jbessible, and
their relationship to thedesign context. Complexrajectories may be badvhere the
requirements include a concefar efficiency andspeed. Howeverpoth theorists and
designersnay have otheconcerns. Irthe context of safetgritical systems,more complex
and involved trajectories may learranted. Inthe context of computegames,trajectories
might be designed tachieve a positively motivating balance betwseacess and failure, as
well as challenging skill development. It may be appropriate to guide design by including as a
requirement somethinigke: ‘for a range ofusers with varyingcapabilities (skill levels) the
normative segments of interaction trajecttoy play should mostlylie within a range 06-12
exchanges’ (Barnard &arrison, 1992). Belowhis range,interactions may bérustrating.
Above it, the interactions may be boring.

Just as there can be no absolute gold standatbdaomplexity of trajectorproperties, so it
is unlikely that there will beany simple recipe$or decidingwhen it isappropriate to add
functionality to asystem. Successive periods tethnology development have often led
researchers to askrect empiricalquestions abouhe consequences of adding functionality.
Adding video-channels to communicatidmks may deliver benefitsonly in specific
circumstances (VeinotQlson, Olson & Fu, 1997).The addition to an interface of factbst
show emotion, or agents withraman-likepersonacan have subtle influences on properties
of an interaction, perhapaffecting user satisfaction more than traditionateasures of the
efficiency of task performanc@Vvalker, Sproull & Subramani, 1994; van Mulkefindré &
Muller, 1998). As withthe unselecte@indow problem.empirical variation in theskinds of
setting is unlikely to yield u@ll of its secrets to step-by-step forms of taslalysis. We
suggestthat modeling the abstraproperties of trajectories will be a productibasis for
understanding the significant variation evident in the results from user testing in HCI.

Our discussion ofthe unselectedvindow scenario focused othe properties of behavior
trajectories for a syndetic system involving one user and two compiaterthe purposes of
illustration it assumed an unspecifiedgnitive model of theiser and arequally unspecified

model of the computer system. The proposed schema for theory development teguites
analysis of such scenarios can be mapped, via Type 2 theory into well-specified macromodels
of the user’spsychologicalystems andnto macromodels of the behavior of the computer
systems.

5. Towards Macrotheory for Psychological Systems of Interactors

In his argumentfor integration, Newell (1990%alledfor the development of unified theories
of cognition. As noted in section 2, muchtbé subsequent workhat followed was based in
an Al tradition of simulation of a range of phenomena within a simgletalarchitecture. Our
approach to integration has followed a different course. Rather than simuisg¢ingognition,
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Figure 6.  Interacting Cognitive Subsystems (after Teasdale & Barnard, 1993).

we specify amental architectureand its principles of operation, artien use rules or
mathematics to infer properties of its behawdoross aange ofconditions. This approach is
like the modeling of economisystems, where set of equations aresed toinfer what is
likely to happen across an economy were taxes to be reduced or increased.

The justification of the particular architecture we use, and its approach to modeling, is beyond
the scope of the present paper. The architegtaseoriginally developed to integrate accounts

of multimodal aspects of human short-term memory with those of langpageessing,
attention and central executive functioniggg. Barnard]1985; 1999). The architecture has

been applied to the decomposition €I tasks (Barnard, 1987), tmultimodal aspects of

HCI performance (Barnard & May, 1995), to the understanding of dynamic gragisickalys

(May & Barnard, 1995b). It haalso been applied tthe effects of emotion on human
cognition and to clinical disorders such as depression (Teasdale & Barnard, 1993).

The basic theorystarts from a non-controversial position. It assuntiest our mental
architecture is a distributed system in which processes, specialized to handle different facets of
mental life, operate concurrently. It specifically assumesthat our mental architecture is
composed of ningubsystemsMore controversially théheory assumethat the operation of

all these subsystems is governed by cammon set of underlyingrinciples. Equally
controversial is the assumption that all typesnentalrepresentation have common principles

of construction — differing only in the form that information is actually encoded.

All of these subsystems are composed of proce3sese are the basic interactors within the
wider psychologicalsystem. The basic interactors are of threges — processes which
transform information from one form ehentalrepresentation to anothgsrocesses which
construct representations over time; and a record process which has the capability to regenerate
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representations of past inputs — a memory system in more convemdonal Subsystems
interact when grocess in one subsystaganerates an outptdr use byanothersubsystem,

be it based upomnformation flowing into asubsystem irreal time, or be it based on
information regenerated by the recqudocess.Within this schemamental activity (the

behavior of this system of interactors) is composed of interactions beswbsystemshence

this theory is called Interacting Cognitive Subsystems, or ICS (Barnard, 1985).

The architecture ishown in Figure 6.Three sensory subsystemgeal with information
derived eithefrom distalsourcegACoustic and VISuakhown onthe left) orfrom Bodily
States (BS — showeenterright). Two subsystemBandle the co-ordination of actions in the
world through skeletal movement (the LIMBubsystem) andrerbal communication (the
ARTiculatory Subsystem). Four subsystehasdle higher order abstractions of information.
They are (a) the MorphPhonoLexicaubsystem, which represeniuditory verbal
abstractions; (b)he OBJectsubsystem (visuo-spatiaépresentation); (c) the PROPositional
subsystem which encod@mantic representations in a fotimat is referentiahndrelationally
specific; and(d) the IMPLICational subsystem which representsore generic semantic
relationships. This subsystem encodes schematic mod#ie bfoader existential state of the
completesystem, in a body, in wider sensory environmenthe content of these models
encompasses higher order regularities deriosdr the products of processing within
propositional, acoustic, visual and bostatesubsystems. It is dhis level that emotion is
experienced and thisubsystem handlee wider existential regularities thatonstrain the
content of thought as realized in Propositions, as well as SOMatic and VISceral responses.

The use of uppercase markshe abbreviatedorms of reference to the differerforms of
mental representation. These abbreviations intlex processes shown in Figure 6. For
examplethe Acousticsubsystem (uppdeft) contains a number gfrocessesOne (COPY)
transfers an incoming auditory waveform to the memory process (the AcousticReege).

A second process (A2MPL) transformghe incoming speecivaveform into a higher order
representation of its content in a differenide. Athird process (A@IMPLIC) maps other
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attributes of the acoustiwaveform, such a&one of voice,” directly into more abstract
semanticcode. The threeprocessesoperate concurrently as indicated by thparallel
arrangement within the diagram.

The processes shown in Figure gpecify the inter-connectivity of the overathental
architecture. They capture information flow between the intera(fayare 7) and thigan be

used to define the configurations that play a significant role in difféasks. Some processes

can talk to each othatirectly, otherscanonly do sovia an intermediaryprocess; sensory
processes can only sendtie centrabnes,effectorsubsystemsypically receiveflows from

the centralones, and the centrabubsystemcan exchange information one to another in
well-defined patterns. The capability of the individual interactors is constrained by a small set
of general information processing principles. For example, it is assinated giverprocess

can only transform a single coherent stream of data at any one point in time.

The patterns of information flow are intimately connected to the nature of the different types of
mentalrepresentationThe transformations from oneental code tanother exactlymirrors
the Type 2 theories outlinefbr scientific abstraction and refinemefEigure 2). By
transforming informationmentalprocessare mappingrom one system of representation to
another. In the transformation from a sensory subsysterentoalones,detailed information
aboutsensory properties is discardéigher order basic units of representatare formed,
and the added value of the highender mental representation is th@ew superordinate
organization it delivers (Figure 8). In recoding information received framn&ralsubsystem,
an effectorsubsystem woulédccomplish theopposite ofthe transformation indicated in the
figure. For examplethe ARTiculatory representatiomwould be used tocompute and
co-ordinate the motor instructions for the various musculatures controlling lips, tomguib,
and breath during speech output.

In an incoming data flow (i.e., sensory to central),

a transformation between codes X and Y drops [SUPER]
the constituent structure of the basic units.
[SUPER] ﬁ [B] (B] [B]
[B] [B] [B] == [C] [C] [C] [C][C] [C] [C] [C][C]

The basic units of Code X contribute to the
substructure of Code Y, and the superstructure

[C] [C] [C] [C] [C] [C] I[C] [C] [C] of Code X contributes to the basic units of
Code Y.

Figure 8.  The representational shift accomplished by a process transforming incoming
sensory representations (from May, Scott & Barnard, 1995).

The general argument implies that systems of mental representations abstrtw vaeance
in the information received by subsystem and that, through learnitige processeghat
transformmentalrepresentations must embody regularities in irthat are directly mapped
onto consequent regularities ioutput. The set of input-output relationships is the
computational function ofhat process,and represents its capabilitwhere information is
received from different types of sources (e.g. sensory and semti@ssociatedystem of
mental representatiorwill, as with oursyndetic theory at the apex Bfgure 2, model the
inter-dependencies over thesguts. This isthe basis forthe theoretical treatment of
multimodal integration (Barnard & May, 1995).

A relatively small set oprocessing principlegBarnard, 1985) is assumed d¢onstrain the
transformation of mental representations (their capabilityAll nine forms of mental
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representation are hierarchically organizeith a superordinate structurbasic units, and
constituents. They are of similar form but different content. These representations are the input
to subsystems over time. They are also the structures that are preservedimatheiecords.

This enables us to formulate equally general princifgdesequirements at input thatust be

met touse capability. This rendetise problem of developing macrothedoy psychological
systemdractable, not only in terms of its verbal formulation and heunsties, but also in

terms of its formal expression in mathematics, as we seek to show later.
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Figure 9 A family of cognitive task models (From Barnard & May, 1993)

In a series otheoreticalexercises, first reported &HI'87, (Barnard Wilson & MacLean,
(1987), we have sought to model the behavior of thedfCBitecturefor arange of problems
in HCI in a four component framework (Figudg, generalized in this paper &l systems of
interactors (Figuré). In this approach, we udbe theory to defineletailed attributespaces
for configurations, attributes of procedural knowledge (Capability), recocdntent
(Requirements) and attributes of the dynamic control and co-ordinatiamdef processing
activity. We approximate over genenghases ofmental activity (goal formation, action
specification, and execution) anidr different parts of a learningrajectory (novice
intermediateand expert).The foundations anddetail of actualtechniques are reported
elsewhere (e.g. Barnard, 1987, 1991; Barnard & May, 19935; May & Barnard, 1995a),
their practical application within interfacesign hadeen detailed imandbooks antltorials
directed at practitioners amdade available on theorld-wide-web (May,Scott & Barnard,
1995; May & Barnard, 1997)The overall strategy is more extensively covered necant
issue of the journal HCI (Barnard & May, 1999).

To do real modelingvork, the four attribute spaces needetailedspecification. Figure 10
reproduces the most recent attribute space used to represent the capability of mental processes -
their ‘proceduralizedknowledge.The left hand side of this figurehows aset of generic
attributesfor a procesghat transforms inputinto outputs in a differentmental code (a
mapping).The righthand side approximatesapability of in terms of avider repertoire of
mappings that stand in different relationships tot#sk setting being modeled. Sintte two

are closelyrelated, a very similaattribute spacdor is used to represent recocdntent
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(requirements).With the attribute spacdor record content definitions of the relevant
repertoires distinguish sets of how-to-do-it-knowledge (common task recorax@erential

task records) from how-it-works-knowledgentity propertyrecords) and sets of knowledge
available in the ‘here and now’ from current input (active task records). The attribute space for
configurations defines thiypes of processlThatfor dynamic control makesse ofmany of

the constructs we havalready mentioned ipassing (e.goscillation, interleavingextent of

record access, complexity of process interchange, and locus of control).
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Figure 10. The core attribute space for procedural knowledge (From Barnard & May, 1999)

The four attribute spaces enabled us to build approximate modelentél activityunderlying
task performanceThe fact that alsubsystems anthentalrepresentations argoverned by
common principlesneant thatules ofinheritance could based. Forexample,the principle
that any one processanonly transform a singlelata stream at a given point fime has
consequences. Where a task places two demands qur@gss, thosdemands caonly be
dealtwith by some form of oscillatiom, or interleavingof, the use ofthat capabilityover
time. This necessarily increasi® complexity of dynamic control and co-ordinati@eross
the system. Different genericphases ofmental activity, such asgoal formation, action
specification and action executiowould each involve significant variation in how
configurations, procedural knowledge (capability) and record content (requirements) are put to
use. Theseand their consequencés wider systentontrol and coordinatiorwould all be
the subject of changaver the course of learning. As a user acquires experietheefask
relevant content of memomecords wouldincrease and more and more capabilitiesuld
become automated within specific processes.

In order to providethe rules with some grounding in evidendke results of avariety of
empirical studies were summarized. These werawn from the general psychological
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literature andfrom specific experiments with command languagBarnard, Grudin &
MacLean, 1989Barnard,MacLean &Hammond, 1984)menusystems (e.gHammond &
Barnard, 1982)and graphical interface®.g. Green & Barnard, 1990; Maylweedie &
Barnard, 1993). On the basis of teigdence we formulated a setrodes fortying specific
properties of tasks and interfaces to the attribute spaces, to generic principles and form these to
properties of user behavidrhe resultingrules were then embodied in an exparstem. To
supportgeneralization andxtensionthe core modelingules were organized into one set of
knowledge bases. These were separated tinertwo other major components of tisgstem.

One was aself-contained set of rule®r collecting information aboutasks, users and
interfaces. The other set of rules was used to generate predictions or design advice.

The approach is neither as well developeal as extensively tested as the current Al
architectures referenced in section 2, durt work illustrates that simulation isot the only
route to integration. The rules of the expert system embodied macrogmehrywhere we had

it for specific taskenvironments, were supported lgicrotheoretic detail. It therefore
conforms to ourequirementfor the composition of Type 1 theories of the behavior of a
system. The inferences do not relypon a highlydetailed simulation likehose ofthe Al
tradition within cognitivescience.The reasoning is nonethelesgplicit and it is based upon
theoretical principles whose effects can be traced.

The extent towhich principlesgeneralize camlso be tested andhlidated empirically. For
example, during the earliest phases of learning, we asthanhthe'how-to-do-it knowledge’
for performing tasks isheld in the imagerecord of thePropositional subsystem. The
knowledgecan beassignedattributessuch aghe level of itemand ordering uncertaintihat
must be resolved to generate the surface structure of a command sequence from its underlying
semantic representation (Barnard et al., 1987). Likewise, current states of a gliafgrieak
are modeled as the set of representations recently copied inioailperecord of theObject
subsystem. Irhis case arattribute will be sethat captures thdevel of spatial uncertainty
associated withthe location of anitem in agraphicalarray. Higherlevels of uncertainty
associated with any one of these attribuses assumed to increasine complexity of
processing exchanges, amday also changethe locus of control within the mental
configuration. These assumptions testable with laboratory methos.g. May,Barnard &
Blandford, 1993).

The expersystem was used to dramferences about interactiddased upon enodel of the
human cognitive architecture and the different typesi@fitalrepresentation processed within

it. This approach is undeniably unbalanced as a means of representing interactions in a higher
order system composed of user and computéfisile the representation of the cognitive
architecture is reasonably formal and relatively rich, the representation of the computer is both
informal and highly impoverished. In terms of awerlapped layers of Figure 2,nitay well

form a basis for a Type 1 model of a psychological system. Via a Type 2 mapmiag diso

form one basis for anicrotheory of the human component of a higleder system.
However,the development of a Type 1 theory of a syndetic or behawgséém requires a

more balancedpproach. It requirethe specification of microtheories @il the relevant
interactors at an equivalent level of richness and it requires a macrotheory of their interaction.

6. Realising coherent type 1 theories of interaction grounded in
theories of cognitive and computational systems

To achieve a Type 1 theory of the behav@mra system ofnteractors involving both people

and computers, it would beelpful to represent both in a comméanguage.The earlier
discussion ofthe unselecteavindow scenario introduced the generdéa of an interaction
trajectory, but did so in informaérms. It wasnot a formally specified model or theory of
interaction. Within computerscience, it hasbeen acknowledgedhat the behavior of
computational systems needs to be modeled at an abstract level. When designing a system it is,
for example,important to establiskhat it cannot entedeadlock. Tomodel computational
systemsthe formal methods community hageught toevolve abody of mathematics that

Systems, Interactions and Macrotheory 19 Barnard, May, Duke & Duce



enables them to represent abstract propertieysieEms.Their fundamental concern is to use
those models to reason about the behavior of a computer system before it is refineidt.and
The use of mathematics to describe software and hardware systelreehasidelyexplored.
Current work includes its application to human-computer interaian Dix,1991; Duke &
Harrison, 1993; Paternd & Palanque, 1997, Harrison & Torres, 1997).

In software development there is a need to carry agbrous checks ormodels. The
development ofsuch modelsuses software toolsand this requiregshe mathematics for
softwarespecification to be defined at a levelrajor that isnot commonly applied in other
areas. Specific ‘formal methods,” such\&3M, Z and CSP have been developed to tus.

They define collections of mathematical structures with a specific syntax and serfitginies

in systems modeling. Several key advances in understanding complex problems in computing
have already come abailiroughthe development ohew mathematicabbstractions for the
operation of concurrent systems (e.g. Hoare, 1996; Milner, 1989, 1993).

When a computer scientist does produce a formal model of the behavieysiEm before it

is refined andbuilt, it fulfils a role directly equivalent to that of macrotheofgr a
psychological architecture. The conceptual paratlefsdeeper. Wean characterize system

of computing interactors in théur component schemased toorganize psychological
macrotheory. Indeedhe four component framework mapdirectly ontothe schema for
applying the mathematics of contrdheory. A generalized construct of data array
(requirements) on which function&apability) operate to update the array according to
selection restrictions (co-ordination awdntrol). Configurationscan then be an emergent
property of what functions can operate on what data types within the array at what time.

The psychological theoryICS) discussed irthe previous section istself a model of a
concurrent computing architecturalpeit one grounded irbiological wetware rathethan
silicon. Recognizing the parallel, wehould beable tousethe mathematics being developed
within computer science to model abstract properties of the behavior wietital architecture
and bind it to an equally abstract modeltlué behavior of a computsystem. Tadevelop a
coherent Type 1 model of the resultisgstem, somenacrotheory of the interactiomeeds to
be added — in thisase, asyndetic model. Inhe Type 2 transitiorfFigure 2), macrotheory
from psychology and macrotheory frooomputer science argoth re-represented to form
microtheory at the level above in the overlapped hierarchy of abstraction.

Ouir first attempt at this form of theoretical integration is fully reported in a rexserd of the

journal HCI (Duke, Barnard, Duce & May, 1998). Although this contribution relies heavily on

an understanding of advanced mathematies specificform of mathematics, as wdiscuss

later, is lessmportant than the overathethodology. Working within &rge scale European
project on the integration of theory within designocesse$AMODEUS, 1995), we focused

on a number of concretdesign scenarios foadvancedsystems.One of thesewas a
Multimodal Air TravelInformation Systen{fMATIS) capable of integratingyped, voice and
gestural inputsThe usercould say'...Flights from here tathere..” andclick on reference to

the relevant cities by pointing at the appropriate refengtit a mouse (Nigay & Coutaz,
1995). The second scenario was a specific form of gestural language. This was designed to be
used withthe sort ofdata glove interfacesherethe hand movementsan beused to issue
commands to the computer amtiere anmage of theglove is concurrently rendered on the
user's display (Bordegoni & Hemmjel993). With well defined configurations for
information flow (Figure 7), ICS providessome genericules for how the cognitive
mechanism handlasultimodal integratior{see Barnard & May]1995). Since the properties

of the two computing systems were known and specifiable, the constraints on key components
of the two computing systems weremodeled using modal actionlogic. The equivalent
properties of thdCS architecturewere also modeledsing modal actionlogic, but adding

deontic extensions to capture aspects of the indeterminacy of mental processing.

As with simulationmethodsthe process forced us to Imore precise irour specification of

human information processing theottyan we had been iour earlier attempts to model
cognitive activity. The result athis modelingwas two sets of axiom®ne set of axioms

Systems, Interactions and Macrotheory 20 Barnard, May, Duke & Duce



represents assumptions abthe constraints governing computer system behavior and the
other set represents assumptions abow the user'smental mechanismvould function in

the samesetting. The axioms illustratéwo aspects othe Type 2transition. They discarded
detail from moredetailed psychological osystem modelsThey were alselective in that
they represented only those partghaflower level modelsthat were necessary tdeal with
specific issues. These axioms were microtheories of user and system compidreatded
value of a Type 2heory, isthe addition of anew superordinaté&evel of organization. This
was represented by a third set of axioms that specified assumptions about coth@ditimost
apply in the interaction itself.

The combination of micro- and macrotheogpresents a coherent Type 1 syndetiadel
grounded in specifications abgnitive and computingrechanismsLike any other form of
representationmathematics can bkard to follow unlesspeople are familiarwith the
notations. Figure 11 reproduces a sample of axioms. In each case the notation is explained in a
sentence. Thesare intended to illustrate thHagh level abstractions involvedThe first two

axioms aredrawn fromthe fourteenused to represerihe theoretical requirements that we
assumed must hold ithe mental mechanisrior information arriving at asubsystem to be
combined withinprocess operation. Two axiorase includedrom the MATIS specification

and just one of the syndetic axioms needed to bind togethasdheind systemmodels. The
syndetic axiom illustrated deals with the co-ordination of user and system capabilities.

Sample ICS axioms

coherent(f, t,) < dest(f) = dest(}) O
Op,q:reprepontiqgontd p=q
Stream, { and § are coherent if andnly if they havethe same

destination, and for amgpresentation p available onand g on stream
t,, p and g are coherent.

t O stable - Os,, S: sources(t) * coherent(ss,) O
(t = buffered O sources(t) O stable)

A transformation ‘t’ is stable if and only if every pair of streams on which
it operates areoherent, aneither the transformation lsuffered, or the

input streams are stable

Sample Axioms from the MATIS Model
speech = XO [speak(nm,d)] speech = Xhm, dO

If the speech stream holds X, then speakimgrae/data pairesults in a
speech stream with that pair appended to X.

mouse = MO [select(d)] mouse = M®IO

If the mouse streanmolds M, then selecting a dattgem dresults in a
stream in which d is appended to M.

An axiom from the syndetic model
per(read(d)d
d in MATIS Ovis-obj:, :obj-mpl:, :mpl-progdflows
It is possible to read some data item ‘d’ if d is part of a field qéi@ry in
the display and the cognitive configuration enables reading

Figure 11. Sample axioms from ICS, MATIS and their syndesis (From Duke, Barnard,
Duce & May 1998).

The specification can be very economic, since the syndetic model inherits the modeisgfrthe
and the model of theomputer. Inthe two examples reported bRuke etal. (1998), the
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syndetic models of the salient aspectusér-systeninteraction withthe MATIS system and
with the gesture language requiredly three andwo syndetic axioms respectively. The
specifications are really rathehort by comparison to thosermally encountered in the
formal methods literature, and they are certainlysfasrter tharthe kinds of codingrequired

in full Al simulations. Most importantly, the specifications are natommitted to any
unnecessary detail about either user mentation or system implementation.

Once expressed in mathematical form, the model camadk. Unlike a simulation, this class
of specificationdoes not run andhake aprediction. Newell (1990noted, ‘theories don'’t
makepredictionstheoristsdo.” Inthis caseconjectures can be postulated dedted. The
abstract model of a syndetic systenused to answer questiofgmulated bydesigners and
to evaluate claims about thehavior of systems of interactors. time case of the airline
system, we might want to know how the usdi cope with this design and develop a set of
conjectures about. The model isusedto derive a formalproof of that conjecture.Duke
(1995), Duke, Barnardyuce & May (1995, 1998)andDuke & Duce(in press) provide a
number of examples of this process.

In the case of the multimodal airline informatisgstem,the proof indicated that mental
activity would not bewell coordinated withthe system behavior anthat deictic reference

using speech and mouse with tiparticular system would be problematiélthough the
functionality was available, the analysis suggested that the likelihood that it would be used was
low. As with the detours ahe unselectetvindow scenariothe analysis provided an insight

into the properties of a behavior trajectfoy a system composed of user and computer. It
also provided an example of where additional functionality could be shown to be insensitive to
wider properties of interactiorthe analysis addressesactly those problems discussed in
section 4, but the reasoning is now formal and explicitly grounded in lower level models.

As the underlying cognitive angdystem models providéhe microtheorysupporting the
syndetic macrotheorythe reason why aparticular difficulty occurs can be traced to
somewhere in the Type 1 theory for that system of interactors. Alternative design solutions can
then be driven byheoreticalinsight rather than by generate-and-wa&tle of adhoc change.

Using mathematics, the consequences of theory can be explored in much the same way as they
are in other physicaiciencesThe reasoning depends uptme theoreticahssumptions, and

these are not intermingledith the kind of detail that can lead tgroblems in linking
underlying theory to consequence in simulation methodold@esper, Fox,Farringdon &

Shallice, 1996).

Similarly, it is expensive to generate new models afreskdohnew system and application.
What Duke et al. (1998) show is that axioms developed in one context can be reiuselto
generically related circumstances. Once in place, a body of psychological theory, BO&) as
can be combined with models of different compustgstems. Irthe Duke etl. (1998) case,
the reasoning about pose-formation withdata glovehas significant fragments in common
with the reasoning abouhe MATIS system.Where similar abstract conditions apply in the
models of computesystems,then the relevanbodies of theoryare re-used to support the
development and exploration alternative syndetisystems Although the specifications and
proofs presented by Duke et al (1998) cover seyagés they rely on inferences thabuld,

in principle, be carried ouisingthe current generation of theorgarovers such astlURAL
(Jones et al. 1991) or PVS (Owre et al., 1995). It should not ultimately be necedsawvg t
tameprofessor oformal methods in every design tearsigpboard, or irevery psychology
laboratory.

It will take a good deal of work for this approachnt@ture to a poimvhere we have models
that comewith appropriate scientific guarantees of their validithe approachdoes not
depend uporthe specific psychological theory we havged — ICS.Other models could be
represented in the samay. Likewise, weare fully aware of the limitations of modattion
logic — this form ofmathematicarepresentatiornas limited expressive power ancan only
capture part of what weould wishthe mathematics to accompliglithin the framework of
syndetic modelingThe overall approach is netliant on a specifienathematicakalculus.
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Figure 12. Centralized and de-centralized communication networks.

Indeed, ICS hagself been modeledising analtogether different formamethod, LOTOS
(Bowman & Faconti, 1999). The body wfathematics that isvolving in computer science is
not static, but moving forward to encompass probldéraswere not previously tractable. To
deal adequately with the human interactor, we might need to marry up several diffierent
of mathematics, including, for example, the mathematics of signal processingttiematics
of controltheory,and yet otheforms of logic for computationalsystems, such asterval
temporal logics.

7. Extension to Higher order systems of interactors

An important part of our argument is that four generic classes of constraint need to be modeled
at all levels of systems analysis. So far we hHéwstratedhow macrotheory can be explicitly
specifiedfor usersand for systems. Wehave also illustratethow it can be combined in a
formal mathematical model of ayndetic system. However, to support widertegration
acrossthe field of HCI, it needs to be showthatvery similarforms of analysignight also

hold for a characterization of behavior trajectories for groups and yet larger organizations.

An example othow principles of similar form and contentay also apply tahe behavior of
groupsoriginates in research on communicatiegts, carried out in thel950sand 1960s.
Starting withLeavitt (1951), social psychologistscarried out research dasks performed by
collaborative groups working in configurations where they could cotgmunicate along the

kinds of constrained paths shown in Figli® These ar@analogous to ourepresentation of

the potential configurationgdor a cognitive architecturgFigure 7). Pre-dating computer
technologies, this paradigm can be regarded as paper-and-pencil suppapedativenvork.

The only interactors in this setting that have the capability to change representations or physical
states are th@eople. They communicate bypassingwritten messages througslots in
re-configurablewalls. The paper, writingimplements andvalls are, of coursesubordinate
interactors in this setting and they too have definaebfabilities (papeaffords writing etc.,

slots afford message passing). However, our concern is notheittmicro-properties of how

this medium might differ from a more modezmail counterpart, but witltharacterizing how
properties of the configurations relate to interactor capabilities, requirements and their dynamic
control and co-ordination. In this settitige basic interactor i$Human agent+paper+pencil’

and it haghe capability to construdask relevanimessages angassthem through one or

more slots.

Leavitt (1951) made use of a very simple task. Each person had a set of dsyenbots and
their collectivetask was tadentify the particularsymbol that was common toall of them.
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Leavitt found that, of the circle, star ah@l configurationsthe circleconfiguration gave rise
to mosterrors, took mosttime and involved the greatest number mkessages exchanged.
While least efficient according to conventioraiteria, peopleactually liked being inthis
configuration more than the othenes. It isneither hard to generate explanationsvbly the
more centralizedtar configuratiorwas more efficient,nor why it wasdisliked more. An
essential requiremeifdr the grouplevel interactor is tdoring information together, and the
centralizednetworks have, byheir very structure, a locus o€ontrol through which all
information is channeled. It is easy to $mav the interaction trajectorie®r the centralized
and decentralized nets might differ in terms of ekgments and phasesiuteraction needed
to describe them. Although any given interactor in the circle netmaght have the capability
to determine the requireghswer,the messagesave topass throughmore links, and the
co-ordination of exchanges, and of decision making capability, would be more involved.

Most people in the network may have disliked their restricted status and the fact that they could
only communicate with those who were adjacent to them. The pdiakeédrom this example

is not the specification of particular a trajectory ormpitepertiesWhat is more important are

the findings demonstratinghat therelationships are natonstantWith more complextasks,

Shaw (1954) foundthat decentralizedhetworks gave rise tobetter performance. The
requirements of bringing information together, dinelissuesthat must be resolved in doing

so, exceed the capabilities of the single individual acting a®¢his of control.They have to
interleave information and control transactions and keep track of everttaing going on.

In contrast, activity in decentralized networks supports concurrent activity on different parts of
the problem, ultimately resulting in fewer exchanges and less time.

Clearly, in order tomodel this example, includinthe alternative outcomes of participant
satisfaction,the attributes and principles of faur component analysisvould need to be
captured with more precision and completeness. Our reasoning about why different trajectories
are followed from a particular point of departure to outcome is nonetheless framed by
inter-relationshipsthat hold between properties of configurations, capabilities, requirements
and the dynamic control and co-ordination of the system itself. No amount of task description,
knowledge analysis, or considerationgttod limits on human cognitiowould provide such

an analysis without referencing some other factors not normally considered to bethveithin
scope.

In the case of yet highesrder systems of interactort)e very terminology ofthe four
component frameworlwould, atleast in somecontexts,have astrong sense dfamiliarity.
Military strategists tend to think in terms bbw their forces are configured, whattheir
capabilities are, what requirements must be methiem tousethat capabilityand, of course,
how command and control is to be exercised. Prelimiadempts apply théour component
framework to such systenfgvesuggestedhat there might indeed be interesting similarities
between the behavior afuch systems and those wiore traditional topics irHCI. For
obvious reasons, our final concrete scenario is historic rather than current.

On August 2nd 21@C, aCarthaginian army commanded by Hannibal engaged a Roman
army commanded by Varro at the BattleGdnnae. Bythe end of the daidannibal’s forces

had slaughtered ove&d0,000 Romans, whilst losingnly 6,000 of their own, very much
smaller force. The three mairphases representintpe behavior trajectoryor this highly
concurrent system of interactage shown in Figure 13The progress ofthe battle can be
succinctly summarizédin the opening phase of the battle, Hannibal advanced a thin salient of
his infantry towardhe Romans; and tfiRomans advanced toeetthem. Atthe end of this
phase Hannibal executed a pre-concetaeticalwithdrawal. Inthe second phasthe Roman
army, believing that they were already in sighwigtory, was drawrinto Hannibal's trap as

he maneuveretis infantry aroundhe flanks of the advancingqRomans. Atthe end of the
second phase dhe battle Hannibal's cavalry, whdad engaged the Roman cavalry to the
rear duringthe first phase, nowdisengaged and completed thecirclement of the Roman

! details derived from Dupuy & Dupuy (1993). Collins Encyclopaedia of Military History
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Figure 13. The Battle of Cannae.

army. In the third phase of the battle, the Romans became a herd of panic-stricken individuals,
their force structure losing all coherence and unity at the point when they reladizéloey had
been enveloped. Hannibal’'s numerically inferior force quite literally cut them to pieces.

The block diagrams specify the different configuratiorsthe various interactors within this
system,the differentunits of infantry and cavalry. Givehat theirinfantry outnumbered the
Carthaginians by more than twodoe, the Romans shoulthavewon. Hannibal had negated
the Roman’s numerical superiority in two ways. First, once encircled, a significant proportion
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of the Roman units was trapped behindlihe of engagement. They could not be configured

to interact physicallywith the Carthaginians. Secondyeing only human, the Romans
panicked and the individuainits lostthe ability to fight aconstituents within a highdevel

force structure. The loss of co-ordination and control within basic undgsgahization maps
upward to a degradation in the capability of interactors at the higher level of systems analysis.

Some ofthe connections tour earlier discussionsare at leasintriguing. For example, the
training wheels system developed by Carroll and Carrithers (1984) denied nseisaccess

to software functionality. As at Cannae, the ‘potential’ of subsequent behavior trajectories was
reduced by denying use of capability. In both instances the effect was to facilitate the trajectory
towards anintendedoutcome, albeit faster learning in one instance and meiféective
slaughter in thether. The informally presentednalysis ofthe unselectetindows scenario
(section4), and the more formal modeling of interaction#th the multimodal air travel
information system (sectioB), both involved reasoning about dynamic control and co-
ordination of simplaiser and system exchang@¢éhen mappedipwards tothe concerns of
designers othe higherorder systemthe conclusionsmay need to beaptured, not in the
detailedmodel, but in alype 2mapping. As inthe case ofCannae, ifcoordination and
control is degraded in a lower ordgrstem,then it impacts the capability of the highmder
system. One sort of window improvesapability of the combinedystemrelative to the
existing variant. It simplifies behavidrajectories by reducing the likelihood détours. An
envisaged design for multimodal integration of speech and namtisa in airlineinquiries is
unlikely to beused andhence have an important impact the capability of higger order
system.Only when itcould be arguedhat anenvisaged design woulthcilitate behavior
trajectoriesfor the higherorder systenmight further investment ithat aspect ofoftware
development be justified.

If those operating at different levels fstems analysis and dlifferent topics wereable to
relate theirown contributions to someommon vehicle oexpression, such asking about
generic constraints on interaction, then communicasbould be enhancedndividual
researchers might even gain substantial benefit from advances made by those wougkiitey on
different systems of interactors. Those working on modeling computational systemisiye
systems, social systems or military systems might improve dlgirtoolsand models on the
basis of greater interdisciplinary coordination and reciprocated insight.

9. CONCLUSION

We have arguethat thefuture course of theory iHCI might not be besserved by the
unconstrained development of more and niocal theories and models specificaligilored

only to the meetneeds of different levels of analysis or differesaftware applications.
Because of the differerstystems ofcientific semanticadopted, such an approaotakes it

hard to realize connections — either within or between levels of systems analysis.

We have offered some argumefs developing macrotheories. These provitinnective
tissue to bind together different concerns withilewael of explanation. We also argueiat
macrotheories were neededstapport adifferent kind oftheory. The second form of theory
provides the connective tissue betweensygems okcientific semantics adopted adjacent
levels of analysis. Aspecific frameworkwas proposed fothe consistent organization of
macrotheoryacrosslevels of analysis. This assumdtat thebehavior of any system was
determined by four classes of constraint. At each level of analysis we would expect the content
expressed in a theory arodel to be quite distinct and testable inatgn right. We used a
particular cognitive theory and a particuraathematicatoute to building models of syndetic
systems to suppotthe wider argumentthat such developments are a tractable research
proposition. The four classes oftonstraint are dependenpon neither our psychological
model nor a particular form of mathematics. We used these tools because they arettied ones
we aremostfamiliar with. The general argument could equally well have begsed upon
other cognitive models or notations. We also sought to illudtiatethe frameworkmight be
appliedacross a broadange ofissues.Concrete scenarios wetsed from both past and
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current technologies, fromvindow design tothe design of multimodal or data glove
interfaces. In addition to interactions, the human computer interface, vaso briefly
considered the behavior gfoupsand organizations. We concluded &yamininghow the
framework might help express some simple parallels between interactions at different levels of
system analysis.

Hannibal’s plan for the Battle of Cannae provided military theorists with an oftroibelel of
tactical perfection. Some two thousand years la@eneral Schwarzkopfemarked that he
essentially re-used Hannibaksodel for the battle of Cannaehen hedirected operation
DesertStorm. Anabstract model that ise-usable over a couple of millennia, and from the
technologies oswordsand shields to those of tanks amissiles, is anot insignificant
achievement. A$CI movesinto the next millennium, the development méw forms of
theory, or a viable mathematics for modeling systems at different levatgabyfsis,still poses
a whole range oéxciting and importanthallenges. Beforeeliableand enduring models are
achieved, researaiay well go upnumerous blindalleys. Nonetheless, weelieve the case
for the development of models and theories is justr@sg, ifnot stronger, as it was when
Newell (1990) andCard, Moran & Newell (1983) laid out their earliervisions for how
theories might be integrated and applied to the practice of HCI.
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