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ABSTRACT

GUNN, H.F., P.J. MACKIE and J.D. ORTUZAR (1980)
Assessing the value of travel time savings - a
feasibility study on Humberside. Leeds: University
of Leeds, Inst. Transp. Stud., WP 137 (unpublished)

Tt is expected that the opening of the Humber Bridge
will camse major changes to travel patterns around Humberside;
given the level of tolls as currently stated, many travellers
will face decisions involving a trade—-off between travel time,
money outlay on tolls or fares and money outlay on private
vehiele running costs; this either in the context of

destination choice, mode choice or route choiece.

This report sets out the conclusions of a preliminary
study of the feasibility of inferring values of travel time:
savings from observations made on the outcomes of these
decisions. Methods based on aggregate data of destination
choice are found to be inefficient; a disaggregate node

choice study is recommended, subject to caveats on sample size.
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1. INTRODUCTION

1.1 The Humber Bridge is a major transport infrastructure investment
vhich is expecited to have a significant impact upon the pattern of
travel in the Humbergide region. Previous studies (Halcrow Fox and
Asgociates, 1977; 19793 Martin and Voorhees Associates, 1979) have
been concerned with predicting the levels of traffic using the facility,
agsegsing the economic benefits of the Bridge,and determining which
tolls policy should be pursued. With the opening of the Bridge now quite
cloée, the emphasis of any future study must be on understanding the |
actual consequences rather than on prediction. There are many aspects
which could be examined ~ the levels of traffic and revenue in relation
to the predictions, the origins and destinations and journey purposes

of traffic in the region, and the impact of the Bridge upon economic
development, for example. However, the particular intention of thig
gtudy is to determine whether the opening of the Bridge provides an
opportunity to improve our understanding of travel behaviour., A
particular question is whether toc use the sub-region as a test-bed from
which to draw inferences about the value which transport users place on
savings in time mpent travelling. The terms of reference for the study

are zet out in Appendix Te1s

1.2 The intention of this Introduction is to give a brief overview of
the issues involved when attempting to understand travel behavicur, the
reasons for doing so, and the possible approaches in ocur study area.

Two of these approaches are given detailed congideration in Chapters 2
and 3. We do not attempt a full scale review of the theory and practice
of the valuation of travel {ime savings. Several guch reviews have
gppeared in the past, the most receni, excellent, example only last year
(see, for example, Harrigon and Quarmby, 1969; Dalvi and Daly; 19773
Hensher, 1978; and Bruzelius, 1979). We do, however, show in Chapter 3
how the methods of analysis of travel behaviour which we propose to use

are congistent with the general theory of consumer behaviour.

1.3 The basic proposition is that travel choices can be explained in
terms of various parameters. Some of these are the characteristics of
the choices themselves ~ the relative costs, journey times, comfort

and convenience of the alternatives available to the traveller. Others

will be the characterisiies-of the traveller - his income, car ownership,




the size of the household from which he comes, his tastes and preferences,
and go on, Individuals are characterised as utility maximisers. .Each
individual, faced with a choice, is held to make his decision .according

to his perception of the differences between the options in terms of their
relevant attributes and the weight which he attaches to each attribute.
The aim, then, is to define for the choice-making population as a whols,
the relevant attributes of the iravel options, and the set of weights
placed on the attributes which best reflecte the pattern of cholces made.

This process is the most common form of '"hehavioursl' modelling.

1.4 Understanding travel behaviour in this way is important for both

the comnected processes of travel forecasting and economic evaluation.

If all the attributes of the transport system which influence travel
choices are known and the relative weights placed on the various
attributes by travellers are well understood, themn it is theoretically
poseible to forecast the impact upon travel choices of changes in the
transport system. Obviously, the extent to which resunlis are transferdble
from one gtudy area to another depende upon whether the relevant attributes
of the system and characteristics of travellers are correctly represented

in the model.

1.5 The link between behavioural modelling and economic evaluation is
legs direct. At the simplest level, once the set of coefficients of

the travel attributes which best explains behaviour has been found, the
relative weights on the attributes follows directly. If one of the
attributes is the price, or cost of travel, then the unit vaiues of the
other attributes may be expressed in monetary terms. In a perfect world
with adequate consumer perception, no problems of direct or indirect
taxes infringing marginal conditions, and an ideal distribution of income,
the valueg found by observing human behaviour could be used directly in
economic evaluation. ¥or, if it was found that for example, the mean
trade-off rate between time and money which best explained consumer
choices in a particular situation was one penny per minute, then that
would be the best estimate of the unit social wvalue of creating such a
.time gsaving in that situation. Since the ideal conditions mentioned
above are not, in practice, satisfied, adjustments are required in oxder
to take account of sub-optimalities (McIntosh and Quarmby, 1970).
Purthermore, the mean trade-off rate itself masy be expected to vary at




any given point in time, depending on the circumstances of the itraveller
(the time constraints he is under, etc.) and the conditions of travel.
Nevertheless, knowledge of the set of values which individuals appear to
place on time, operating costs, comfort, and other relevant travel
attributes, remains an essential starting point for the process of

evaluation.

1.6 The valuation of travel time gavings is an extremely significant
practical issue for the allocation of resources to and within the transport
sector. Some 80% of the measured benefits of tiunk road investments come
in the form of time savings (Department of the Enviromment, 19763
Department of Transport, 1978a). Much of the betterment element in
railway investment is devoted to time savings, though in this case,
improvements in the quality of service are converted into fare revenue.
In urban transport studies, time savings remain a significant indicator
of improvement to the system. It follows that values of travel time
savings are not just a matiter of theoretical interest; major gquestions
of resource allocation should be dependent on the values which transport

users attach to savings in travel time.

1.7 If the posbtulated weights or values attached to the various attributes
of travel, especlially travel time, are important for the reasons stated,
we must now address the question - how are such values to be inferred
from travellers'! behaviour? In principle, values may be inferred from
any decisions which involve choices between alternatives with different
compogitions of time, cost, comfort and other relevant attributes. A4s
long as the traveller is involved in making a choice which requires him
to sacrifice sdmething in terms of at least one of the attributes ~ so~
called 'trading! behaviour - useful information may be gleaned from the
choice he makes. In Beesley's original study (Beesley, 1965), only two
travel attributes, time and cost, were considered, and less than a third
of the gsample was found to be in a position of trading between time and

cogt.

1.8 Cne of the most hotly debated issues in the literature is whether
only !'traders' are relevant. It ies clear that, in the context of
explaining travel behaviour, non-traders are as relevani as traders,
gince they form part of the sample of travellers whose behaviour is to
be explained. The controversy arises in the context of estimating the
value of time. On one side of the debate stand those who argue that



only those actually involved in trading behaviour provide relevant
information (see, for example, Rogers, 1976; Dalvi and Beesley, 1978).
On the other, it is argued powerfully that it does not follow from this
that those travellers whose chosen option is preferable in all the
measured attributes to the altermatives should be deleted:

"The common cobservation that individuals exist whose chosen option
is worse than the alternative in all measured atiributes is
irrefutable evidence of the importance of ummeasured attributes.
Thus the deletion of non~traders will not only reduce the accuracy
of estimates of atiribute wvalues by discarding data but also bias
those estimates by specifically deleting individuals for whom the
unmeasured attributes are particularly important." (Daly, 1978)

1.9 Methods of analysis have become steadily more sophisticated over
the lagt twenty years but the propositions about the nature of travel
behaviour ag an example of utility maximigation have remained central.
Let us take the gimplest case in which an individual faces a choice
between a fegt, expensive method of travel, or a slow, cheap method,
which are exactly equal in every other respect. Then, for any one

individual,

(1.1)

If the individual choores mode 1, then the inference is drawn that the
value of the time difference ig greater than the value of the cost
difference and so a minimum value of travel time consistent with the
choice made can be defined. Conversely, for a choice of mode 2, a
maximum value of travel time may be inferred. The aim ig to find the

set of weights placed on time aznd cost which is most consistent with

the observed travel choices (revealed preferences). Beesley (1965)

uged a graphical technique to find the slope of the straight line passing
through the origin which minimised the number of misclassified
observations (i.e. which minimised the number of cases in which the

value of time savings for the sample as a whole was less than an observed
minimum value of time for an individual, or greater than an observed
maximum). Though beautifully simple, this method has its limitations,
notably the difficulty of handling more than two attributes(*), the

restrictive nature of the 'straight line through the origin! assumption,

(*) Although as Daly (1978) has noted, the method is simply a special
case of Manski's score maximisation method (Manski, 1975).




the lack of a statistical criterion of goodness of fit, and more
importantly, evidence on the standard errors of the coefficients

estimated.

1.10 The choice between travel options can c¢leaxrly be formulated as a
multivariate problem. Thus, for example, the choice of route an
individual makes for travel between a given origin and destination
could be expressed as a function of a number of independent variables -
the time difference between the routes, the cost difference, variations
in environmental characteristics, and so on. Why cammot this problem
be handled using multiple regression techniques? The difficulty of
course is that, where individual decisions are being made the dependent
varisble is not continuous, but may (for binary choices) take only

two values. Either the traveller is observed to travel by roubte 1 or
by route 2. This creates two problems. The first is that of hetero-
scedagticity; the variance around the Y values is a function of the
level of ¥ (Tobin, 1955) and hence the resulting estimates are
inefficients: . Secondly, since the regression equation is a linear
function of the independent variables, it is possible for certain
combinations of values of these varigbles to produce values outside

the renge 0-1 for the dependent variable, It ig then hard to give a
'probability of choosing mode X' interpretation to the results.

1.11 A golution to this problemzis to transform the function from a
linear into a sigmoid, S-shaped, curve, for example using either a
cumulative normal (probit analysis) or a logistic (logit analysis)
transformation(*). In logit analysis the probability of choosing a

particular travel option, Pi is expressed as

oE(xi)

Pi =. t@ _ (1-2)

+
where f(xi) is typically of the form
f(xi) = 8+ X+ BoX, + eeeeniB K, (1.3)

o} 2 n n’

And Xy eenene X represeﬁt the relative attribubtes of the available choices.

(%) Some studies have used the technique of discriminant analysis,
notably (Quarmby, 1967), but this is now felt to be an unsuitable
method in this context (Daly, 1978: Stopher and Meyburg, 1976).




Now, for grouped data — say for the purpose of explaining mode choice
at the monal level -~ the task may be interpreted as explaining the
 variations between zoneg in the proportions of travellers choosing
each mode. From the above equation it follows that the odds on

chooging i

7 —1Pi = ef(xi) (1.4)

and the natural log of the odds(the logit)

i

iy se b = ) (1.5)

Given observations of the proportions of travellers from different-
zoﬁes chooging each mode and the relevani modal attributes, the best
fit coefficients for the attributes may then be readily found. (This
is known as the Berkson-Theil method, see, McFadden, 1976.)

1.12 However, if individual choices are to be modelled, it is no longer
possible to use this method, since it is a (0,1) decision to travel or
not by mode i which is observed, rather than the probability of choosing
that mode. In these conditions, the method of maximum likelihood is
utilised to find the estimates of the coefficients of the attributes

Xy e xh.which maximise the 1likelihood of the observed choices being
what they are. The estimation procedure and allied statistical measures
are described in debtall in Appendix 3.2.

1.13 Suppose that the attributes of the transport system which are
determinants of travel choice can be defined and best fit coefficients
egtimated. Then, as mentioned sbove, the ratio of the time and cost
coefficients can be interpreted as a mean value of travel time for the
sample under consideration (Daly, 19783 Daly and Zachary, 1975).

Simple logit models, however, will produce only a single-valued estimate
of the value of time (or any other attribute) for each sample or sub-
gample of travellers. Intuitively, one would expect that for any set of
travellers of given income and other household characteristics, a
distribution of time values around a mean would exist. Methods of
handling variation in tastés and of estimating the distribution of the

value of travel time as well as its mean value are dealt with in




Chapter 3. $So too are some properties of logit and probit models

not mentioned here.

1.14 Valid inferenceg can only be drawn from observation of travel
behaviour if certain basic conditions are satisfied. Harrison (1974)

has set out a number of such conditions:

1. "The choices snalysed must be real ones".
This is crucial, and implies that responses should not be forced
into (say) a mode choice framework. If the real choice faced is
between shopping by car now, or consolidating the journey with
another shdpping trip later in the week, drawing inferences from
the comparison between car and bus journey times and costs will
obviousgly be invalid. One of the advantages of studying the
Jjourney to work is that the range of possible responses is more
limited than for other journey purposes.

2. "Where choices exigt, they must be fully perceived, and there mmst
be grounds for believing that individuals are aware of the

alternatives".

An area of controversy has been the use of engineering or reported
data to model individuals' choices, and we comment on this further
in Chapter 3. We hope that the Humber Bridge, with the new public
transport arrangements associated with it, will caunse people to

consider their options, and to be reasonably aware of them.

3. "The effects of all variables thought likely to affect choices must
be explicitly considered".

Thus, such matters as whether the car is to be usged during the day,

or whether & car is available for the Jjourney, are key elements in

determining peoplel's effective choices. Furthermore, socio-economic

determinants of choice such as income levels must be handled either

by scaling cost elements or by stratifying the data into sub-samples,

4. "There must be perceptible differences between alternatives!,

In a corridor where the average journey length of those sampled
will be high, relative to urban commuting studies, this condition
may be guite well satisfied.

5 "The variables congidered relevant must not be too closely
correlatedh,




Mhis is a critical requirement, and one which frequently hinders
study of road uger behaviour. However, in the Humberside area,
the road network is such that some origins and destinations are
linked by high speed roads, while others have a lower grade net-
work. So the relative components of time and cost are different.
Furthermore, when the Bridge is open, some origin-destination
pairs will be linked at a cost including a toll element, while
others will not. Thus, an important precondition for successful
value of travel time estimation is better satisfied here than in
many other locations, and this gives Humberside considerable prima

facie attractiveness as a potential study area.

"Mhe variables affecting choice must show a fair amount of
variation in the-sample. TFor example, it might seem obvious that

e valune of time could be estimafed from a tolled crossing situation
because it presents a simple time/money trade-off, In practice

it is rarely possible because in nearly all cases, the crossing

offers a single price to all categories of user".

This is & serious problem with route choice studies which might,
however, be overcome 1f individuals with different origins face
different time/money trade offs in deciding whether to use the
crosaing. It was with this in mind that the Department asked us
to consider whether a route choice study would be possible, and we

discuss this in Appendix 1.2.

"The sample vnder consideration must be assumed similar with respect

to factors nmot included specifically in the analysis".

The only way of validating this assumption would be by means of
home interviews to establish whether people's attitudes to the
non-measured attributes of the modes or routes under consideration

were homogeneous acrogs the population.

"The sample anslysed must show a reasonable proportion choosing
each of the relevant options, otherwise random elements are likely

fo dominate the analysis".

"Ag a check on valldlty the number of choices explalned by the
analysis must be hlgh"




It should be noted that the status of these conditions differs.

I+ is possible to verify whether some of them are satisfied (for

example 5,6 sbove) given lmowledge of the network. Others (1,2,8)

might be validated by pilot testing. But (9) could only be established
after the data was gathered and alternative models calibrated. These
conditions do, therefore, have implications for the shape and sequencing

of any studies which are carried out.

1.15 Values of time have been inferred from a number of different choice-
making situations. These include:

choice of route

choice of mode

choice of destination
choice of home location

Recent surveys of past studies include (Hensher, 1978; Bruzelius, 1979).

1.16‘Wé have not considered the possibility of using this area to

gtudy home location choices. We expect the numbers responding to the
Bridge by changing the location of residence to be small, in view of
the magnitude of the tolls, and the delays which are foreseen in
industrial and commercial development of sites on the South Bank of the
estuary. Furthermore, there is the gerious difficulty of incorporating
the environmental and other attributes of a house before any value of
time could he inferred.

Mbdelling individual choices of destination has also been ruled out for
similar réasons; determining the relevant choice set for individuals,
and attaching values to the attractiveness of alternative locations for
shopping or recreational trips poses very difficult problems which we

are not confident of resolving.

1.17 However, one of the main points of initial interest in the Humberside
Study Area was whether it might be possible to infer values of time from
modéls of trip distribution., That is to say,.could one find the relative
weights on time, cost and other ﬁamameters in the deterrence function
which gave the best explanation of the pattern of tripmmaking between
origing and destinations in the study area? This approach avoids the
need to describe the attractiveness of individual destinations, since

thig could be regarded aé fixed independently of the itravel origins.

Some work in this line has-been undertaken by the Department of Transport
within the COntext of the RHIM project. Clearly, its philosophy is
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rather different from the other types of study mentioned, since it
congiders choice-making behaviour at an aggregated rather than a dis-
aggrégate level, This reguires certain agsumptions to be made about
the homogeneity of the trip-making populétion (see Chapter 2). The
attraction of this approach is that in principle, it could be used to
shed light on road users' values of time and therefore bears directly
on the question of the benefits of road investments which reduce
Journey time. One critical requirement is that Harrison's condition

5 be met. Tn the road network in general, this condition is not
satisfied; times and costs of attaining alternative destinations are
too closely correlated for the relative value of one to the other to
be distinguished. Ag mentioned above, however, in the Humberside
area, there is a good network of roads linking certain zones, but a
poorer one linking others. In addition there will be a substantial
toll éiement for certain traffics. The possibility of using the study
area to infer wvalues of time from the distribution of trips wasg there-
fore felt to be a good one. Qur investigations into this possibility

are reported in Chapter 2.

1.18 Studies of travel mode used for the Jjourney to work have been the
most popular single approach to travel choice explanation and valus of
time derivation. In the Grimsby-Hull corridor, we have found that a
wide rangé of travel modes will be available when the Bridge is opened,
and a study of this kind was judged to be worth considering in detail
(see Ghapter 3).

1.19 The final possibility ig for a study of route choice. Route
choice is in principle attractive because, again, it could shed light
directly on the values of time for road users, and because the non-
measured elements in road users costs (relative route attractiveness,
etc.) might not be too important in determining choices. In general,
though, route choice in the U.EK. has not been a profitable area of work,
becauge few or no explicit trade-offs between tipe and money exist.
However, on the face of it, the Humberside area déés offér an opportunity
for a study of this kind, travellers between South Humbergide and the
Bull area'facing a choice between going over the toll bridge or making
the time-consuming journey around the estuary. Therefore, during the
course of our work, the Depariment asked us to examine this opportunity,

and our review is shown at Appendix 1.2. The conclusion is that,
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unfortunately, the number of travellers facing a trade-off between
time and cost is likely 1o be quite restricted and what trading
there is will take place at a similar rate. Harrison's condition 6
(see 1.14 above) is therefore unlikely to be satisfied in a route

choice study.

1.20 We are therefore left with two remalning possibilities - a study
of the distribution of road trips between origins and destinations
within the study area, conducted at an aggregated (zonal) level, and
a gstudy of individuals! mode choice for the journmey to work. These

approaches are described and assessed fully in Chapters 2 and 3.
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2, ESTIMATING A VALUE OF TIME FROM CONVENTTONAL AGGREGATE MODELS OF
TRAVEL DEMAND '

By definition, the concept of a value of time (associated with some
specific -a.ctivity) is connected with individual actione and individual
decisions., Moreover, it is a concept which has meaning only within the
notional framework of uwtility maximising theories of behavlicour in which
the individual weighs time against money costs when choosing between

travel options.

That the structure of the conventional aggregate gravity model is
consistent with 'utility maximising! individual behaviour was demonstrated
by several authors in the mid-70's (see, for example, Cochrane, 1975
Domencich and McFadden, 1975; Williams, 1977) as a consegquence, it has
been noted in the literature that it is possible, in prineciple, to
use such a model to estimate 'values of time'. (Bruzelius, 1979).

However, to our knowledge, the only reported analysis of this sort was
performed by Bconomic Highways Divigion of the U.K. Department of
Transport, in the course of the RHMM project. (See Depariment of Trans-
port, 1978b).

In this chapter, we discuss briefly the several theoretical
ageumptionsg that must be made to interpret the gravity model as a
hehavioural model, ‘and the practical requirements in terms of levels
of flows and nature of the network +that must be met before reliable
estimates of the model co-efficients may be achieved. Appendix 2.1
presents the results of an exercise desigﬁed to egtablish the 7
suitability of the pattern of trip distribution on Humberside after
the Bridge has been completed as a basis for drawing inferences about

average 'values of time'.

Firstly, to gimplify the argument, we shall restrict discussion to
circumgtances in which it ig reasonable to hypothesise that there is a
single 'value of time' which spplies to all members of our popwlation.
In practice, many researchers have demonstrated that it is necessary
to allow for a range of such values over the populaition, where the
exact value of time to a given individual may be a function of
characteristics of that _individﬁa.l (income level in particular) but
may slso vary randomly as between individuals of the same character-
istics. We shall return to this point at a later stage in the

discussion.
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The derivation of models of individual choice which are consigtent
with 'utility maximising' behaviour ig discuassed in detail in the
following chapter. To illustrate the equivalence of the conventional
gravity model form with one such individual cheoice model, we ghall use
only the result that if options 1 to N are characterised by 'utilities!
U1 to Uﬁ where aach Ui is assumed by the analyst to be a randgm variable
drawn from a Weibull distribution with mean ﬁi and varience s° (i.e.
independent of i) then the probability that U, will be larger than all

other U's is given by

exp(B,) / z exp(T,) | (2.1)
d

Hence if we assume that a rational individual, confronted with options
affording him 'utilities! U‘I’ U2 ceseey UN will choose that option which
has maximum utility and if we can observe only the ﬁj.j=1 .o N, (and

gso do not know which U,j is largest with certainty), and if the nature of
our uncertainty about the 'true'! values Uj ig adequately described by

- the Weibull digtribution, then we can egbimate the probability with which
option i is chosen as in equation (2.1) above. A fuller description of
the process, and an explanation of the suitabilifty of the Weibull
distribution in these circumstances, is given by Cochrane (1975) and is
generalised by Williams (1577). The resulting model (2.1) is, of course,
the well-known logit model. If we write |

Uij =Ty = Asyy + g4 = Uij * eq (2.2)
where Uij represents the net 'utility' of a trip made to zone J, for a
traveller starting from zone ig ﬁj (zone attractiveness) and ) are
cpgstants, with Sij being a measure of the separation of zones i and j,
and eij is assumed to be an independent Weibull variable, we have
specified a model form to account for the probability that a trip
starting in zone i will be made o zone j. The fofm of the model may
be written as

p

3= o) <o) /3 eny) (2.3)

or, in more familiar gravity model notation, as

R TE " Mgy (2.4)

J '
..=K e e =Kgq. e
?-3-3 q'J

where I{ = (5 e:@(ﬁiﬁ))'k and q., are constants.
k J
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Given a particular set of trip interchanges, we can fit such a
model and then assess the gupport that the dats provides for the
hypothesis about the model form., (Note that we cannot make any
corresponding inference about the process by which the model form has
arisen. As Williams and Ortuzar, 1980, have pointed oubt, the very
same model form is consistent with several entirely different
“interpretations about the process which has given rise to the observed
pattern of flows. Our interpretation of the process as 'behavioural',
and 'ubility maximising' in particular, must remain an act of faith.)
If Oi trips in total start in zone i, then the model predictis

) = ﬁiqj exp(- As, ;) - (2.9)

b, =0, K a exp(~ lsiJ j

ij —
trips between zone i and zone j. In the conventional process of
fitting gravity models of this form, the end product is usuvally taken
o be the set of best-fitting p, q and A parameters. U.K. practice
for some years has been to form the separation matrix § = [}ij] by
taking Sij as a weighted sum of time and out-of-pocket costs. The
regulting 'generalised cost! function can be written as

- o
. k k
8;5 = E;1( i3 R cij) (2.6)
where'Tfj is taken to represent the time component of the i-j trip
spent in activity K, and d?j to represent the out-of-pocket cost of
that activity. The weights 91m . QK have conventionally been derived
from disaggregate studies of travel choice, and represent 'values of

time' gpent in the appropriate activites, 1, .., k.

Where the trip can be characterised by a gingle activity, we
would have the expression for the separation given by
854 = Tije + cij (2.7)

If we write the gravity model as

b, . = D;d, exp(~A, T, = A (2.8)

ij J ij 2 Cij)
and choose values for the extended parameter met X{pi} ,'{qﬁ} s Apr Ao
which 'best fit' the observed interaction data, the ratio A;/ A, can

be taken as an estimate of the corresponding value of time to the

individual trip mekers, on our interpretation of the process.
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The gravity model seeks to represent long-run, average flow
patterns by a simple model of the form of eguation (2.8); in pra,ctice,'
we shall always expect such a model to be no more than approximate,
but to simplify the calculations here we shall ignore this complication,
and proceed as if the simple model were indeed 'absolutely correct'! -
i.e. ag if there were some values of the p, s Aq and‘ Ao parameters
which would reproduce the long—run flows exactly.

If the underlying model is perfectly specified, then with
sufficient data (i.e. complete knowledge of long run flows) both Aq
and Ao and thus M / Ao could be known without error. In practice, even
assuming that the model is absolutely correct, the parameters are
estimated from a data base which ig subject to sampling errors, and as
8 consequence the fitted parameter values will also be subject to
estimation errors. Thus a third issue arises; not only must we consider
whether or not we believe the utility maximising hypothesis underlying
the proposed model structure, and then satisfy ourselves that such a
gtructure does fit the aggregate data, but as with any other approach,
we must also ensure that the error with which the unknown parameters
are estimated is such that the resuliing estimate of the value of time
is 'msziciently accurate for our purposes. The issue of the accuracy
of the fitted parameters concerns both the absolute numbers of observed
trips in the interactiocn mabrix and the nature of the variation in the

explanatory variables in the model.

The credibility of the '"utility maximising' family of models
amongst the set of rival explanations of rchoioe hehaviour will be discussed
in Chapter 3; for the purposes of a preliminary assessment of the
practical feagibility of estimating a 'value of time' from trip
digtribution patterns on Humberside, we shall assume that these models
are realistic. We ghall further assume that they will adequately
e@laiﬁ observed aggregate flows. The attempt to ensure the validity
of this latter requirement has important implications for design of the
gurvey, and for the level at which aggregation is performed.

Firgtly, we are implicitly assuming that all travellsrs have the
same value of time, when there is clear evidence from other studies
that income and journey purpose have some influence. By restricting
the data %o car driver trips, we can hope to reduce the error that
income differences will introduce, as compared to, say, a mode-split
gtudy. PFurther, we should certainly aim to treat work trips, and trips
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on employers' business, separately from all other trips. The fact that
each destination zone is to he characterised by a2 single 'attraction
factor! also emphasises the need to treat different purposes in separate
models. Another issue for survey design concerns the adequacy of a
single time/cost pair to describe zone to zone separation for every
traveller in the origin zone. This is an issue that has received &g
great deal of attention in the literature of disaggregate models; it
is well established that, for-most models, zonal averaging does not
provide sufficiently sensitive estimates of individual level-of-service
variables, and, further, that this is a common and serious source of
model misspecification (Horowitz, 1980a). However, we can minimise
this effect by choosing zones which are relatively remote one from
another at the survey design stage. (In passing, it can also be hoped
that choosing zones in this way will remove the need to consider
re-assigning flows for each different value-of-time that is considered.)

The last issue for design of the survey concerns the need to ensure
that observations take place over a fair range of the explanatory
variables, and further that these explanatory variables are not too highly
correlated to allow the separate effects of each to be distinguished.
This last consideration points to the suitability of the Humberside area
for a study of this sort; as has already been remarked, the opening
of the Humber Bridge and the completion of the motorway network around
Humberside will provide a basic structure of fagt, high quality road
links. Some trips, such as those to and from York and Lincoln, will -
continiue to use at least part of an exigbting, slower,' road network, providing

the range of speeds necessary to distinguish between time and cost effects.

Yet another major advantage of conducting an analysis of this sort
in the Humberside region is the existence of the toll on the Bridge;
as is demonstrated in Appendix 2.1, the fact that a proporiion of the
town to town movements will use a tolled bridge would allow us to
separately identify the component of cost associated with distance
travelled. A comparison of the 'behavioural' value of a mile of travel
with the estimated true runmming costs would in itself provide valuable

information about the way in which running costs are perceived.

Finally, we turn to the question of the accuracy of the fitted model
parameters, and the resulting accuracy of the implied valune of time.

Since we are making the assumption that our models will indeed fit the
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data, the errors in the fitted parameters will arise solely as a resulti
of sampling error. By 'fitting the data', here we mean that the true,
long-run average flows will be given in a form compatible with the fitted
model. Given an estimate of the resulting trip distribution matrix, and
any particular sampling strategy, we could form estimates of the accuracy
to be expected from a fitted model in at least two different ways;

(a) by Monte Carlo methods, repeatedly simulating the proposed sampling
strategy on the anticipated trip distribution matrix, and fitting

"models to each simulation, or

(b) by celculating the theoretical expressions for the accuracy of a
gingle out-turn of the sampling strategy.

Given that we were restricting attention to a small number of zones, the
second approach was the most appealing; for a simulated sample from an
expected trip distribution pattern, gravity models were fitted by the
GLIM package, ylelding cstimates of model co-efficients and of the
accuracy of these co-efficients. The expected trip distribution pattern
was that produced by consultants (Martin and Voorhees Associates, 1979)
for the 1981 (post bridge opening) flows. Appendix 2.1 sets out the

regults of this exercise in gome detail.

The conclusions of the analysis are somewhat discouraging; even on
the (strong) assumption that the models will fit and that the sampling
scheme would consist of single-direction interviewing of some 50% of
vehicles crossing each of three cordoné (round Hull, Grimsby and '
Scunthorpe) and crossing the Bridge in either direction, on one day,
we would only establish values of time to around T 900% with 9%

confidence, by our estimate.

There is also some indication of particular linkages between towns
which might invalidate the form of model being fitted.

The single most important reason for the low accuracy that we
anticipate from even such a considerable survey effort is the fact that,
in general, traffic flows around the area are expected to be relatively
minor. Thus, degpite the favouréble existence of speed variations in the
road netwbrk and the 'convenient! (for our purposes) existence of the toll,
it will remain difficult'to achieve a satisfactory estimate, even of a
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single value of time for major purpose groups, from anticipated flow
patterns in the Humberside area. Repeated surveying on different days

might improve the accuracy, at extra cost.
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3.' THE USE OF INDIVIDUAL CHOICE MODELS

As we mentioned in the Introduction any review of the literature
in the field of travel time valuations reveals numerous controversies
which relate to such problems as: the theoretical premises underpinning
the concept; the formulation of models (of behaviour?) which can be used
to measure the value of time; problems with the applications of these
models, type of data needed, etc.; and last but not least, problems
of implementation, i.e. how to incorporate the values obtained into the
‘plaming technigques used in practice (Bruzelius, 1979). The fact that
in spite of the many reviews and studies which have been performed the
situstion, in all the aforementioned respects, is still very much open,
can only serve .tq remind us that as in most cases within the social or
behaviocural sciences, the context and the data availa'b_le will usually
emerge as the strongest determinants of how to proceed and which methods
to apply in any given circumstance. | |

In this section we will not concern orurselves.with these issues
directly, perhaps except in the discussion of some" ﬁar‘bicula.r model
. forms (e.g. .random coefficient models) which have implications in terms
of degrees of gemerality within the sketchy accepted time valuation
theory: (Daly and Zachary, 1975; Bruzelius, 1979). What we will do
is, firstly, briefly describe the usual micro-economic theory within
which the concei)t of "value of time" finde its mogt natural niche;
we will show how different econometric models, ranging from the simple
but restricted miltinemial logit model, to the powerful and general
but computationally embarrassing multinomial probit model, can be
generated from assumptions consistent with the theory. We will then

mgke obvious vwhy we' prefer to undertake a modal choice study in the
' context of journey to work trips than, for example, a destination
choice gtudy for at'l:emptmg to compute values of time. Next, we will
discuss briefly the implications of using rather general model forms,
within the theory, and of using altérnafive theories altogether.

Before moving‘ 0. the practical aspects of this study, we also wish
to discuss briefly the problems of using 'engmeermg' or. 'reported!
data in the estimation of modelz; <the possible effects on modal parameters
of including attitudinal a.nd/ or not usually umeasured -explanatory varighles
in the data; and the possible implications of estimating models from
panel-data rather than at a single cross-gection. We will finally
conclude the section with the consideration of practical issues in the
proposed study, such as amount and type of data needed, and hence data
gathering cogts. .
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3.7 A theoretical view of models

In recent years a considerable advence has been made in the
congtruction of travel demand models from choice-theoretic principles.
One particular and convenient framework is that provided by random
utility theory (see, for example, Domencich and McPadden, 1975;
Williagms, 1977). In Appendix 3.1 we present a formal description of
the theory and show how to generate within it altermative model
gtructures. Although only its most basic form, the theory has tended
to be associated with the concept of thomo economicus', that is a
perfectly rational man, endowed with_ Eerfeot information who congiders
all alternatives before taking a decision., As such not only the concept,
but the theory itself, has been subject of enormous criticism(*). A
brief general stgtement of the theory is in order:

(i) individuals in a given market segment (same choices and same
constraints) are considered to associste with each option a
net utility Ui, i=1,...,N3; and to select that option with the
highest value of U(¥¥*); )

(ii) to account for unobgerved factors and interpersonal variation,
the modeller considers the veriables Ti to be randomly
distributed over the population in the market segment;

(iii) therefore, the probability that e particular individual selects
a particular option i is simply:

Pi = Prob{Ui} Tj, M3 € N} , : (3.1)
and.a. formal choice model mey be derived when the density
function £ (U1,... UN) of the utility components is specified.
A convenient way to incorporate the difference between what can

be measured (and is therefore observable by the modeller) and the
unobservable elements in any choice situation, has been to postulate
that each u‘hili-by_componen'b "Ui is made up of a 'representative' or
'mean', or 'measursble' part, ﬁi’ and & stochastio residual, ei,
such that: o | |

U, = 0, + €, (3.2)

*  Recently Williams and Ortuzar (1980) have shown that the theory
ig far less restrictive than most critics consider it, and that
some of the main criticisms are testable in 2 simulation framework.

**  Note that in a modal choice for the jourmey~to-work sibuation,
we oan assume fixed destinations for each individual, and therefore
the attractiveness or utility of the destinations cen be ignored.
For this reason, in this case, we actually deal with disutilifies
or costs of travel which are simply treated as negative values
without changing the argument or the methodology.
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In the Appendix 3.t we discuss in some detail the ‘effect that several
assumptions concerning the distribution and patterns of association

of the residuals, & ;0 have in the formation of: logit or probit models,
and fixed or random coefficient models; and the characteristics and
special features that each of these classes has.

Let us examine closely now the 'measurable! component, ﬁi‘ A
typical convenient assumption has been to consider it as 'linear-in-
the parameters?, that is:

= iy _ i
_Ui(g ’g) ‘—‘kzlt ek . Zlc (3.3)
where: @ = parameters of the model, to be estimated
from observed choices.
Z]J; = glttribute K of albernative i for the individusl

(e.g. in-vehicle-time). Notice that atbtributes

of the individual can also enter here (e.g.

number of cars owned by his household).
Thig form implies that a linear trade-off mechanism operates between
different attributes when making a decision, and has been challenged
by wany authors as an unreasonsble form (Louviere, 198_0b; Foerster,
1979). However, there is no doubt that it is the most convenient
form and also the most widely used to date. (We will come back to
this issue on 3.3). An example of mean (dis)utility of travel of
this form is the well known generalised cost formulation, where
typically: ' '

U, =0,% =+ 92 Wb, + .9301 (3.4)
or alternatively, ' _
= N Q2
Ui=e§$e—3 ‘bi + 9—3 W‘ti + -Ci; (3.5)
where: ti = In-vehicle-time on alternative i -
wb; = walking-and-waiting time on alternative i
Gi = monetary cost of travel using alternative i
SI k=1,2,5 = parameters to be estimated
94 ' ) ) .
~— = value of in-vehicle time
e .
02

value of wa.lking and waiting time
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Of course a utility expression can have many more explanatory variables
than that in (3.4), although there are limits imposed by current
software to this mmber (20 to 30 is the maximm). In section 3.4
we will comment on recent findings about the effect on the values of
©1 , say, of incorporating to I-Ii attitudinal variables like comfort
©3  and veliebility.

The most widely used individual choice model is the multinomial
logit (MNL) model, where

- exp(, )

Y7 emn(d))
d

(3.6)

In Appendix 3.2 we discuss the estimation of this model in some detail.
The model (3.6) is endowed with a well-known property of cross-
substi’bu‘ﬁion, the tindependence from irrelevant alternatives® (IIA)
property, where the ratio

51 exp(t_ri) ' Vi, V5 € 1 (3.7)
Pj exP(Ua)

is independent of the utility wvalues associsted with other options.
This ITA property was once seen as an advantege to be exploited in
'new mode?! situations, bub now is recognised as a polential hazard
when certain alternatives are more 'similar' than othera(*). There
are somé generalizations of the model, wifhin the logit femily, and
‘these are discussed in Appendix 3.1. The MNL also assumes that all
perameters ek in (3.3) do not vary across individuals, i.e. there
is no 'taste variation'. The practical implicatien is that the MNL
is only capable of yielding the mean value of fhe' parameters and does
not say anything about its distribution (in fact, it assumes eiplicitly
no di'bribution!). . We will look at this issue further below.

The most powerful random utility model is thé mltinomial probit
(MNP) model, which lacks a closed-form expression and which is very
aifficult ¥o _estirﬁa’oe for more than 3 travel options and almost
impossible for more than 8 options, even in cases when the full
generality of the model is not needed or postulated. We discuss the
estimetion and solution of MNP models in Appendix 3.3, and the software
gvailable at Leeds for han&iﬁlg MNL <.and MNP models in Appendix 3.4.

') An extreme illustrative exemple is the blue bus/red bus commdrum,
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There is & strong belief in the literature (which is intuitively
very sound) that, in parbicular for the value-of—time, it is not
adequate to assume that the model parameters will be constant for all
individuals, i.e. it is felt that there exists taste variations among
individuals. This is consistent with the notion of a distribution
rather than a single value of time, and makes compulsory the use of a
trendom coefficients! model, instead of a 'fixed coefficients! model
like the MNL(*). The simplest such a model is the CRA Hedonics model
(Cardell and Reddy, 1977) which cen be written as follows:

Z’gl exp J\\_La (e \_Z_.a g

V= . | B(e)-f(e)de G2

- -0 - 00

where:. 'P‘i (-Q) .

logit choice mp:r;dba.bility given the pavameter vector Q

probability dergity Function of the parameters of
the individual utility functions. '

I

Expression (3.9) is evaluated through Monte-Carlo methods by
gimply apecifying 2 distribution fumction rfo:r:. the parameter vector Q
The approach is computationally and conceptually simple, although ...
"it is soméwhat time comsuming", (Cardell and Reddy, 1977). The MNP
also permits variations in tastes aqposs individuals, but it is
considera.'bly more genera.l than the GRA,-Hedonics, becauge it does not
constrain the stochastic residuals in (3.2) to be as in the MNL
specifi—éa.tioﬁ (see Appendix 3.1), but permits them to be completely
general, albeit with a multivariate ‘normal joint distribution. Other

%Y It is imporbant to mention that in his analysis of mis-specifieation
errors, Horowitz (1 980a) found that errors due to the existence of .
tagte variation were only second in severity to errors in measurament-and

were far more imporitant than structural errors, or not inclusioen of
important explanatory variables.
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differénée's, adva.nta.ges' and disadventages of the models are discussed
at length by Cardell and Reddy (1977).

3.2 Mode choice and desiination choice modelling using disgggr_e'ggte
techniques

Two disaggregate modelling spproaches have been suggested for the
Humber Bridge Value of Time gtudy:

—~ modal choice only, for home-based ,j'ou:mey to woxrk trips

- choice of mode and destination for O'bher home-based

journey purposes (e.g. shopping).

Although the theory sketched in the previous section is rather
well established, it is by no means the only one that has heen umder
digcussion. TIn fact, the concept of a perfectly informed, utility
mgximiging, rational man ('home economicus') is not very easy to swallow.
Recent work aimed at discovering if it is possible to disecriminate, at
the cross-section, between say an MNL and models derived from alternative
theories of behaviour, have reported megatively and suggested that
random uwbtility models can be consid_era.'blj robust for. short-term
applications (Williams and Orbtuzer, 1980). = It has however been Found
that althngh it is not, again, possible %o discriminéte amongst
alternative specifications, the generation of choice sets and in general
the problem of incomplete informastion (which is consistent with relaxing
the assumption that every individual faces exactly the mame choices,
has the same constraints and knows all dbout each alternative), can '
produce significan‘b. bias in the estimates of model coefficients
(Williams and Ortuza:; 1980). Hensher (1979) has noted that the models
do not have the facility to determine the alternative decision structures
and the options in' each individual's choice set, but rather they can
only teke into account and test the alternative assumptions impesed
by the modeller. o ' S

caee "Ghoiqe_set determingtion and the degreé of independence

of various decisions is the most difficult of all the

issues to resolve. It reflects the complexity of

~ behaviour and the dilemms which a modeller has to backle

in arriving at a suitable trade-off between modelling

relevance and modelling complexity. Usually, however,

da.ta availability acts as the yardstick" (Hensgher, 1979).
It is extremély difficult to decide on an individual's choice set unless
one is prepared to ask hJ.m, therefore this problem has something to do
with the well-known dilemma of usging reported or measured data, on the
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attributes of the alternatives, for building the models. We will
discuss this issue at some length in 3.4.

In the case of mode choice modelling, fortunately, the number of
alternatives is generally small and therefore this problem should not
be too critical., Also there is a broad agreement among experts that
in this case the linear-in-parameters form of the 'representative!
utility (3.3) should present few difficulties, It remains only bo
gsort out two final obastacles: what model structure will be used
(i.e. probit or logit), and given the structurs, what variables will
enter the utility funections and in what form. This is especially
relevant for the case of variables desecribing the individual (e.g.
socioeconomic varisbles). Until the mid 1970's, the most common
zpproach was, Lo add these varizbles as additional linegr terms,
This is consistent with the hypothesis that the trade—off mechanism
involving say, time and cost, is the same for all individuals. Two
alternative approaches allow different trade-off fumctions for groups
of people with different characterigties. The firat, which is fully -
congistent with the requirement of observing groups of individuals with
the éa.me choices and constrainbes, is to stratify the sample on the bhasis-
of the individual characteristics and calibrate a model for each market
Segment. In this way, the coefficients of time and cost are allowed
to vary for the different market segments thus resulting in possibly
different trade-off mechanisms{(¥*). The problem is, as usual, one of data;
the larger the number of market segments the smaller the number of
observations on each for a given sample size(#*), The second one, which
can be used in conjunction with the first, is to express the coefficient
of the time or cost variable(s) as a function of an individual descriptor,
usually income (see the discussion by Train and McFadden, 1978). In
value-of-time terms, this would for example result in time valved as a
percentage of the wage rate (McFadden, 1976).

The question of model structure cen only be resolved by examining
the particular situation under atudy. The varisbles enftering the model
and their form, the form of the utility functions themselves, etec., are
all matters for testing (see, Leamer, 1978); again, it is quite often
a quest:l.on of data availability. Linear-in-the-parameters (logit and

o

(*> ‘hig is. not to be coni‘used with the imsue of random ve., fixed
’ coefficients models. _. ..

(#%) A tremendous effort has been gpent, in the field of individual choice
models, in devising more efficient sampling and data collection methods.
Choice-based samples are considered much more efficient than the
treditional uniform sampling strategies. The state-of-the-art in
this context has been summarized brilliantly by Lerman and Manski (1979).
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simple probit) models can easily be estimated uaing available software
(Ben-Akiva, 1973; Howe and Liou, 1975; Dagenzo and Schoenfeld, 1978),
whilst other more general forms present enormous difficulties (see
Appendix 3.3, . Good and well documented examples of the former are
provided by Ben-Akiva and Atherton (1977); Hensher (1979): and

| Talvitie and Kirechner (1978).

In the case of destination choice modelling, the problems become
mich more complicated. Firastly, the identification of alternatives
in the choice-set is a much more crucial matter, and this is not simply
because the total number of possibilities is usually very high(*). For
example, consider the case of modelling the behaviour of a group comprised
of individuals who vary a great deal in terms of their knowledge of
potential destinations (owing to varying lengths of residency in the
area), or when there exist some alternatives which completely dominate
others in terms of their gqualities. Because of this model coefficients,
which attempt to describe the relationship between predicted utilities
and observed choices, may be influenced as much by variation in choice
sets among individuals (Which are not fully accounted for in traditional
models) as by variations in preferences (which are accounted foi-).
Because changes in the nature of destinations may affect both choice
set and preferences to different degrees, this confusion is likely to
play havoc with the possibility of uging the models in forecasting or
in the transference of results over space {see, for example, Ben-Akiva,
1980; Louviere, 1980a).

Fortunately, McFadden (1978) has shown that for an MNL, the model
parameters can be estimated without bias by sempling alternatives at
random from the full set of altermatives, with appropriate adjustment _
in the estimation mechanism. This iz not possible however for the MNP -
model, precisely because of its improved nature that allows for interaction
between all alternatives. Another important drawback, in the cdn‘l:ext
of destination choice modelling, is that almost all experts agree that
the assumptions of linear-in-the-parameters utility functions is not a
valid one in this case (Daly, 1980; Louviere and Meyer, 1979). The
problem here is that there is no available software (anywhere to the
best of our knowledge, and certainly not in Leeds) for estimating MNL
or MNP models with non-linear utility functions (bhé-;problem is specifically
that for non-linear u‘bilit;'r..expmssions there is no guarantee that the
likelihood function hasaunique optimm). Finally, even if we were to

(%) See the discussion on 3.3, with respect to elimination-by-aspects
models, in this context.
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use a linear-in-the parameters model, another big challenge remains

in this case and that is how ‘to measure or represent the attractiveness
of alternative destinations. If individuals are itrading-off increased
time and/or cogt against the higher attractiveness of a more distant
destination, there is a need to measure the relative attractiveness of
destinations in order to determine the rate of trade-off taking place.
As far as we are avare there are no satisfactory answers to this problem.
In a mode choice to work context, in contrast, this important issue is
not a problem since, as we mentioned before, it can plausibly be assumed
that cach fixed destinationexerts the same attraction to all competing
modes and does not, therefore, influence choice.

3.3 BExtensions to the theory and aliernative behavioural frameworks

In the conventional models discussed so far, each individual confronted
by a choice is considered to have the same determinigtic choice set ava;ilable.
As we commented in 3.2 it is increasingly recognised that in location choice
conbexts individuals do in fact act under a restricted knowledge of the
alternatives and their attributes (see, for example, Williams and Thrift,
1980; Richardason, 1978; Kirby, 1979; and the references cited‘ therein).
Models which explicitly recognise these aspects of choioce have tended to
emphasize the search process (Richardson, 1980), in conjunction with
agspiration levels and satisficing behaviour. We will not discuss this
Problem forther but refer the Teader to the papers by Weibull (19‘?8) and
Williams and Ortuzar (1980).

Another issue relates to the assumption of linear-in-parameters
functional forms ('mean utility') in the models. We also mentioned
in 3,2 that it has been strongly argﬁed (Louviere and Meyer, 1979) that
other forms (e.g. multiplicative) maybe more adequate. Three general
approaches have been proposed to deal with this problem: the use of
functional measurement conjoint analysis techniques with experimental design
data (Lerman and Louviere, 1978; Hensher and Louviere, 1979 Louviere
'and Meyer, 1979); the use of tform searches! by means of statistical
transformations (e.g. the Box-~Cox method) as in the work of Caudry and
Wills {1977) and more recently Dagemais, Caudry and Liem (1980); and
finglly through the constructive use of the economic theory itself for
the derivation of form (Tra.in and McFadden, 19783 Hensher and Johmson,
1980). We are not going ‘to explore the issue further except to mention
that non~-linear utility forms, not only imply trade-off mechanisms different
from those usually associated with z concept like 'value-of-time!, but
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also that model elasticities end forecapting power have been shown to
vary dramatically with functional form, and hence the issue has important
implications for model design and hypothesis testing.

The limitations of 'simple scaleable choice models!, typified by
the MNL function hawve been one of the prime mobtivaitions behind the
construction of alternative models of the decision process. The
development of more general struc’t:urés, ag outlined before, which
exhibit more realistic cross-substitution properties than the MNL
has removed some of the original justifications for building albermative
decision models, Of course, this does not mean that current models are
therefore and necessarily sppropriate. As we will argue below, it is
also desirable always to examine competing frameworks in order to get
insights which would not have been obtained had any single framework
been used (Koppelman and Hauger, 1978).

The general problem of a decision model can best be =meen by
reference to the solution of a multicriterion problem (Williams and
Ortuzar, 1980). An individual contemplating a decision is considered
to have a set of goals or objectives and a set of constraints., How
does he resolve this problem? For example, he might be interested in
finding an option, out of N, which simltaneously minimiges travel time,
minimipes cost, maximises comfort, safety, etc. These attributes
might, in addition, be regquired to satisfy 'absolute constrainta?,
such as

"the trip cammot cost more than 3 pence/km"

in general this sort of constraint can be formally Tepresented as:

g2) £ 1 (3.10)

If & pingle glternative is found which simmlitaneously optimises a1l

the functions (e.g. time, cost, comfort, etc) and whose attributes are
feasible in terms of (3.10) then an unambiguous optimum is obtained.

The norm, however, is to have conflicting objectives, that is options

which are better in some respects and worse in others, and this of

course ....'gives the mlticriterion problem its flavour" (Williams and
Ortuzar, 1980). Several researchers have discussed these issues

(Eilon, 19723 Foerster, 1979) and the debate is an old one in cost~
benefit analysis. In the 1inea.r-j.n—-pa,rameters tcompengatory models?,

by definition, high levels of satisfaction with one attribute can compensate
for low levels of satisfaction with others, as in the case of the generalised
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cost fbrnmla.‘bion. Alternative approaches involve the conversion of
some or a.lII_. of the objectives to constrainte or thresholds. A
satisficing . model will be generated by considering these thresholds
and by establishing a structured search for the desired altermative

in conjunction with an elimination strategy. 'The best known such model
ig the elimination-by-aspects (EBA) decision model proposed by Wﬂs@
(1972), which has been recently implemented by several researchers
(Makowsk;v et sl. 1977; Gensch and Svestka, 19783 Recker and Golob,
1979; Young and Richardson, 1980). The interest in these models would
be purely academic except for V:bhe fact that ’shéir consideration may
result in policy directions not suggested by traditional model forms.

As Golob and Richardson (1980) have remarked

+«."If a non-compensatory choice process is assumed to
exist, then .... in order to have the most effective use of
resourcesf ... these should be used to improve the atiributes
of the system which are presently not satisfactory ... because
the improvenment of attributes which are already satisfactory
will ... have no effect on the overall cheoice, This is at
variance with ... compensatory choice models which would suggest
that resources should be directed at the most important attribute.

They have gone further to point out that,

voo"If a satisficing search procese ig assumed to exist,
then ... in order teo force a decision-mzker to consider new
alternatives, it is necessary to msgke the existing choice worse...
This necessitates the use of dimincentives ... as well as
incentives ... {i.e. a stick as well as a carrot)., Thig is
in contradiction to existing models which suggest that the
determinant of change ... is simply a variation in the difference
in u1);ility (no matter how it is achieved)" (Golob and Richardson,
1980).

Tt is clear then that these notions have important implications for
value-of-time studies. On the other hand it is probably safe to assume
that EBA-1like decision mechanisms are more likely to assert themselves
in destination choice, rather than mode choice coritex'bs, due to the
increased number of altermaeitives in the former. In this sense perhaps
it is a.iso important to mention that Young and Richardson (1980) concluded,
in a destination choice study, that ‘

eess the EBA model parameiers appear to be slighily more stable

than those obtained from a comparable logit model..... .

Importantly, the measures of elasticity derived from each model

sppear to be different, with the logit elasticities being
consisbently higher than the EBA model elasticities."
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3.4 BRepresentetion and measurement of travel choice attributes

The discussion so far, although cast in rather general terms,
has implicitly assumed that models are estimated on the basis of
revealed preferences observed at a single cross-section; thie is
overwhelmingly the most popular approach encountered in the literature.
Firstly, let us mention that this assumption is not necessary, the
discussion being general enough to cover other methods of obtaining
data. We wish, however, to discuss briefly the impliecations :I‘:‘oi-
parameter estimates (and hence value-of-time) of several 'unconventional!
meagurement techniques and philosophies. We refer the reader once
more o excellent discussions by Daly (1978) and Bruzelius (1979).

The problems involved in obtaining measures of the explanatory
varisbles (e.g. cost and time requirements by alternative modes) ave
shown schematically in Figure 3.1. Ideally we would like to have the
information on these variables as perceived by the consumer when taking
his decision, this heing especially true if we are not interested in
forecasting (i.e. how do you get 'perceived! information about a future
gituation?). Our current understanding of the mechaniems by which
'perceived?!, !'reported! and 'measured! values are related is very
limited (in fact the figure may well be the state-of-the-art)., We
are therefore made to choose between reported and measured (or 'engineering!
or 'synthesized!) data, and while models estimated on each type of data
msy prove reasongble in themselves,

«es "it is very difficult to postulate relationshipa that
will allow models calibrated on reported data to be applied to
synthesised data or vice versa" (Daly, 1978).

Probably the safest way out is to try and collect information on 'both
reported and engineering values, and make comparisons in order to gain
insight from the two approaches. However, this is, of course, more

coatly and time consuming.

An o0ld issue in the use of choice models to esmtimate velues of time
is the trader/non-trader question. As Daly (1978) las clearly pointed
out, there is not, in fact, a problem!; all-observations should be used(*).
The main difficulty has actually been based on a misunderstanding, in

the sense that only the observable, and hence measured (or measursble)

(¥) Nobice that this has nothing o do with the issue of captive
travellers who ghould -indeed be trimmed out of the sample
(if identified!).
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attributes had been considered when defining whether s person is or

ig not g trader, leaving out the crucial unobgervables and/ or unmeasured
characteriagtics. The larger the number of measured attributes incorporated
in the model, the smaller will be the number of apparent non~traders

and, better still, the lesser the influence of the unobserved factors
(simply because more of those are incorporated). This brings us

ngturally into the question of the use of attitudinal veriables to improve
our models. Again, this is an area which has received much more asttention
than we could possibly attempt to do here. We refer the reader to papers
by Dix (1980) and Hartgzen (1979) which adequately discuss the state-of~the-art.
In relation to the influence of attitudinal measures in the value of

other parsmeters, there is conflicting evidence in the literature.

McFadden et al (1979) concluded that choice was explained, to a great
extent, by the typical level-of-service variables used in ftraditional
studies, and that abtitudinel measures did add very little explanation.

(It is fairto say though that the models discussed by McFadden et al

have been heavily criticised by, for example, Talvitie and Kirschner,

1978: in that the mode-specific constants +tended to account for over

60% of the explanatory power of the models!). More recently, Prashker
(1979) has found that including measures of reliability (e.g. reliability
of finding a parking pace),‘ subsbantially increased the explanastory

power of the model (i.e. produced ingignificant mode-specific constants)

and changed significantly the values of some parameters, in particular

the value of in-vehicle time.  Again here, probably the safest recommendation
is to examine the possibility of measuring some unconventional factors,

as exemplified in the literature and test for thelreffects in the

parameter estimates, model explangtory power, etc. The trade—off

is once more naturally against higher data collection and anaglysis costs,.

We wigh finally to mention briefly very recent evidence (Johnson
and Hensher, 1980) that parameters estimated from 'penel-data' (i.e.
informetion on choices for a givem population at two or more points in
time) may well be very (up to ten times in preliminary reults) different
from parameters estimated from & single cross~section. Among other
reasons guobed, it appears that the time series date would enable the
existence of habit in the popula.'&ibn confronted by choice to be taken
into account (Goodwin, 1977; Blase, 1979). Whether we accept that
habit should influence (a.nd indeed lower) the parameter estimates and
hence probably value-of~time ' éstima'be, or whether we want to f£ind out
values 'in the absolute?, is a matter of policy. The question, however,

is unfortungtely a serious one.
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It ig interesting %o note that the Fumber Bridge context offers a
unique opportunity to cclleot data on thoge that cross to date, as a
panel, and follow them through their new choices when the Bridge opens.
Interestingly enough in this case the existence of habit should not be
an important factor (after all that is precisely the main raison-d!&tre
for choosing this particular cireumstance for a value-of-time study, i.e.
individuals would actually do a reappraisal of their choice patternms
due to a dramatic change in their choice sets!): however, the 'before-
and-after! daﬁa would be extremely useful in learning about response.
Models estimated on daté ex-ante could be tested with predictions post-hoc.
Model parameters and value-of-time estimates could be checked for consistency
over time, etc. Finally, and as we will argue in the next section,
if anything we ocan treat the pre-Bridge survey/exercise as a pilot
study which would be extremely useful in improving our chances of
conducting a more successful study after the Bridge opens.

3.5 Practical considerations

Fairly early on, in this preliminary appraisal, it was considered
that the corridor between Grimsby/Cleethorpes and Hull appeared as a
natural candidate for conducting the study. This view, which has been

confirmed by the preceding discussions, is based on the following reasons:

(i) The corridor is extremely appropriate in that even now there are
a substantial number of journey-to-work trips made which cross
the river in both directions.

(ii) The characteristics of the area, encdurage a strong competition
between alternative modes/combinations of modes nowadays. As
we will comment below this trend can only be reinforced when the
bridge opens. ‘

(iii) A corridor, by definition, is a study area where the rather crucial
assumption of the need for 'a group of individuals with similar
choices and constraints!, in the generation_of owr models is
reagsonably satiafied (or at leagt, it has a better chance of being
satisfied than in an area—wide context).(*)

Before considering the problems of data collection method, questiommaire

design, etc., which will constitute the core of this section, we believe

(*) As we will discuss later, we may need to go to an areca-wide study
after all due to lack of enough data in the corridor.
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it is important to stress some of the major transport related facts

observable to date in the area and what are reasonable expectations for

the post~bridge situation.

An informal fact~finding expedition by a team of researchers of

the Institute for Transport Studies, which comprised a one~day visit to

the area, obhserving several ferry trips, the physical characteristics
of the public transport and road networks, etc, suggested the following:

(1)

{ii)

(iii)

(iv)

(v)

The present number of morning peak-period ferry crossings

is approximately 350 persons in each direction(*) Of these
some 90% are journey~to-work commuters.

The majority of the morning peak-period travellers {some 95%)
seem to be lower income people. This, in fact, constituted
a surprise, we were expecting to find a large proportion of
executive/managers, high income travellers. Some of the
return travellers (e.g. from Hull to Barton) are night shift
workers at Hull returning to residences in the South shore.
The present ferry charges, for a trip that lasts only 1520
minutes, are fairly substantial (e.g. 60p/person; 2.50£/cars
4.0£/van). In the case of cars crossing, where it was
suggested to us that drivers needed to he on the pier at
least 15 minutes in advance of the trip to ensure a place,
it would appear that the opening of the bridge will be a
real blessing, It seems certain that these car drivers are,
and will continue to be, captive to their cars {for whatever
reagon) and therefore will not give any information on trade-
offg.

A fair amount of park-and-gail goes on (we observed some 60
cars in the car park next to the pier); which would suggest
the possibility of park-and-ride in the future., The parking
charge was quite high (60p/day), although it seems it is
charged on a rather informal basis. .

The present range of modes/combinations of modes used is the
following:

* car-sail with car -» car (most probably captives)

* car - park A.ferry - other (park-and-sail)

* train (park-afid=ride?) - ferry - other
kigg~and-ride?

(*) This figure is somewhat higher than the value suggested by the
Humberside Ferry Service Passenger Survey.
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* bus~ferry-other (?)
As it can be seen, several of these modeg are almost certainly
correlated. As we will discuss further below this would
introduce the need to use more general model structures than
the simple multinomigl logit model (e.g. & nested logit
structure), even if we do not allow for taste variations
this has consequences in terms of more difficult estimation
and more data requirements.
(vi) It has been estimated that the number of commter trips by car
between Grimsby and Hull will be of the order of 60
in each direction after the Bridge opens (i.e. in 1981).
This figure does not take into account trips from other
parts of the corridor and thus would appear a reasonable
if perhaps optimistic estimate, on the light of the present
number of crossings. We have no estimates of non-car trips.
(vii) Although the ferry service is going to be discontinued when
the Bridge opens, it appears guite possible that the rail
link between Grimsby/Cleethorpes and the river gide will
continue operating slightly streamlined abandoning the
station at New Holland pier and providing a better link to
Barton where a car paIk/Bus link to Hull will be provided.
For this reason it appears reasonable to assume that the
range of modes after the Bridge opens will be the following:
* gar all-the-way (driver and/or passenger and/or car pool?).
* car-park-bus (P & R).
*  bus-bus (7).
¥ {rain-bus (feeder traint)
(P & R?, X & R}).
Again, it is easy to see that several of these modes will be,
most probably, strongly correlated, raising once more the
question of appropriate model structure. A
We will now briefly analyze the general implications of this
information, before considering the important and difficult questione
of data collection methodologies and needs.
The characteristics of the present croesing behaviour would lead us

to believe that, if anything, the opening of the bridge should encourage
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more trips. Also, because of the expected magnitude of the toll,

it would appear guite clear that a range of modes/combinations, will
be in operation with the consequent possibility of detecting trade-
offs, However, the fact that the modes are and will be almost
certainly correlated (thus violating the crucial assumptions needed
in the generation of the most simple model forms), should rule out
the possibility of using the simple multinomial logit model (MNL).
Thig is because the correlation among alternatives would imply that
the model would yield biased parameters (and hence biased estimates
of the value-of-time). One, not so complex, alternative is to use
the hierarchical or nested logit model (Williams, 1977 3 Daly and
Zachary, 1978) discuseed in Appendix 3.1. However, as discussed in
Appendix 3.2, there are some problems associated with the model in
that current esiimation methods calibrate the model in a heuristic
fashion (e.g. first the lower nests, then calculation of composite
utilities, and then higher nests, etc.) and this is known, in some
cases, to produce also biased estimates.(*) Further, usually more
data is needed, and there are problems interpreting the exact
meaning of parameters which have different values in different nests.
Again, we can always consider the possibility of using a probit model,
which has the advantage of allowing us to test for the existence of
taste variations (i.e.ddistributed values of time), However, as we
mention in Appendix 3%.3,the estimation problems in this case are much
more sgrious than for the logit models. We will now move on te the
equally difficult question of data collection methodology.

We mentioned in 3.4 that McFadden et al (1979), in probably the
most comprehensive study of individual choice models to date, concluded
that mode choice was mostly explained (if we do not consider the mode~
specific comstants). by the typical level-of-service variables of
conventional models., More to the point, the variables that they found

{*%
important, which has been confirmed by several other studies gy '‘were:

(*) However, we may obtain in the near future a recently developed
estimation method which solves this problem (Berkmen, Brownstone,
et.al., (1979).

(**) Although Talvitie and Kirshner(1978) claim that there is a built-in
'wisdom' inside the profeasion in reporting only 'successful!
modelling, in the sense of being not inconsistent with previous efforts.

o
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- in-vehicle~time (1)
- walking time (2)
- waiting time (3)

- cost/wage rate or cost/income - (4)
(cost being separated sometimes into 'out-of—pocket! costs,
e.g. fares, parking charges; and 'Tunning 'costs', e.&, car
operating costs).
- car competition = No. of cars/No. of licensed drivers (5)
of less importance they found sex, age, the number of residents in the
house, and the characteristics of the destination of the trip (CBD or
non-CBD) among others. Another crucial matter was to try and discover
captivity and/or availability of elternative ‘modes.

The return journey from work to home (with possible diversions)
being probably as important as the home to work journey in the determination
of mode choice, we recommend that the choice context for the model be
that of mode (or modes) of travel for the home work tour, with corresponding

implications for the explanatory variables.

Basically, we have then, between.5 and 10 explanatory variables
(witho_u‘l: counting mode-gpecific consta.nts) we would consgider a priori.
Of course, how many will actually appear in any model will be a matier
of search and trial-and-error. On the other hand it has been mentioned
that a good rule-of-thumb is that one needs approximately 30 observations
per parameter. If we were to congider a simple MNL model then, we would
need at least between 150 and 300 observations for the simple case of
generic varisbles (¥). For mode-specific values of the parameters the
number of obgervalions required increase linecarly. If we were to consider
more complex models (as it appears we should) the problem is a lot more
serious. The point is that quite rapidly we may find ourselves in a
situation where the number of available data points (the whole of them,
not just a.rsample!) is in our case not enocugh to estimate what we want.

If this is so we should have to consider:

(1) Taking into account travellers from other parts of the
general study area, thus increasing the data measurement costs.
(ii) Travellers in the corridor not necessarily crossing the bridge
with the probl':em that there is no guarantee that they have
recently revised their preferences, as is the case with the

bridge users.

(*) As would be the case if we do not distinguish between in-vehicle
time in bus and car.
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It is a safe assumption that we shall require a relatively high response
rate, given the likely number of travellers. Bearing this in mind, we
suggest the following approach:

(1) To ensure data on trips crossing the bridge, it is clear
we have to identify those who actually cross, that is we
are restricting ourselves necessarily to a mail-back
questionnaire distributed at the toll-booth and/or the
bus.

(ii) It is well-known that response to this type of questionmaire
iz low, so we are proposing that the introductory letter
mentions that answers will participate in a lottery with
a substantial prize (e.g. £50).

(iii) A mail-back questionnaire must be short and easily under-
standable.

(iv) The questionnaire will include 2 question which asks
respondents whether they would be willing to take part in
a further (home) interview.

Examples of the types of questiommaires previously used for studies of

this kind are shown in Appendix %.5.

Given the doubts expressed zbove, we think it is a sensible strategy
to obtain further information before the final decision to proceed with
the study is made. One relevant piece of information will be the volume
of traffic on the Bridge in the early months of operation. BSecondly, it
would be useful to know more than we do about the characteristics of

commuters in the corridor.

One way of achisving this which, we believe has merit, is to carry
out a survey of ferry users. Such a survey would fulfil a numher of
purposess

(i) It would give us an up~to-date idea of the size of the
exigting (pre—Bridge) market for commuter travel.

(ii) It would provide an indication of the likely response rate from
a reply-paid questiommaire of the general type which would be
used for the survey proper. The sensitivity of the response
rate to the inclusion of certain questions (eg. income) could
be tested.
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(iii) Since ferry users currently face a choice of mode for the
access journey to/from the ferry, the data would provide an
opportunity for the study team to use and become familiar
with the software.

(iv) More speculatively, the survey could be used to generate a
cohort or panel of commuters for whom the impact of the
opening of the Bridge or their travel and activity patterns
could be monitored. Opportunities to understand the impact
of major changes in the transport system as individuals occcur
only infrequently, and we think that althovgh the results will
inevitably be qualitative in character, they could throw light
on guch issues as the nature and significance of the constraints

in people's time budgets.

The final merit of the Ferry survey is that it would be a relatively
low cost way of proceeding. As well as providing useful information, '
it would enable the risks of proceeding with the main survey with an
unacceptably low total market, or a market which is reluctant to respond,

to be cut down. As such, we think it is a sensible way forward.
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CHAPTER 4, CONCLUSIONS AND RECOMMENDATTONS

Our genersl conclusions are as follows:-

(i) We are unable o recommend further study of drivers! values
of time on the basis of their choice of route. The numbers
trading off time againsgt cost are small and most trading
will teke place at a mingle rate. Thus one of the essentisl
preconditions for a successful value of time study is not
satisfied.

(ii) We dre also unable to recommend a study of drivers' values
of time based on the distribution of trips between origins
and destinations (the aggregate approach) at least as a free-
gtanding exercise.

(iii) We do think that the conditions for a successful study of
individual travel behaviour in the context of mode choice
for the home—work tour. fnay be met, and we recommend that
further work, including pilot studies, be carried out in
order to wverify this.

The ecate Approach

At the outset of the study it was expected that a key issue would
be how well the various modelling exercises which have been carried out
in comnection with the opening of the Bridge perfo:cmed. That is, how
well did the distribution models reproduce the observed data on flows
between origing and destinations. To this end, the Study Team femiliarised
themselves with the various Consultants'! Reports. With the agreement
of ‘the Department of Transport no additional review of the transport
models used to predict traffic volumes in the Study area is presented
heﬁe, 'bhe-topic having been thoroughly covered in the Report 'Review
of Traffic and Tolls on the Humber Bridge!, (Martin and Voorhees Associates,1979).

It was also discovered during the course of the project that the
initial intention of using 1976 raw trip data to test the feasibility
of the epproach conld not be carried through., The major difficulties
were the low traffic volumes between the relevant origins and destinations
and the problem of collinearity hetween times and costs, given the state
of the network in 1976. In view of this, and also as a consequence of
the practical difficulties in obtaining clean data, mno effort was devoted
to consideration of the base year flows.
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The main thrust of the investigation into the feasibility of using
aggregate data to egtimate time values centred arcund the most recent
modelled output by the Consultants of the post Bridge traffic flow
pattern. The conclusion was (see Appendix 2.1) that even sampling
50% of the traffic travelling between the major towns in the area using
the recommended sampling scheme, the mean value of time could only be
predicted with 95% statistical confidence to within ¥ 100%.

Accordingly, unless this-study were to take place as a by-product
of an area~wide transportation study with other purposes, such as
establishing the pattern of origins and destinations on Humberside, or
monitoring the impact of the Bridge, we do not think there is a cage
for proceeding with the 'aggregate! study.

The Disaggregate Approach

A number of paradigms of individual choice bhehaviour have been
developed in the literature. Of these 'utility maximisation' is the most
commonly postulated and leads to the most practically tractable models.
Within this framework, choice of route, choice of mode and choice of
destination may all be studied given suitable cconditions. OFf these, we
Judge that a study of modal choice for the home-work tour is most likely

to be fruitful in our study area.

ﬁhen the Bridge is opened, a good range of alternative modes will
be available for commuters and it is reasonable to suppose that regular
travellers will have a good knowledge of the characteristics of the
alternatives, and will have reviewed their travel choices. The issues
which are in doubt are how large the commuter travel markei{ across the
Bridge will be, how satigfactory a response rate can be achieved from
different types of questionnaires or interviewing technicgues, and how

adequately choices can be represented in a behavioural model.

We recommend that the question of sample esize requirements receive
detailed attention prior to any Study, and that an approach, similar to
that outlined above in the context of aggregate data, be. taken to
egtablich the relationship between sample design and size, and the

resulting accuracy of estimated parameters, for disaggregate data.




Pages 42 and 43 contain detail of staffing arrangements and have

been removed from this version.
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APPENDIX 1.1 Contract terms of reference

DEPARTMENT OF TRANSPORT
SCHEDULE 1 ~ PROGRAMME OF RESEARCH
OBJECTIVES

To investigate the methods to be employed in assessing driver's
valuaticn of time savings in relation to their perceptions of tolls and

other motoring costs. -

PROGRAMME TO BE CARRIED OUT BY THE CONTRACTOR

1. A thorough analysis of the models used in the Humber Bridge Tolls study
and the subsequent review will be made. The extent to which these models
and the data already collected can serve the objectives of the main study
will be asgessed and the need for further modelling work and data collection
" will be egtablished. It must be recognised that becanse of cost constraints
and the substantial amount of data already collected on traffic patterns

on Humberside, the scope for data collection before the Bridge opens is very
limited. The amount of data requiréd after the opening of the Bridge will
be described, together with methods of collection and a broad estimate of

the costs of collection.

2. An examination of existing techniques and a clear statement of the
methods to be used to estimate the trade off between tolls and time savings
will form an important part of the work, having regard to the misperception
of vehicle operating costs and the extent of redistributed traffic. The
contractor will use as a starting point for this examination a deseription
of the models used in the Humber Bridge Tolls study and the subsequent
review, together with the planning dats which formed the hasis of this work.

3, The feagibility of determining a method to isclate the effects of
changes in fhe location of trip origins and destinabtions, both in respect
of plamming changes and in respect of changes in the road nebwork other
than those directly related to the Bridge will be considered.

4. The contractor will provide a full specification of the proposed research

detailing the stages of the project and the costs expected at each stage.
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APPENDIX 1.2: Time/Cost trading for Humber Bridge

It has been suggested that a value of time study based on route choice
could be congidered, should it be that a reasonable number of trips would
take place between Hull and areas for which routes which used the Bridge
and routeg which d4id not, had broadly similar "generalised costs"., Given
the road network, such areas would, of course, lie to the South of the

Humber.

10
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Figure A.1: Road Network to South of Humber for Route Choice
(distance in miles)

The routes shown in Figure A.1 dotted are routes which would be used
whatever the decision to cross the bridge or not; as such their lengths are
immaterial. The main centres of population and adcess points to the
network are shown; it is assumed that all niovents between Hull and the
Sdu‘thwest/far South will face the same choice as a movement starting at
Doncaster (and thus also as one sta:r:'ting at Thorne) whereas movements from
the immediate South and the South East will correspond to route choice
decigions from Brigg' or Scunthorpe. TUeing this approximate network, _
Table A.1 gives the distance advantage of using the bridge crossing, converted
inkto generalised cost at '.a high value of £1.50 per hour and a low value of
50p per hoyr, for the cent¥es of Goole, Thorne, Scuhthokrjpe and Brigg.
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. Time Cost Gen.Cost Advantage
Distance Advantage (1) (2) High (3) ILow (4)
Goole -26 -26 mins -£2.80 -=£3.45 -£3.02
Thorne -6 -6 mins -£1.80 -£1.95 -£1.85
Scunthorpe 26 +26 mins -£0.20 +£0.48 +£0.02
Brigg 40 : +40 ming +£0.50 +£1.50 +£0.83

Notes:

(1) at 60 mph

(2) at 30 mpg and £1.50 per gallon, minus toll (£1.50)
(3) at £1.50 per hour, plus cost advantage

(4) at £0.50 per hour, plus cost advantage

TABLE A.1: 3Bridge advantage

The lapt two columns indicate that one or other option dominates at
these four points, regardless of value of time (providing it lies between
£0.50 per hour and £1.50 per hour).

The A10T77 potentially offers a shorter route befween Scunthorpe and
the Bridge, but the distance saving (of about 1 mile) would almost
certainly be outweighed by the increased time/lower speeds.

Clearly, Scunthorpe ig the only access point/urban area where a choice
might be perceived. Areas west of the Prent will find the route around the
Humber more attractive/cheaper, and areas o the north and east of Scunthorpe
will find the Bridge crossing even more attractive than from Scunthorpe.

The rough calculations of Table A.1 indicate a small advantage for the

Bridge crossing from Scunthorpe, as a result of a (roughly) 26 mile advantage
and s net £0.20 extra "out—-of-pocket" cost. However, given that no account

has been taken of possible delays at the Bridge, or details of access points

to the network, it is certainly not wise to dismiss the possibility of a

route choice béing perceived from Scunthorpe, and.thus for movements from

the south arriving at Scunthorpe. Only the Scunthorpe/Hull movements are
likely to be of any significance, which would give rise to the problem that

all choices were being made about a single time/distance trade-off; this

in itself would make the situation unsuitable for a value-of-time determination

from route choice,
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APPENDIX 2.1: The Aggregate Approach

The preliminary evaluation of the feasibility of the aggregate

approach required the following assumptions:

Assumption 1

The flows after bridge opening can be satisfactorily represented by a
model of the form

t, - .4,
iJ 1°J
P; q_j constant, cij = generalised cost of 1-] trip

in vhich the generalised cosgt of an i-j trip is composed of a weighted sum

of the time, instance and toll costs of that trip. Thus,

c.. = o TIME.. + «, DISTANCE + 1.0 TOLL,,
ij o} ij 1 _ N

Asgumption 2

The forecast flows from the revised Humber Bridge Toll Study (HBTS)
model (Martin and Voorhees Assoclates, 1979), latest version, for the

1981 position, will be a fair estimate of the actual outturn flows.

Assumption 3

Roadside interviews will produce egtimates of the 'true! flows which
will have a Poisson distribution about those 'true' flows. (Appendix 2.2
discusses this further.) '

Baged on these assumpiions, and further expecting that the actual
values of time, digtance and toll will be in the region of those assumed in
the HBTS work, we can calculate the relative accuracy with which we would be
able %o estimate each coefficient based on any given survey design. Hence
we can directly relate survey costs to the accuracy with which the
coefficients would be estimated., The agsessment of accuracy will not depend
on the HBTS model being exactly correct, but rather on the HBTS forecasts
being of broadly the right megnitude. The actual fitted coefficients |
from this exercige are, of course, of no value. We expect to recover the
values that the consultaqts uged to create the forecasts. The standard

errors of these values are the statistics we want to consider.
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The analyses described below have used the total number of vehicle
generations and attractions for each of the categories Home based Work (HEW)
and Other Home Based (OHB) separately. The effect of taking an X% sample
is to increase standard errors by a factor —-?{—O (*), g0 we can make gimple
corrections to the derived figures to estimate the accuracy of various
sampling strategies. (More complex strategies would involve different
sampling fractions at different cordons, and would need a more detailed
analysis along the same lines.) We must also halve the consultants'
figures, which are for Generations and Attractions, to give the numbers of
trips distributed between the various destinations, thus the appropriate

ez

. 20
correction factor becomes f— .

Five different sampling strategies have been explored, in the context
of the HBW and the OHB trip matrices. These are:

1) cordons around Hull, Grimsby, Scunthorpe, Lincoln, York and Beverley
2) cordons around Hull, Grimsby, Scunthorpe and Lincoln

3) cordons around Hull, Grimsby and Scunthorpe

4) cordong around Hull, Grimsby plus Bridge interviewing.

Tt has been assumed that all cordons would be one way, and the 'out!
directions interviewed. It may be seen from the forecast trip matrices that
it makes little difference which direction is chosen for the interview;
there are a similar number of trips forecast in each direction. Interviewing
in both directions is not the most efficient use of resources in this study,

it will be argued.

Table A,1 sets out the estimated ghandard errors of fittéd model
coefficients for six data sets, (as calculated from the full G/A model).

Data Set Data Set Data Set Data Set Data Set Data Set

1 2 3 4 5 6
Distance 0077 .0095 0101 0070 .0059 .0220
Time 0102 0119 01351 L0091 LOTT 0250
Toll . 1520 .H0k0 5170 « 2470 . 1870 « 5600

TABLE A.1: Standard Brrors - Other Hpme Based Case

(*) We have, as usual, Y ="k/ n where n is the sample size. If we take

, %a-n) instead, Y becomes k/ %n , oT l%q-ri_-_ .
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The first data set consists of all movements to and from the six towns
indicated in the first sampling strategy. The second and +third data sets
represent all movements to these six towna from towns in strategies two and
three. As might be expected, accuracy decreases ag the amount of data
input. (The gize of thesme errors relative to the magnitude of the fitted
coefficients is discussed below.) Data set four expanded the information
from data set one to Include trips from the three cordoned towns to Selby
Goole, Barton and Immingham; including the extra four destinations has the
effect of decreasing standardnerrors by about 40%. Data set five represents
the game flows as in data set four, but with some movements re;duplica$ed_
by interviewing at the bridge (in both directioms). This has had the effect
of increasing the accuracy of the Toll coefficient by most, as might be
expected, bubt of reducing standard errors of the time and distance
coefficients by about 10% also. The lagt data set consisted of movements
from Hull and Grimsby only, reduplicated where appropriate by two

directional Bridge interviewing. The lose in accuracy is dramgtic.

We can tentatively conclude that we should not go below three cordouns,
and further that the larger the number of destination zones (and heﬁce the
larger and more varied the set of generalised costs involved) the betbter.
This is why the strategy of two—directional interviews is not the most
effective hersy the extra information that it supplies is about trips
over costs (time, distance and $oll) which have already been observed.

There are three restricting considerations which affect the number of
destination zones that should be considered. Pirgtly, it is not worth
including zones unless they attract a reasonable amount of traffic from
at leagt two of the geherating zones. Secondly, it must be possible %o
characterise each zone-to-zone cost by a mingle time and a single distance.
We are thus directed towards looking for 'concentrated! éttractors, at a
fair amount of mutual separation - in other words, we should be looking
at the major town-to-town flows. Rural zones around Eull,’for examplé, do
in some caseé give rise to comparatively large flows, but fall down in
respect of the requirement for single values of time and distance over which
the flows are taking place. Towns like Louth and Bridlington could be
given single time/distance separations from the ten other towns we presently
consider (although they are not individually identified in the existing
HBTS zone system) but the flows involved are vanishingly small., (The mean
trip length for work tripsjiﬁ the 1976 RHATM daba was around 20 ninutes.
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Only the Hull-Beverley flows are below this level, in our data sets.
Most of the other flows have time geparations of around one hour.

Correspondingly, we are dealing with small numbers of vehicles.)

The third restricting consideration on the number of zones/towns
involved is the need to collect a relatively large proportion of relevant
flows, given the errors involved. It was hoped that restricting interest
to only a few destinations could allow most interviews to be conducted
in the space of a few secondsiy traffic to other areas conld be identified
and allowed to leave. The larger the list of areas of interest, the
longer it will take to eliminate non-interesting traffic, and the lower

our sampling fraction.

Returning to the figures in Table A.1, data set 5 =eems the most

appropriate sampling strategy to continue our examination; increasing

- the number of destination zones, if possible, will reduce these errors
gtill further, but for the present we can proceed with these. The same
strategy can be implemented with the HBW trips; Table A.2 presents the
corregponding standard errors, along with ocur expectation of the abeolute
(¥)
assess relative accuracy. (Note that the situation for OHB is move
favourable than that for HBW, in that the coefficients of time and distance

are more neé,rly equal, and relatively more impofsa.nt in comparison with

gize of the coefficients involved. We can thus compare the two to

the toll. The relative accuracy of the fitted coefficients will thus be

higher., )
OHB HBY Expected ey ) £ vglues
(st. error) (st. error) coefficients HBW
Distance .0059 .0064 .056 | 8.8
Time L0077 ©.0083 036 4.3
Toll - .1870 1420 3.547 25.0

TABLE A.2: QHB/HBW Relative Accuracy (for data set 5)

In the above we have been fitting models to vehicles movements, and
explaining the distribution of these in terms of a gravity medel. In fact,
the modelling work in the HBTS was based on distributing person trips.

(*¥) we use 'expectation' rather than 'fitted! values here
(#) standardised so that TOLL expected = TOLL fitted
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There is a difference inasmuch as we have been assuming an average
vehicle occupancy to assign a single 'toll per head' for each trip. This
problem will be ignored here. We are thus congidering average CAR DRIVER
VALUES OF TIME, assuming esach driver to be carrying the appropriate
fraction of a passenger, and charging the corresponding fraction of the
toll.

From Table A.2, we can calculate the approximate accuracy of the
fitted coefficients on the basis of an X% sample: this is set out in
Table A.3.

X%

Coefficient 60 50 40 30

Disgtance 4.8 4.4 3.9 3.4
Time ‘ 2.4 2.2 1.9 1.7
Toll 13.7 12.5 1.2 9.7

TABLE A.3: 't!' Values for X% Samples — Home Based Work trips

The 't' values are the ratio of the expected coefficient to its estimated
standard error; Table A.4 illustrates the size of 't' values required to

measure any variable to the stated accuracies with 95% or 90% confidence.

Accu.ra;cy (%)

. t-value t 10 t o5 T 5 T 100
- 95%
Confidence 20 8 A4 2
90%
Confidence 16.7 6.7 3.3 1.7

. . ) . *
TABLE A.4: % Accuracy at given Confidence Level and t Va.lue( )

Comparing these values with our estimetes from Table A.3 indicates
that, on our current assumptions and with the flows anticipated between
the towns selected for data set 5, we would have to be planning for a
sampling fraction around 50% to be expecting 95% confidence linmitg even

as wide as plus or minus 100% for the value of the time coefficient!

(*) For example, if we ai'e to be 95% certain of measuring to within
T 109 we want to have 2 s.e's = 10% of the true value: +thus

true value
S . e »

1.67 s.e's

= 2—1 = 20 = '$!., TFor 90% confidence, we would want

10%, giving 4! = 1-—?-1= 16.7.
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Actual 'values of time' (and of distance) will involve standardising
the fitted coefficients so as o scale the 'toll' penalty to the appropriate
money units (ignoring the non-money costs of bridge crossing for the
moment). Thus we require the 't' values appropriate to the ratio of the
time coefficient to the toll coefficient, and a similar ratio for the
digtance coefficient. The effect is to reduce the expected 't' valuese
by about 5% (see Appendix 2.3) so broadly similar conclusions derive for
value of time in money units;. 3 cordons, plus two-way Bridge interviews,
are required; with a sample fraction of around 50% to establish the 'value
of time! to T 100%.

If we are correct in attributing the source of the observed variation
around the model to day-to-day variability in combination with sampling
errors (presumably after correcting for anmy gross trends and seasonality)
then we can further reduce the errors in our determination of the model
parameters by surveying on more than one day. Table A.5 presents the 't?

values corresponding to surveying on each of two days on this basis.

, X(%)
Qoefficient 60 50 40 30
Distance 6.8 6.2 5.5 4.8
Time 3.4 2.7 2.7 2.4
Toll 19.4 177 15.8 13.7

TABLE A.5: %' Values for X% Samples on RBach of Two Days

~ Tables A.6 and A.7 present the major town to town flows in the area
for the HBW trip (these are in G/A form, so that an entry of N represents
N/2 vehicles) for the 1976 RHIM data and for the forecast 1981 HBTS,

Hull York Grimsby Sc/pe Linc. Hull York Grimsby Sc/pe Linc.
Hull X 84 32 48 0  Hull X 1% 65 32 10
York 89 X 4 13 0  York 85 X 8 7 1
Grimsby 9 O X 1258 0 Grimsby 22 4 -X 221 A1
Se/pe 14 2 440 X 0 Scfpe 24 16 244 X 62
Linecln O O g 3 0 Lincoln 13 13 126 76 X

TABLE A.6: RETM 1976 TABLE A.7: KBTS 1981
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The flows are generally similar, except that the RHTM data showed
virtually no trips between Lincoln and the other towns, and that far
higher flowg were observed in 1976‘ between Grimsby and Scunthorpe than
are being forecast for 1981, on the basis of the sgimple gravity model.
This may be a waa:ﬁing of the existence of a 'special link' between these
two towns, possibly as a result of available skills of a2 certain kind in
one and corresgponding opportunities in the other. If this is true, we
would not want to model HBW flows between these two towns by a simple

gravity mo.del_.

Finally, the equivalent of Table A.2 for Other Home Based trips
leads to 't' values of 9.2, 6.4 and 18.2 for distance, time and +toll
respectively. (The HBW values from Table A.2 were 8,8, 4.3 and 2.5.) The
improved 'precision' on the time coefficient arises principally zs a result
of the relative sizes of the expected coefficients. If the expectations
are well founded, the fitted va.lues_ of time for the 0HB purpose should be
relatively more accurate than for the HBW trips.



62

APPENDIX 2.2: Discussion of the Asgumptions of the Azgregate Approach

The analysis described in Appendix 2.7 has been based on the three
agsumptions stated at the outset. It is hoped that the results will be
reagonably robust to departures from assumption 2, i.e. that the
gtandard errors are not sensitive to exact flows, but rather to the
overall amounts of traffic and the broad patterns of movement. Assumption
3 was that the sampled flows would be related to the 'true' flows with
a Poisson error structure. This ig the conventional asgunption, deriving
from the expectation of an underlying Poisson variation in traffic on
any link/interchange, and Binomial sampling from this. (See Kirby and
Leese, 1978) '

In practice, roadside interviews are almosgt always conducted over
less than 24 hours, and then 'grossed-up' according to the indicated
~total from an automatic counter. This process introduces errors,
especially into the estimate of 0/D patterns and the breakdown into
trip purposes. It is also conventional procedure to assume that trips
obgerved crossing the cordon in one direction will make a corresponding
trip back in the opposite direction. It would be highly desirable if
more were known about the errors that these assumptions introduce into
the data; we would ceftainly recommend that such an analysis be
performed on the data gathered for any wvalue of time study of this form.
However, the trip reversal procedure could only be checked if at least

one of the cordons were interviewed in both directions.

In thig analysis, we cammot anticipate the effects of departures
from assumption 13 if the model does not fit well, none of the results
hold.
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APPENDIX 2.3: Accuracy of Ratiog of Fitted Coefficients

The fitted coefficients in the model are o (TIME), a, (DISTANCE)
and ¢, (TOBL), gay, and they are related to the general form
- Ac,

- ij
tij = piqj e

where ¢, . = o TIME + o, DIST + TOLL
ij o 1

in that

al egtimates aol R a} egtimates a1l , and a; estimates A,
Thus, becaunge the "toll! has been entered in the data as a zero-one
variable, the units of measurement for both time and distance are

'units of toll'. However, all three, time, distance and toll components

of generalised cost have been estimated multiplied by the parameter A,

Thus to re-derive 'values of time', for example, we have to divide a;
by a1 3 this then gives the 'value of time! 1n unlts of toll, (that
is, 1f the toll were £1, the value would be £a /m2 , if the toll were
£5, the value would be £5 x « /cx .

Thua, we should not just consider the accuracy with which we can .
meagsure the coefflclents al ’ a1 ’ a; ., but also the accuracy of the
ratios o /a2 , U /az sinece these are what we are really concerned
about.

The GLIM'package prints out statistics sufficient to give the
variance-covariance matrix of the estimated coefficients; for the OHB

model on the selected data sel, we can derive (see Kendall and Stuart,

(1969)

2,1 1
fD (e sa) = -0.20
Now denoting a1/4$' o by t_ and aq/ vnra1 by t,, we have
’ of A Var%, 0 2 e 2’
L
2(O£1O£1) =
s L L e
r tz t t
5 o2
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With t = 4.3, t,=25.0 and o = 0.20, we derive

tr = 4.113 i.e. we estimate the 'value of time' with 'relative

accuracy! about 96% of fhat of the time coefficient, al .

We should also note that the relative accuracies have been
calculated on the basis of the expected values of time and distance,
ag supplied by the consultants. The 'fitted' model, which would ideally
have simply“recovered exactly the same values as were used to construct
the forecasts, reached a value of the time coefficient some 25% lower
than that input: the explanation for thise seeming illogicality is, for +the
moat part, due to the use of a negétive exponential deterrence function
in plabe of the original power deterrence function. There is some
evidence that the power function may be more appropriate for inter-town
flows (see, for example, Gaudry and Wills, 1977; Wilson, 1974). If we
wish to estimate the o and Oy coefficients within a power deterrence
function, we shall have to supply a purpose written non-linear optimisation
program, This need not be too difficult; however, it is to be hoped
that such a refinement will not be necessary. The sample sizes derived
here would no longer be strictly applicable if a power deterrence
function were adopted. It is not known how different they would be;
however, it is uniikely that they would be too large.
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Appendix 3.1: Random utility models of choice

1. CGeneral statement

In recent years a conhsliderable advance has been made in the
construction of travel demand models from choice theoretic principless
Much interest has centred on the relationship between the structure of
.the model and the behavioural principles aseociated with its formation;
one particular framework within which this relation has been sought is
that provided by random utility theory (for a review see Domencich and
McFadden, 19?5).

In this quantal choice theory individuals in a given market segment,
Q, are considered to associate with each member An; N=l, ssess N of a
discrete set of options A5 a mnet utility U ; n=l, ...,N, and to select
that member with the highest value of U(*)? To account for interpersonal
variation in the value of attributes incorporated in the utility functions,

and the influence of unobserved factors, the modeller considers the

variables (Ul, sssn Un’ evey UN) to be féndomly distributed over the
population confronted by a choice. The probability Pn that an individual
with particular characteristics selects an alternative An is then simply
expressed in terms of the probability that Un be greater than those values
assoclated with all other options., A formal choice model may bhe derived
when the density function f(E)= f(Ul, seey Uﬁ) of the utility components

is specified.

Formally, we can express the model-generator equations of random

utility theory as follows:

13

P

- B 4 .
, = Prob (U11 U ia¥ A, 4) (1)

= j R ag £ = (2)
n

in which £(U) is the joint distribution function of (Ul’ eoes Uy ) and R
ia that region of utlllty space defined by
Ryg Uy 2 Upo 4 %A, €A (3)

n
U 20 (4)
n

{*) Individuals are taken as rational decision makers, with perfect
information who always maximise their utilities {thomo economicus')
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If only those cases in which a trip is actually made are considered,
the non-negativity restriction in (4) can be considered inoperative. For
the distribution functions considered later this will involve a neglibible

inconsistency, which does not affect the argument to be presented.

To derive an explicit probabilistic choice model we need to know both
the form of f(g} and an exXpression for the utility function in terms of the

attributes of alternatives in the set A,

We shall take'the componentsﬂh to be of the following forms:

U, (82) =T (2 + e (5

in which ﬁh is the so-called 'representative' utility of the population
Q confronted by the choice, and &, is a stochastic residual, ﬁn is normally

taken to be linear in terms of the attributes Z;'characterising Ah' That is:

- : H
U, (@Z) =xe Z, ¥ €A (6}
uoH |
= 8.2 (7)

The vector of parameters § is estimated from observed choices. Tt
remaing to specify the distribution function f(U) or equivaléntly that of

the stochastic residuals Ee

An important class of random utility models includes those generated
by identical and independent (IID) utility distributions for which we can

decompose £(U) as follows:
]1‘;]' .
20 = - &) (8)

Here g(Uﬁ) is the distribution of the utility component associated

with An. The expression for PIl can now be written

_ . |
P = _ “S au, g(Un) n'y;n ...J n U, g(Un,) (9)

Omission of the comstraint (4) allows the lower limits of integration

to be extended to minus infinity,
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It is by now widely known that the much favoured multinomial logit
model (MNL) '

P =& (10)

is an IID model. generated from Weibull (Gnedenko) probability distributions
(Charles Rivers Associates, 1972) for which

Y = ore By -4y T )
g(Un) = Ae (UnfUn) o-e non (21)
This is a skewed unimodal distribution, in which the dispersion parameter

A ig inversely related to the standard deviationq'g, ag follows
(Cochrane, 1975):

_x | a2
V6o .

A =

In general for the utility distributions Un; n=L, +se,N we can define

a variance-covariance matrix i;with elements En' given bys

L= i . )
ant =B (Un Ups Up Un')
=E (€, € JVA,A, A (13)

in which E(.) denotes an expectation value... In the case of IID utility

components the matrix has, by construction, a simple diagonal form

2
NS, (1)

where I is the unit matrix of dimension N, and o the common stamdard

deviation of the distributions g(U), that is

02 =B, ) ¥A A (15)
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The MNL model (10} generated from IID Weibull distribution, which
is therefore characterised by a matrix with a simple diagonal structure (14)
has been widely applied in mods choice modelling (for a review, see Spear,
1977). It is well known, however, that the model suffers a restrictive
property of cross-substitution, 'the independence from irrelevant alternative'!

(IIA) property, whereby the ratio

= &b (UIl - Un,) ¥ An, An

y €A (16)

is independent of the wtility values associated with other options. The
ratio (16) will be unaffected by the expansion or contraction of the choice
‘et A, The ITA property, once seen as a positive advantage to be exploited
in 'new option' situations, is now recognised to be a potential hazard when
certain alternatives are more 'similar' than others in the set A, In random
utility theory this notion of "similarity' is interpreted in terms of the

*)

presence of off-diagonal elements in the matrix Z° 7,

At the other end of the range an arbitrary covariance matrix, that is
one with different standard deviations for each marginal density function
gﬁ(Uﬁ), and allowing for correlation between the different utility members
in £(U) will, if £(U) is multivariate Normal, generate the multinomial probit
model (MNP)., In this case the appropriate density function, for choice

between N alternatives is given by:(¥)

-N/2 -1 T _
£(U) = (2n)  fz] expl-3U -1 z (@-D 1)

We shall immediately tramsform Equation (17) from U~ space into £- space

using Equation (5), giving

£(e) = (2':r)'1_q/2 |z| "% expl~3 eIt e (18)

If we define

Uml = Unl = Un‘ (19)

then resorting to Equation (2) the model can be stated as

_ 5 _
Py ifl“ +En_mf en f.“i“}; ..AUNH “a £e) & (20)

(*) We will examine the implications for model formation, of off-diagonal
elements in section 2 bhelow. :

(#£) N.B. In equations (17) and following, the superscript T will stand for
matrix transpose and the superscript -1 for matrix inverse.
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Although the MNP (20) is completely general'in its theoretical
statement, it is considerably more cumbersome than the MNL (10) to
implement. The difficulties of aehieving a solution to the MNP by
direct numerical integration for other than 'small' problems involving
3 or b options (Haﬁsman and Wise,.1978) are well known, and have led
to the formulation of approximete solution schemes. We will discuss

these in Appendix 3.3.

2. Correlation and model structure

In the previous part'ofthisA@pendii, we outlined the derivation
.of two well-known models within the random ﬁtility framework: the
simple and flexible (but theoretically restrictive) multinomial logit
. model (MNL) and the powerful and generél (but rather intractable)
multinomial probit model (MNP). We have been interested in random
utility functions of the form

U, = U + g , | ' (5)

We note that in theory, the modeller could select any random
structure, but because of its flexibility and analytical simplicity,

additive disturbances have been assumed in all empirical applications.

In random utility theory, the observer (modeller) considers each
individual to act rationally and consistently when repeatedly confronted
by the same choice. TIn this sense he interprets the probability Pn’
that an individual t selects alterna$ive'An; in terms of the proportion

of a ficticious population T of individuals with observable attributes

identical to t, selécting Ah' Dispersion is attributed to the obaerver's
uncertainty of the true subjective utility values; which are taken to be

S (%
- probabilistically distributed over T( ).

The representative component:ﬁh of the utility function {5), can be
computed from the observable attributes gﬁ given the taste parameters 8.
The linear-ih~the-parameters representation {6) is only One_(extremely
convenient} form for ﬁ;. Together with additive disturbances €1 vhich

account for all deviation from the ‘group average', {(thus absorbing

* Note that this notion of probability is quite different to that of
Tversky (1972) for example, which is interpreted in terms of the
relative frequency of choice of An in repeated trials due to
variability in the state of mind.
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non—-observed attributes including taste variations in the ubility
functions) this functional structure (linear-in-the-parameters with
additive disturbances; or LPAD) is compatible with most observational

situations as exemplified below (Manski, 1977).

Let gtn and.gtn be vectors of real numbers describing the
eharacteristics of alternative An for a decision maker of type t3 and
let ¢ and T be vectors of real numbers that may be interpreted as
vectors of taste parameters (i.e. vectors of parameters that change
from type to type of decision maker). Now, consider the following
observational situstions:

(1) Omitted structure. Each decision-maker t is consistent with

the maximization of a utility function
u{u (4, gtn), W(gj_ztn)}, where as usual ﬁ is known and Z is
observed. In this example then, W is observationally a random

variable as well as U. Now assume that

u n =4 Ztn * an - o (21)
Then, to be consistent with the LPAD form (5), we must have

€tn an . (22)
and we note that.etn is distributed independently of gtn if and
only if W, _ 1is independent of 2

tn ~tn"

(ii) Cross~sectional preference variations. Here we take each decision;

maker to be consistent with the maximization of a utility function
U (4., gtn). Although gt is f;xed for each 1nd1v1duel t, it
varies across the-population Q@ of the market segment to which
individuals t belong‘ The distribution of ¢ is unknown therefore,

and both d and U have to be considered random.

Now, assume that

Ubn = 25 * Zgn o S (e3)

and let E(gt) be the expected value of g taken over the population

of decision—makers. Therefore, we can write

ét = E(¢ ) + T : (2k)
where T4 is an unobserved random vector Wlth zero expected value.
If we call

€. =1, * Z (25}

th =t ~tn _
we get the LPAD structure

= E(g,) - B *eg (26)




11

where €
tn

congider alternative n', we have

iz clearly not independent of gtn. Similarly, if we

Ut =8 " B =BG ¢ By by (21
where

®tn' ~ It Z'tn' (28)
Bo, the common appea:ance_of Ty ;n‘etn and €in? implies +that

these disturbances are not independently distributed.

The IID assumption of the MNL (10) is definitely not consistent
with the cross—sectional preference varigtion. It will not be
consistent with the omitted structure situation either, if the omitted
funetion W has elements Ztn as_argumenfs,-or if th and.gtn are not
independently distributed. Even assuming no taste variation, this
would bring in off-diagonal elements to the variance-covariance matrix
of the residuals €. As we will note below, when this happens we would
expect the decisiqnﬂmaker to lump the more similar alternatives
together, not treating them as independent; therefore, we would expect
that strict application of the MNL could give unreasonable results (%),
For the taste—variation case, the situation is, of course, even more

serious.

The multinomial probit (MNP) model, with its completely general
variance—covariance matrix allows both taste variations and dependence
between alternatives, by assuming that the taste disturbances and the

_-error'terms are multivariate normally.distribu$éd-a¢ross'the population
(Haﬁsman énd Wise, 1978). We mentioned, however, the probléms of
solving the model, and although much effort has recéntly'beeﬁ devoted
to its development, it still remains unmanageaﬁle fbr more than a few

alternatives (Daganzo et al, 197T).

There are many examples for which the generality of the MN?, even
if it could be implemented, is an unnecessary luxury. In certain
applications, specific forms for the utility fuﬁctions tend to suggest
themselves. Consider 'two dimensional! choice contexts involving, for

example, combinations of destination (D) and mode (M). Alternatives

in each dimension will be dehoted hy (Dl, cees Dos ovees DN) and
: (Mi; cesy Mm}----, MM), respectively, and the combination of dimensions

(%) The most infamous example is that of the red bus/blue bus problem.
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produces the WM discrete choice optiong (Dl_Mi’ ey DM 5 ole, DNMM),
which comprise the set A. The general element Ah is now Dan which
might be a specific destination—-wode combination qu the purpose of

performing an activity.

For such choice contexts, we shall be particularly interested in

utllity functions of the form
U(_n,m) =U +U +U ¥ DM eA . (29)

here U and U, may, for example, correspond‘to'déstinaiion and mode
speeific utiljties, reSpectively, while Unm might be the travel
disutility associated with Dan_combinatipn. This form was used in
the shopping model developed by Ben Akiva (1974), and in a number-of

other applications in the United States since that time.

Writing U{n,m) in terms of a ‘representative' term U(n,n) and a

stochastic residual e(n,m) we have

Uln,m) = G(n,m) + ela,m) | (30)
in which _
Uln,m) = U +U, +U_ | o - (31}
and ' .

é(n,m) =g, *te te o _ ' (32)

We shall now assume that the residuals €5 € and €m STC

separately IID, with

Y o= s G2
E(enen,) = Gnn, ap
N 2
Ele e i) = & . 0y (33)
_ 2
Ee, E:n'm') =%t Smt oM
E(enem) = E(enenm) = E(sm;ﬁm) =0 ¥Dn¥meé
in whieh 8 is the Kronecker delta. The elements of I now become
- . : ) | ” = |
Enm,n’m' = S ¥ %mm'UM * 80 Sum Opu (3h)
and the matrix is expressed in Figure A-2 together with those
corresponding to the residual structures '
e(n,m) = € ) o (35)
a(n,m) = e te (36)
e(n,m) = e + ¢ - (37)
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which are clearly special ceses of that defined in Equation (32). It
is readily seen that. the source of correlstion in '‘multiple dimension'
cases 1s the existence of a common term or 'dimension specific? element
(Uh or qm) in the utility function.  For the four cases (32), (35) -
(37) we have developed in Figure A-2, a pictorial representation of the
structure of the é:matrix-with correlation between alternatives
incorporated through common bonds as shown. This is the basis for a
representation of the choice model itself (Williams, 1977). Tn the
“firgt cage, both o and Ty are zero and a diagonal E_ﬁatrix‘results.
This case which is comsistent with Equation (35) will correspond to the
MNL model (10) if the utility functions are drawn from IID Weibull
distributions. It is clear that the use of the utility fumction (29)
in a MNL model of the form (10) will be inconsistent because the
appropriate I matrix, corresponding to that utility function, is not
of the diagozél‘form‘involved in the gener&tion'of the model.

Before treating the more general case (32), which is consistent
- with the utility function (29) and which.corresponds to the fourth I
matrix of Figure A-2, we shall consider the derivation of a hierarciical
or nested model from a funection congistent with the residual structure
(36), | |
Uln,m) = U +U

= Un+Unm+En+Enm (38)
and which corresponds to the second representation in Figure A-2. 1In
this casé'the-coﬁponent Ty vanishes and the two parameters Op and o

M
allow different degrees of cross—substitution between intra and inter—

branch alternatives in the 'tree' form shown in Figure A-2(b); fhat
is, bétween D M_and D M ,, in the former case, and between D M  and

n m nm . _ nnm
DM . in the latter. It may be shown (Williams, 1977) that P(n,m),
the probability of selecting D M scan be written ' '

Pla,m) = P Pm (39)
in which

P. = Prob LUnm > U 0. W, eM) (ko)
and : ;

P, = Prob (U, + Uper> Uy + Uy, ¥Dy eD) | (k1)
with .

Uﬁ* = max(Uhl, ey Unm’ caag UﬁM) (k2)

m
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If +the components Uﬁm are Weibull distrihuted variables W(U,ﬁgm,ﬂ)
ﬁithh mean ﬁ;m + y/A{where vy is Euler's constant), and standard
deviation /(Y 6 A), then it is readily shown (Cochrane, 1975) that U %
is also Weibull distribgped, with mean '

Ua = +1n (zemm) + y/n (43)

m

and standard deviation given by
‘ T .

o, = I o | (k)

D /GA -

The marginal distribution-P is then derived from the sum of
Weibull distributed variables Un* and variables U, > derived from some

distribution - P(U,ﬁﬁ), n=l, ..., N to be specified.

Now the hierarchical logit (HL) model {(Williams, 19775' Daly and
Zachary, 1978; McFadden, 1979)

_eB(ﬁh + ﬁﬁ*)' eﬂﬁﬁm

P(n, m) = —_ e (45)
5 oB(Unt * Uprx) s oAUngs
-nf l . ml“

can be generated by specifying that P(U;ﬁ;) be that distribution of a
variate which is formed from the difference bebtween random variables

dravn from Weibull functions W(U, U, + Upx, 8) and W(U, T g 8).

Because U and U, , are independent, the variance of their sum

is given by

2 2
T = 0']2) + I
68 6A
or
8 60’% A2 '_%' .
AR (46)

When o = Q, the model collapses to the MKL, charaéterised by the-
single parsmeter A. Tt can also be seen that for a consistent model
(and for T(U, ﬁ;) to have a non-negative variance), we require (Williams,
1977). '

B g A | (47)
Thig condition is of .particular importance, and its violation may
imply cross-elasticities of the wrong sign. Violation has, in fact,

been observed in conventional transport models (Williams and Senior,

1977) -
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We now turn to consider the choice model generated from the utility
function (29). Because of the form of the random residuals, (32), we
'éah - say immedidtely that this model shoﬁld contalin as speciallcases
the MNL and alternative HL functions. As far as the author is aware no

explicit analytic function has been obﬁained'for sueh a structure.

The 'cros'Sf-correlated logit function (CCL) was an ad-~hoc model

% . .
proposed by Williams.(lQTT)( )
corresponded to the utility funetiom (29). It is defined by the equations.

as a closed form approximation which

: eBUT +.Aq$ + AT
P(n,m) = 2 . . (48)
TR L
ntm! '
where
o om o, {BA) =
u, = U+ z = U & (ko)
- (A=A) = :
U o= Uy e U (50)
ﬁn* = Flnz AU T AU : (51)
ml
ﬁm* = '% 1n T eAUn'ml +BUp - (52)
n' ‘
ahd :
. 2 .2 -
B oo (et | - (53)
A 2 _
A 66}24!)2 __% . .
& = (1 + = } (54)

*) In that paper (section 5.3.2, pp. 321-323), the function was denoted
Genersl Choice Model. More recently, and in deference to the general
probit model and to the class of General Extreme Value (GEV) models
(McFadden, 1979), the function has been rechristened appropriately.
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It may be checked that as cg and d;, the variances of the residuals
€, and € |
formed. If both variances are zero, the CCL collapses to the multinomial

logit form (10).

tend to zero the respective hierarchical logit models are

In summary, we note that within the framework of random utility
‘ theory in which behaviéur if governed by rational choice between
discrete alternatives, the structure of the model is determined unigquely
bylthe underlying utility functions, and the structure of correlation or
similarity between alternative choices is the essential feature which
'dictateS'theicomplexity of the model. Varying degrees of similarity
may‘be_accommodaﬁed within the logit family. To conclude this Appendix,
| we will how briefly introduce two other models Which-haVe_béen proposed
to cope with some of the problems brought about by correlation and

taste variations.

The generalised extreme value (GEV) family of models, recently
proposed by MeFadden (1979), allqws a fairly general pattern of dependence
among alternatives while keeping the choice'probabilisﬁibs in a closed
form. The joint distribution function of the error terms for this model
is: |

-, ~e

Fleg) = exp{~G (e ~5 «c., & N)

(55)

where @ is a,non*negative,.homogenous¥of—degrée—one function
(McFadden, 1979). Tt can be shown that (55) yields probabilities of

" ~the form:
P = €xp (ﬁén) . G (e Uﬁl, cees eUtN)/ G (eUt;, cee, @ UiN) (56)
where!
P, = probability that individual ¢ selects alternative A
: out of the set A of available options.
G, = derivative of G with respect to exp_(ﬁ%#).



T

Note that the special case

_f N - ,
G = ¢ exp (U ) — (57)
n:
yields the MNL model. Similarly, although not simply in the latter
case, expressions can be found for the nested logit and cross-

correlated logit models (Williams and Ortuzar, 1980).

GEV mbdeis are well suited for tree—like decision_structures
(Sobel, 1980 has noted that the most useful GEV form is in fact the
nested logit modél), but do not allow fof cross—sectional taste

variations (Bouthelier, 1978).

The CRA hedonics model (Cardell and Reddy, 197T7) has been developed
a8 an extension of the MNIL to cope with taste varistions, by treating
the model paremeters 0 be estimated as random varisbles. If the utility
of alternative n is written inrits-usuel LPAD form

Un n n

0
o
+
m

L]
i
[nn ]
= .
@
+
m

the CRA hedonics model assumes that the £, are TID Weibull rasndom
variables, just as the MNL does,'but it further assumes that the
parameters 6 are random variables with any Specified well-behaved

distribution.

The'probabiiity that individual t will choose alternative n
takes, in this model, an hybrid form with a complexity that lies
in between those for the MNL (10) and MNP (20) models. First define:

%

oZ €XP {v, (8, 2))}

P_(8) = (58)

The variable Ph (6) is simply the logit choice probability given
that the parameter vector is 8. The choice probability for the

model .is then given by

[+ =2} oo .

po=f . S (0.2 a | (59)

I w0 e - ®
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~where £(8) is the probability demsity funetion of the parsmeters of
the individual utility funetions. If we may quote Cardell snd Reddy
- {19717)»

"...This expression implies that the choice probability in

the model is simply the expected value of the choice‘probability
of the lbgit model, where the expeétation is made'ovér the
parameters. As result,rthe logit model is & special case

of the CRA hedonids model”...

Expression (59) is evaluated through Monte-Carlo methods
by simply specifying a distribution function for the parameter vector
0. The'apprdach is compgtation&lly and conceptually straightforward,
although ..."it is somewhat time consuming..." (Cardell and Reddy, 197TT). .

~ Although both the MNP and CRA hedonics model permit variations
in tastes across individuals (they are thus 'random coefficient models'),
the former is considerably more general because 1t does not eonstraint
the e, to'be IID Weibull variables, but permits them to be correlated
and with unequal variances. Other differences, advantages and disadvantages
are discussed at length by Cardell and Reddy (1977). We will 160k at
the MNP in more detail in.Appendix 3.3, o
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Appendix 3.2: Statistical estimation in general

In this section we will assume that the modeller has gathered,
following a certain sampling rule, information on thé actual choices .
(e.g. alternative Ai, from the choice set A(q) eA) of individuals g,
and information’on choice influencing varisbles Z?q (thesé may be
level-of-service attributes of the opiions and/or socioeconomic
characteristics of the individual). In passing note that the issue
of sampling method is a very important one, because although disaggregate
models are certainly more efficient than traditional methods in the
use of the data, to achieve théir full'capabilitiés they usuglly need
better and more expensive information. This has attracted considerable
attention reéenfly and there are now firm grounds to believé that choice
~based samples (given that the aggregate shares of each alternative
are known) should be preferred to other methods (Lerman and Manski, 1979;
Manski and Lerman, 1977T). o

.The most widely used and more strongly recommended estimating
_procedure is maximum likelihood estimation (MLE) (Jansén et al., 1979;
MbFa&dén, 19763 1979). . This techniqué looks at the probability of
obtalning the Q independent choices, Cq,.q=l;-..., Q, given the model
@ldng-with its parameters 8): P(Cq, 8). Then the probability of obtaining

the obsgrvatlons Cl’ C2 caes CQ is

Q
Lo, s O &) =y P (0 0 oW
- The usual way of looking at this function is to regaxd the vector

_.of parameters § as known and L as a set of probabilities over possible
observations. However, in the estimation context, the observations are
known and § is unknown. When L is regarded as a function of § for

given (observed) Cq,%q;l, «eaQ, 1t is called the likelihood function and
is normally written as L(0), for short. Note that the observed dependent
variable takes a value of O or 1. This brings in some problems for

assessing goodness of fit, as it will be discussed below.

Assuming that L(8) is well behaved, it is possible to find a unique
set of estimates of 8, § which brings L(8) to & maximum. Such value
depends on the observations. Now, if § is that value of 8 that brings

L(8) to a maximum and we define
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i) = 1n L(p) | ()

o Fe) 1 - o

and ¥ = {———Eg*“ }. . - (3)
30

then, on the assumption that themodel correctly describes fhelaata,

é is an asymptotically efficient estimator of § and is asymptotically
distributed as Normal, N(gﬁzj. Moreover *in(é) is asymptotically
distributed xe‘(Chi—squared) with Q degrees of freedom. This means
that although_é may be biased for small gamples, the bias is small
for large enough Q (just how large is “large-énough" is .a fumction of
the problem under éxamination, but generally data sets with 500 to 1000
observations have been found to be sufficient). The estimator é_is
the best possible fbr-iarge samples (McFadden, 1976) and there is a
concrete expression ¥V for its,vﬁriancé—covariance matrix. Note,
however, that for most model fofms, including the easy to handle logit
model, é!mnst be calculated by an iterative yrocédure. Fortunately ¥
is useful in this iterative calculation and is thus available when

convergence ocours.

A word of caution is iIn order here, although it is well known that
for a logit model with linear—in-parameters specification R(é) is well
behaved, this has not been proven for probit models, except for the
simplest independent binary case. Indeed it has been noted that the
most widely used and efficient MNP estimation computer code available,
may have problems in: that the approximation to £(8) used is not
ﬁecessarily uninodal (Bouthelier 1978,'Daganzo and Schoenfeld, 1978).

We discuss this in more detail in Appendix 3.3.

The well understood properties of the maximum likelihood
estimation method, for well behaved likelihood functions, allow a

. number of statistical significance tests which are of major importance:

i) The t—test for signifieance of. any component 6% 6f_g

Equation (3) implies that 8, has an estimated variance ka,”where'

¥ = (ka.) which ig calculated by the estimating progrem. Thus if

t = 6,V W
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is distributed Normal, N{0,1}. For this reason, it is possible to test
whether it is significantly different from zero (it is not exactly a
t-test as this is a large sample approximation - +t is tested with the
Normel distribution). Large absolute values of t (e.g. bigger than
1.96 for 95% confidence levels) lead to the rejection of the null

is significantly different from

hypothesis and hence to accept that Bk

ZETr 0.

ii) The likelihood ratio test of linear restriction of any general
hypothesis : _
A number of important model properties can be expressed as linear

restrictions on a more geuneral linear—in-parameters model. Some
important examples of such properties are:

Attribute genericity: There are two main types of explanatory

veriables, 'generic variables' snd 'alternative-specific' variables.
‘The former vary in value (or level) across choice alternatives,
whereas the latter are those with an identifiﬁble correspondence
between choice alternatives, aﬁd because they ﬁay not vary across
all alternatives, they can take on & zero value for certain
eieménts of the cholce set.  Let us assume a model.with three
alternafives,:céf, bus and rail, and the following choice
influencing variables:

TP = travel time = OPC = out-of-pocket travel costs

Then, a general form of the model could be:

Ucar' = e1 OPCéar *+ e2 TTcar
Uy = e3‘0Pcbus * 0y Thyus
Urail = e5 OPCr&ﬂq+ e6 TTrail

However, it might be hypothesised that costs should be
generic. This can be expressed by writing the hypothesis as two
linear equations in the parameters:

63 - 91 = 0

65 - el = 0

Tn general, it is possible to express attribute genericity
by linear restrictions on a more general model. For extensive

use of this type of test refer to Talvitie and Kirschner (1978).

Sample homogeneity: ‘It is possible to test if the same model

coefficients are appropriaie for two subpopulations. For this,
one formulates a general model using different coefficients for
. the two populations, and then equality of the coefficients is a

linear restriction.
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Becguse of the properties of the MLE, it is very easy. toc test
any such hypothesis expressed by 1inear'restricﬁione,_by-means of
the well-known likelihood ratio teet.' To perform the test, the

estimation program ig first run in the more general case to give
the estimates 9 and log~likelihood at convergence g (6) Is is

. then run again to obtain estimates B of 8, for the restricted
case and the new*log—llkellhood at maximum z*(e ) © Now the

llkellhood ratic statistic is
2 {£%(g,) - £7(8)}
which is distributed as x2 with K - r degrees of freedom, where K

is the number of elements in € and r is the number of linear

" restrictions.

iii) The overall test of fit and the Rho square 1ndex

A specmal case of likelihood ratio test is to find out whether all

components of § are equal to zero (equally likely model), or better, if
thoée‘componentS'cf.g which do not cdrre5pond to model congtants are
equal to zero (best null model). Let us consider the first case, which

is the most common and obvious one, to begin with:

If there are K parameters and m*{o) is the log—llkellhood ‘of the
equally llkely model this means testing —2.{2%(0) - 2*(9)} which is
distributed x vith K degrees of freedom. Note that £¥(0) does not’
require a gpecial program'run. It is usually ealeulated as the initial
log-likelihood at the start of the program. This test is- actually
rather weak;' if rejected it only sayS'that the model with parameters_g
prdvidee a better explanstion of the data than a model Which does not
have any significant explanatory power (the equally likeiy model). It
is obwvious that when the model contains alternative—specific-constants,
the test in this simplést form is not appropriate. It is more relevant
to test, as suggested'above, whether'the explanatbry'variables add
. anything to the explanation given by the constants alone (the best null
model). Tt is rather discouraging to note thaf constants tend to
account for 60% to 80% of the explanatory power of these models
(TalV1t1e and Kirschner, 1978).

In general an extra run is required to calmilate £*(C), the
log-likelihood of the model containing only alternative—specific
constants, except for logit models when all individuals face thé same

alternatives where it has the following closed form equation:
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g¥(C) = T Q.in : : (5)
= Y e |
where

Qj = number of individuals choosing alternative Aj

It is felt:bj many that a coefficient of goodness of fit is useful.
However, since we do not observe probabilities but (0,1) decisions, a
goodness Tit like R® in ordinary least squares, which is based on
estimated residuals, does not exist. A goodness of fit coefficient
should range from O to 1 (no fit, to perfect fit), be meaningful for
comparing models calibrated with‘differehtfsamples, and'hopefully be -
related to & statistic with a known probability distribution for
purposes of statistical hypothesis testing. Such an index has been

defined (McPadden, 1976) as

p2=1-£*;(-=‘e\")" | ' - | - (6)
..‘R'*(O) .

However, it has been noted that although p2 behaves nicely at the
limits (e.g. O and 1), it does not have_an'intuitive interpretation
between the limits (Hauser; 1978). A quotation by McFadden (1976) may
be appropriate at this point: ' o -

..."Mhose unfamiliar with the p2 index should be forewarned that

its values tend to be considerably lower than those of the_R2
index (of regression analysis) and should not be judged by the
standards for "good fit" in ordinary regression analysis. For

example, values of 0.2 to 0.4 for pg'represent an excellent fit"...

_ Because a p-2 ~ like index cen in principle be computed relative to
any null hypothesis, it is important to choose an appropriate one. For
example, it is very easy to show that the minimum'values-of p‘2 (with
respect to the equally likely‘ﬁodél), in models with alternative -
specific'constants, vary depending on the proportion of individuals
choosing each alternative. Taking_a~simple binary case, Table A-8
(Tardiff 1976) shOWs'ﬁhe minimum values of p2 for different ﬁroportions
choosing option 1. It can be seen‘that p2 is only appropriate for the

50/50 per cent caéef
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Sample proportion selecting Minimum value of
the first alternative S F 02
0.5 . 0.00: .
0.6 | 0.03
0.7 -0.12
0.8 ' 0.28
0.9 0.53
0.95 - | 0.71.
Table A~8:Minimum value'.of-p2 for various relative

frequencies (Source, Tardiff, 1976)

These values mean, for example, that & model calibrated with a.
0.9/0.1 sample, yieidihg‘a p2 of 0.55 would undoubtedly be much weaker
~ than a model yielding a p2 of 0.25 from a sample with a 0.5/0.5 split.

Fortunately, a rather simple adjustment exists (Tardiff, 1976)
that overcomes these difficulties. This consists of defining a more
appropriate index‘f:.'2 as '
2*(9)
g*(c)

This statistic lies between O and 1, is comparable across

2 = 1- (7)

different samples and is also related to the x2 statistic; therefore

., s 2
1t is recommended over p .

iv) Other measures of goodness of fit

McéFadden (1976) mentions in his work a sériés of possible measures:
Hauser (1978) has also given considerable thought tﬁ the problem. We
will however only mention one other measure, this is the "percentage
correctly predicted", or "percent right" for short. It is simply
computed as follows: using the fiﬁﬁl model paramebers, compﬂie; for each
' individual, the predicted utilities and check if the largest corresponds
to the chosen alternative. The "percent right" is the sum of all those

cages where this happens, over the total number of cases.'

v)  Other issues

 This appendix gives only an introduction to the complex problem of
model estimation and in genefal 'specification searches' (Leamer, 1978).
Recently,.tﬁo vefy good papers havé~treated in more detail dspects like
the use of mofe powerfﬁl fests than the ones réported here: some may
involve grouping the data ("saturated test'); others show how to get

more Information from the distribution of errors assumed in the model;
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how to compare 'non-nested' models, 1.e. those where the parameters of_
one model are not-a subset of another as assumed in point iii); ete.

The interested reader is referred to the papers by Gunn and Bates (1980);
Horowitz (1980b), and Dagenais, Gaudry and Tiem (1980).

vi)  Estimation of the nested logit model

In Appendix 3.1, -we studied a generalisation of the multinomial
logit (MNL) modei,.the nested or hierarchical logit model (Williams,
1977; Daly and Zachary, 1978) which does not have the ITA restriction.
Tf we take the well known red ﬁus/blue bus casé, as a simple examrle,
8 nested logit model would proceed in two stages. Firstly, a primary
split between car {c) and a 'compésite' bus mode (b) and secondly a
sub split between the two bus options (rb and bb respectively) as

shown in Figﬁre A-3,

car . 7 red bus ' blue bus

Figure A-3: A simple nested logit model.-

In this_éituation, individuals are, as in the case‘of-the MNL;
conceptually essumed to evaluate each alternative according to utility
functions Ue, Urb and Ubb (with representative components Te, ﬁ}b.and
Tob) as we discussed at length in Appendix '3.1(.*)_ However, in this
case we have also to consider a composite utility of the lower hierarchy
or 'nest'. This composite utility includes the expected value of the

maximum utility of the members of the nest, given by
I, = H,n{'exp(Urb) + exp (Ubb) . | : B (8)

The composite ubtility of bus is then

Up= o Tp+ 8% | | (9)
where o is an estimated'cqefficient, 8 is'a vector of estimated

coefficients and Z, is a vector of attributes common to all the members

b

(*) Although note that in this case we are using a different notation

for the nested logit model.
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of the nest.

The nested logit model can be thus estimated with standard MNL
software in two stages: firstly, a binary logit model between red
bus and blue bus, the results of Which:allow us to calculate1Ib from
(8); +then this value is entered as another independent variable
along with the Z;, variables and the attributes of car in the primary
sﬁliﬁ which in this simple case is another binary logit'model. The
seéondﬁry split will thus yield P(rb/b) and P{bb/b), the aonditional
probabilities of red bus or blue bus given that the choice is
constrained to'bus. The primary split yields P(c) and P(b), the
margihal probabilities of car and bus respecfively. It is clear

that the probabilities of each mode are:

P car = P(;) _ o
P red bus = P(b). P{rd/b). ‘ | (10)
P blue bus = P(b)}. P(bb/b)

An important feature of the model concerns scceptable values of
o, the coefficient of the expected maximum utility of the nest.
Williams (1977), (and see Williams and Ortuzar, 1980 for a full
(%)

discussion) has shown that o must satisfy:
0O<asl | | : (11)

Furthermore, it has also been shown that if there are more than two
levels of nesting, e.g. a case with more composite utilities and

coefficients o, then

O<a, £a

1 S su'<.....'sl | (12)

2 37

where o, represents the coefficient of the expected maximum utility of
the 'lowest' hierarchy. Note also that any hierarchical level, a value
of a. =1 implies that the limited nesting at level i is mathematically
equivalent to a simple MNL at that level =~ for a good discussion of
“these issues see Sobel (1980), who has shown that for nested logit
models there ex1st equlvalent measures to thep2 and 02' indices (egs.’

(6) and (7)) given by:

®*  This is equivalent to condition (47} of Appendix 1.



47 (8) + 1, (8) ..k 2 7(6)

p= = 1- (13)'_ '

2,*(0) + 2,*(0) S gj*(o)

~

e ACHE 22*(9) +ooot zj*(e) _
-9 1 ‘ _ o (1)
' £1#(C) + 1,%(0) +...4+ 2.%(C)

o
I

2

where the subscripts 1 to J refer to the simple MNL models in the hierarchy

of interest.

Notwithstanding the simplicity of the 'heuristic' or 'bottom up'
(Williame,1977) calibraﬁion of the nested logit model it is known that -
the consequencerof sequential estimation is & loss of statistical efficiency
which may be severe (Daly and Zachéry; 1978; Sobel, 1980). This results
because the standard errors of lower level coefficient estimates permeate
from lower hierarqhies upwards embedded in the values of the expécted
maximum utilities I. When there are multiple hierarchies, successively
'higherf level I's will o

- "...contain greater and greater proporticns of random

statistical 'noise'..." (Sobel, 1980)

‘For this reason it has been argued the.nécessity of a simuitaneous estimation
routine which woﬁld eliminate the compounding effects of these errors,
thereby improving the statistical efficiency of the estimates of the a's.(*)
-Another ﬁowerful reason'for stich a software is the unpleasant possibility
of obtaining different estimates for the same parameter at different
nierarchical levels {which is quite possible due to different amounts of
data used in'each),, An experimental simultaneous estiﬁatioﬁrsoftware
hag been developed by Berkman,'Brownéfone et al. (1979), although?éo far it is only - .
capable of dealing with a particular version of the nested logit ‘model. 7

However we understand at present it is being generalizéd.

(*) Remember aslso how crucial the o's are in the structural diagnosis of the
model, i.e. conditions (11) and (12).
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Appendix %.3: Estimation and sclution of the multinomial probit model

As we mentioned in Appendix 3.7, the multinomial probit model (MNP)

can be stated as:

Uln+En U2n+€n % UNn+£n
P = ] j / / £(e) de (1)
0 | . g) de
where: Uppr = Upr =0 _ (2)
n.o -1 -
2 2 1 —

2] % expi-3uD & (U} (3)

and f(g) = (Eﬂ)f

We also mentioned that, although completely general in terms of
its theoretical statement, it is considerably cumbersome to implement.
‘It has been known for some time that direct numerical integration,
other than for 'small' problems involving 3 or 4 options is extremely
@ifficult if at all possible (Hausman and Wise, 1978). This has led

to the formulation of approximation schemes. One method involves
Monte~Carlo simulation directly to evaluate the model (Albright et al,

1977).

The method is elegaut, theoretically appealing and has the
advantagé of béiné completely general, in the sense that in principle
any function can be integrated. However, it is not well suited for
optimisation purposes near the neighbourhood of the optimum, it is

biased, and very slow and expensive to use. (Bouthelier, 1978).

The second method, due to Daganzo et al (1977)'invokes the_Clark‘
(1961) approximation, which essentially involves the replacement of
the maximum of bivariate normal variables by one normally distributed
varigble. By repeated applicétion of the Clark gpproximation, the |
multiple integral in Equation (1) may be reduced to a particular
univariate integral;(*) When the correlation between variables is
non-negative, this approximastion which has been extensively examined

by Menski and Lerman (1978}, using'Monte Carlo simulation, is apparently

# In this approach; only a somewhat restricted version of the MNP

can be estimated though. Tt involves 'fixed parameters’.
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accurate to a few per cent, for up to 10 alternatives. Howéver;
problems with the nossible existence of multiple optima assoc1ated with
the likelihood. function of MNP models, for more than 2 alternatlves,
have recently been feported (Daganzo, 1979). These imply that in
general, there is no guarantee‘that the model in its more general form

(* )

reviewed comprehensively by Sheffi, Hell and Daganzo. (1980) to whom

can be calibrated. The estimstion of MNP models have been recently
we refer the interested reader. Before leaving this Appendix we
just wish to comment briefly on the use of transformations for solving

MNP models.

When encountering normally distributed variables, it haé often
been the case that a transformation to a co-ordinate system in which
the structure of variation in a data set is more appropriately described,
has provided not only insight into the nature of factors giving rise
to the variation, but has also formed the basis for approximatioﬁ schemes.
Principal component analysis is perhaps the hest such example; (For a
-very didectic treatment of transformation theory in multivariate
analysis, see Green and Carroll, 1976). Moreover, it is well known that
the MNL and ean uncorrelated, eQual variance probit model {(with suitably
normalised standard deviation) are almost indistinguishable. That is,
if we could transform general probit models into equiﬁalent functions
. with disgonal variance—covari#nce matrices, it might be possible to
establish coneeptual links with the'logit'family, and in the process erase

the burden of numerical integration.

In general, under the transformation

T2 | ‘ )

the expression for P given by (5)

= - '
po= I f0ay (5)
n ;
becomes
P = Rf* n(p)|gfar. . o , (6)
n*
(* ) Other methods_have-been proposed by British investigators (Langdon,

19763 1978; Harrison, 1977; and Harrison and Cullingford, 1978;
with a critigue by Baker, 1978), but none has been implemented.
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in which h(T) is the transformed density function, J -is the Jacobian

and Rn* the new region of integration.
In the probit model (1), the algebraic manipulations and geometrie

interpretations of the required transfdrmations are essentially those of
The surfaces of constant density in

prineipal component analysis.
e-space are this time ellipsoids, given by the quadratic form.

QF = E? L:l £ = constant (7)
We wish to invoke an orthogonal transformation
T = Ag (8)

such that the vectors ji, Eé, coes Vo which are the columns 6f'£§
are the principal axes of the ellipsoid. In the new coordinate system,

the transformed matrix £, is written

=A%l

12

(9)

H
o

--0 AN
ves Ay Bre the eigenvalues of Z. The eigenvalues and

in which Al,_
cofresponding eigenvectors are determined from the usual equation

§=Vr = rlr j? r=1,

sThe quadratic form (T) may now be written

7

& = 1'r
r A

-

and the transformed probit model beccmes

) 2
= I -1 T
Pn R *g exp(~3 _“r ) ar
n hr
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*® .
the Jacobian of the orthogonal( )-transformation being unity.

The transformed region of integration becomes .

T _
R iU, +_(g 1) o U t (AT VA eA (13)
which is gquite an unhospitable region involving all components of T on
both sides of the inequality without possibilities of simplifieation,

and therefore rendering useless the effort to decomponse the multivariate

density function (1) into the product of univariate functions (12).

An attempt to solve probit models with symmetric: less-—general
covariance matrices (as had been discussed in Appendix 3.1 for the extended
members of the logit family), by the transformation method, proved

unsuccessful (Ortuzar, 1979} and will not be discussed here.-

(*) Variance coveriance matrices are especially well-behaved. They ave
square symmetric and positive semidefinite. All their eigenvalues are
real and non-negative, the transformations that diagonalise them are

orthogonal,, and further, their inverse is equal to their transpose.
(Green and Carroll, 1976) '
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Appendix 3.4:Description of the software available at Leeds

The University of Leeds has acquired two disaggregate model calibration
packages, MLOGIT, developed at MIT and CHOMP, released by the University of

California at Berkeley.

i)  MLOGIT

This is a MNL calibration program. The original computer code was
written by C.F. Manski and later modified by M.E. Ben-Akiva (1973). The
present program has been slightly streamlined and_imprbved at Leeds.
A more complete description of the program.has been given by Howe and Liou

(1975). - .

The program is written in FORTRAN and employs a Newbon-Raphison itefative
technique to determine parameter velues which maximize the likelihood of
a binary or multi-nomisl logit funection. Given the convexity of the
likelihood function of linear-—in-parameters logit models, the method

always converge and to approPriate values.

At present the program can handle up to twenty paraméters, seven
alternatives and any number of observations. The independent variables can
be continuous and/or.discfete, and the number and characteristics of
alternatives can vary from observation to observation. Core requirements
are small. Time requirements increase fairly linearly with the number of
observations processed, the averasge size of choice .sets arnd the number
of iteratiomns perfbrmed; Time increases somewhat less than with the

square of the number of parameters. If we may quote Ben—Akiva (1973)

..."As a rule of thumb, each iteration on a purely binary
logit problem requires twice the time needed for a linear

regression having the same number of observations and variables"...

The‘CPU times at Leeds after having it tried with problems containing
3'alternativés, T parameters and a 100 observations have always been less
than 10 secs of an ICL 1906A.

* The program produces as output, on each iteration, the current
log-likelihood value; the coefficient estimates; their standard errors
and t-ratios; the changes in the values of the coefficients relative

to the previous iteration; values of the first derivatives; and an estimate



94

of their variance-covariance matrix. At convergence it gives also the
likelihood ratio relative to the equally likely model, the percent of
choiceé correctly prédicted, and a print out of the identification and
values of the probabilities of the chosen option for those cases

predicted incorrectly, in order to check for bias.

ii) CHOMP

This-package is designed to estimate and predict with a MNP, and
has also the capability of estimaﬁing a MNL:. The Leeds version is a 7
slightly. streamlined and improved code of the prograﬁ released by the
_ Uhiversity of California at Berkele& (Daganzo and Schoenfeld, 1978).
It is still labelled 'experimental and research oriented' because, as
mentioned in Appendix 3.3, the approximation used to the log-likelihood
of the MNP (which is in itself a breakthrought) is unfortunately not
guaranteed to be unimodal {Bouthelier, 1978). Daganzo and Schoenfeld
(1978); claim that the program

"... will admit any specification whatsoever for the measured

utilities and the variance-covariance matrices..." (¥)

This_versatility causes it, however, o be considerably less °
efficient, for similar problems, than MLOGIT. In fact, our experience
is that it takes at least 2.5 and may take several times longer.
However, it is considerably more uéer—orientated than MLOGIT and this
surely contributés to the loss in efficiency. Bouthelier (1978) has
also p01nted out that the computatlonal effort of the MNP approx1mat10n ‘
grows with the square of the number of alternatives and not linearly
as in the MNL. The program can deal with small to medium size problems
(less than 8 options) quite satisfactorily. Tt 1ncorporates a
'warming ﬁp' strategy which only uses the whole of the data for'the‘
last few 1terat10ns, thus maklng appllcatlon ‘to larger problems |

fe331ble.

The MNP model has, in‘genéral, several more parameters than the
MNL. Table A<9(Bouthelier, 1978) shows the number of pafameters to be
estimated by each model for different values of N, the total number of

alternatives, and K, the number of parameters in the utility functions,

® Uhfortunaxely, there is no guarantee that such a model could be

successfully estimated (Daganzo 1979)
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K N oM MNP
3 10 ' 12
10 L 10 15
5 10 ' 19
3 15 17
15 L 15 - 20
5 15 ol
3 . 20 ' 02
20 I © 20 25
5 20 " 29

Table A-9: Number of parameters to be estimated for different values
of X and N (Source: Bouthelier, 1978)

In order to minimise the ﬁumber of times that the iog%likelihood
function of the MNP ié computed (which is extremely time consuming),
CHOMP incorporates a mubh more sophisticated gesrch algorithm. than
MLOGIT. Basically it consists of a feasible direction steepest ascent
algorithm which performs a non—-dimensional Fibbonacci search at each
iteration. In order to avoid hemstitching, a variable metric algorithm
which uses Davidson-Fletcher-Powell's updating formula for the inverse
hessian of the likelihood function was developed {Bouthelier, 1978).

At present the program claims to handle 20 alternatives, 20 parameters

and 1000 observations.

The output of CHOMP has been standardised at Leeds to be basically
the.same a8 that for MEOGIT; once again because the package is more
user orientated it is easier to interpret the results, to check for

bias and to try alternative specifications.

We have only teStéd, so far, the logit capabilities of CHOMP.
Also we have mﬁnaged-to reproduce exactly the results of an extremely
simple MNPlexample profidéd in thé‘documentatiph {Daganzo and
Schoenfeld, 1978). We have no experience with alternative ways of
specifying the variance—cofariance matrix of an MNP model. We only
know that some forms may prove impossible to calibrate due to their
leading to badly behaved likelihood functions. The only remedy to
these problems is to experiment. The last point to mention here, is
that this program cannot estimate MNPrmodels which allow for taste
variation. Therefore we lack at present software to estimate random

coefficient models and EBA or satisficing models.
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APPENDIX 3.5: Draft Questionnaires

(i) Both questionnaire drafts shown below, must contain a letter

explaining why an answer is 8o important, and mentioning the existence

of a prize to be won in a draw made from the questionnaire replies.

(i1) Both must be designed in such a way as to have a self-addressed-

buginess reply-prepaid side, to make life very simple to the

respondent. —-

(iii) The main body of Questionnaire A, follows:

Part 1:

Part 2:

‘WE WOULD LTKE TO KNOW DETAILS ABOUT YOUR TRIP FROM HOME
TO WORK

1) What time 4id you leave home t0AayT eveeevsvaceall cevvesass min
2) What time did you arrive at work t0day? ieveeeesd sieeivo.. min

3) Please indicate the means of travel you used:

Car driver i:[ ¢ Car passenger D_: Car pool [ |
Motoreycle |:] : Car to park and bus I:] :
. Walk to station-train-bus l:’ : car to station-ftrain-bus I:_—__I :

bus-bus [___]: Other ..civeereencennes (please specify)

4)' How many times do you travel to work by this meang?

Less than 1 day/week | __}; 1day[_ |; 2days{ |; 3 days[ |
4 days l—__| : 5 da.ysi | ; more than 5 days/week |:|

IF YOUR TRIP TO WORK WAS BY CAR, PLEASE ANSWER QUESTIONS 5 TO 9
IF ANY PART OF YOUR JOURNEY WAS BY BUS AND/OR TRAIN, PLEASE
ALSO ANSWER QUESTICNS 10 TO 13.

Car Userg:

5) Do you need the car at work as part of your activities? No |:l Yes D
6) Did you come directly to work? No D 3 Yes i:] s If No, please
indicate the reason for breaking the Journey: +%ook children to
school D Went shopping D parked car and took train E ;
ONBY veveveecnecnesesnasnasnnansnanaaansass (Dlease specify)
7) Do you drive a company car to work today? No [ |; Yes [ |
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8) Did you have 4o pay parking costs: No [ ]; Yes[ I
9) If yes, was it paid for by your company: No D i Yes l:l

Bus Users:

10) How did you get from home to bus stop? Drove and parked?[ |
driven? [_]; walked? [_]; took train? [ ];
ObheY seeeesosactnncsaaccncaanena eieese =-s + .(please specify)
11) If you drove and pérked, were theré enough parking spaces? No [:[ H

Yes D 3 and how much did it cost to Park?  .s.eese.een.peENCE

Train Users:

12) How did you get from home to station? Drove and parked? \:I
driven? [ ] ; walkea?] ] took bus? [ : Other..........(2r825¢ )
specify

13) If you drove and parked, were there enough parking spaces? No :l 3

?

Yesm; and how much did it coet to park? ........ ... pence
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Part 3: IN THE FOLLOWING TABLE THERE ARE SEVERAL MEANS OF TRAVEL: IMAGINE YOU HAVE TO MAKE YOUR TRIP TO WORK BY

EACH OF THESE. PLEASE COMPDETE THE TABLE FILLING APPROPRIATE BCXHES

Mode
degeription

Walking
time
(min)

Wailting
time
(min)

Travel time
in wvehicle
(min)

Time spent
looking for
parking
(min)

Parking
cost
(pence)

Travel cost
excluding
parking
(pence)

No. of times
uged in the
last 6 months .

1) Car driver

2) Car passenger

%) Car pool

4) Drove to park and
took the bus

5) as4),

but driven

6) Walked to bus stop
took first bue, got
down at park, took
another bus

train, took bus

7) Drove to station, ook

train, took bus

8) Walked to station,took

9) Took bus to station,
Yook train, took bus

Bte.
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Part 4: | THE QUESTIONS BELOW ARE ONLY USED TO DETECT DIFFERENCES AMONG
PEOPLE WITH RESPECT TO HOW THEY ¥EEL ABOUT DIFFERENT MODES ETC.

1) Are you male [:3 ; female I:I
' 2) Is your age: 12-17 [:::] ; 1824 [:::]- crecaenens

3) How many residents in your household? ome ] 2[ ]3[4 ]
| 5 or more D- -

4) How mamy cars has your household? gl 11077 ;217; 3+ [

5) Do you have a driving licence? No 15 Yes ([ ]

6) How many workers with driving 60 L[ o[ 3 !j . op more‘:|
’ 2 ] o 2 T

licence excluding yourself?

-7) What is your monthly take-home pay (strictest confidence)

Not employed [ ; less then | S| ] | 1] L1 1 {
morethan:I |
8) YOUT BAGTEEE DLOAIE eureernnnssonnnnsennneensssennnsennns ceennees
9) PLace OFf WOTK suueececseecaccnnssscansscscasasssassssossonasanose

Part 5: | WE WOULD GREATLY APPRECTATE THE CHANCE OF CLARIFYING SOME OF THE
QUESTIONS AND MAYBE ASKIWNG SOME MORE, FOR THIS REASON WE WOULD
LASTLY LIKE TO KNOW IF YOU WOULD AGREE TO A FURTHER INTERVIEW IN
YOUR HOUSE. | I\TO_I ] YES ;

Thank you very much for your co-cperation ......
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(iv) It is clear that Questiommaire A is rather complicated and we are not

(v)

sure how well, if at all, it would be answered (especially the rather
odd question—ta.ble of Part 3). However a similar one was very
successfully employed recently in South Africa (Stopher, Wilmot et al.,
1978). This questionnaire should tell us both reported and synthesised
(from data on origins and destinations) values for the important '
level-of-service attributes discussed in Chapter 3, plus information

on ca.pti}ri‘ty, choice set, perceptions of attributes of rejected modes,

and socio~economic information including income.

An alternative form is Questionnaire B, below

Household Guestions

1.

.2-

One 2 3 4
How many people live in your household: 13

: None 1 2
How many of them travelled to work today: || [ 1 1 1|

How many of those that travelled to work had a driving licence:

8.

. - None 1 2 3+

‘4. How many cars are owned by your households | | | | i | |
5. Pleage indicate income bracket of your household:

less than nmore than

| | T HE |
Work Journey Questions :

No Tes

6. Do you have a driving licence | i L1
7. Where is your place of work. Please give taeectearasnannaraseaannsnnsnnn i

No. and street, or name of factory, town etc.

L) e s e ss s L R I R A R AR N AL L I B I I B

LR RN I I RN BN I R B RS U S Y B BT B I B N A )

At what time did you leawe home to woxrk ‘tqday?..._r;.._,.....h ssseneses Iin

At what time did you arrive a8t WorkPiseceeee ot s0ell cedsnernasaes Mmin
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9. Here is a list of different ways of making the journey. Please tick in
the firgt colvmn the one you used today, and in the other columns
possible modes you might have used, had your preferred one not been

available:

Preferred | First | Second | Third
mode alt. alt. alt.

Te aecasssccenssnssnnsa
2y eeiamssssvessirenens
Bs sssnessseasescscanes
Be eeeecarseensenasnnns

De  seassssctcnsccscanss

6. '.ll.‘...l.ll.!..l...

10.For those who drove to work

~ how much did it cost 0 PATK  .seeeeecseess pence

~ was the car used during the day? rﬂgj Yes

Y.

11.Would you be amenable to a further interview at your home .E§%] A .Thanks. 

All cards completed and returned will be

entered in a grand prize draw. Please

write your name and address below: Thank you for answering.
Please return this card
Name L IR B BN B BN RN B BN BN K BN OB BN OBE B BN NN NE BE B BN BN B B NN BN BN NN BN BN NN BN B NN ) thro.ugl -bhe post. NO ST.AMP

: IS NECESSARY.
Address S8 S &P SRS OSSPSR ISR RSN

TR OSSN AS SO RS S N B AAI RSN NI SR RERE R

vi) Although it is considerably simpler, it only offers the opportunity of
measuring the values of the attributes, has very little information on

captivity, etec. and little information on réjected‘modes.
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