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ABSTRACT

'GUNN, H.F. (1981) Travel Budgets : evidence from a 197k survey.
Leeds : University of Leeds, Inst. Transp. Stud., WP.147 (unpublished).

This paper describes a sequence of exploratory models fitted to
individuals' travel times and overall households' travel times, costs
and generalised costs, as reported in the 1974 County Surveyors' Trip

Rate Data Bank.

The analyses involve an approximate allocation of travel times to
those in connection with 'mendatory' activities (assumed fixed in the
short term, in frequency and location) and those in connection with
tdiscretionary' activitles (the rest). The most important 'background’

varisbles sare -identifled and discussed.

Finally, after controlling for these background variables, a
comparison is made between amounts of travel performed in connection
with discretionary activities by individuals and households grouped
according to reported amounts of *mandatory' travel. Little or no
variation is found, leading to the-conclusion that the two sorts of
£ravel are undertaken independently; for example, there is no
indication that those reporting above-average amounts of 'mandstory'

travel perform below—average amounts of 'discretionary'’ travel.
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CHAPTER 1

-Many researchers have commented on the relative invafianceupﬂ;
the average amounts of time and money épent on travel by people living
in different types of location, e.g. urban and rural dwellers., (See for
example in Gunn (1979)). Interpretations of this phencmenon differ,
however. Zahavi (lQTh, 1979) has tasken this stability_as evidence for
the existence of 'optimal' amounts of travel, for given network
conditions and population characteristics. Golob et al (1980) have
developed this idea further, leading to a 'utility maximising'
description of individual travel behaviour in which travel is trested
as a direectly demanded commodity.r In this line of theory, the stability
of travel budgets is identified as being primarily a feabure of the
demand for travel. Goodwin (1973) has suggested an alternative mechanism,
namely the association between population densities, trip lengths and
speeds (via congestion), which would account for the phenomenon as a

result of characteristics of the 'supply' gide of travel.

Potentially, then, the apparent 'stability' of travel budgets ralises

gquestions for the basic structure of forecasts of travel demand.




THE DATA

" The data set on which the work reported here was based was the .

County Surveyors' Trip Rate Data Bank (C.S.T.R.D.B.) for the year 19Th.

The CSTRBD contains details of a single weekday's trip making
(exclﬁding non-home based work trips) for more than ten thousand
individuals over the age of five, with a different sample for every
year since 197k. The survey is not representative of trip-making in
England and Wales as a whole; not all counties co—operated in the project
(in particular, London and the South~East of England are not represented),
and those counties that did supply data chose the locations of the
households to be interviewed for reasons other than national representative-
ness;. ohe result is that the data set is biased towards suburban households.

(A fuller description of the sampling frame is given in ITS TN 18).

The aspect of the data that is considered first is the relationship
between characteristics of the individual, (including those of the
household to which the individual belongs) and the total amount of time
that hé or she reported as being spent on travel. This measure of travel
time, taken here to include time spent waiting and time spent walking, is
clearly liable to reporting errors due to-mispercéptiqn.of durstion and
failure to fecollect specific trips. However, this aspect will not be

considered in this paper.

In its original férm, the CSTRDB stores separately the personal
characteristics, household characteristics; gtages in each trip made and
overall trips. Tt was necessary to merge and condense this information

for analysis.

_ This summarising procedure involved three distinct stages; at the
first étage; the data was mergea to form a single file, based on the
répbrted trips. Tor each tyrip, details of the trip-maker, including
household information, were added_on to the trip record. At-the second
stage, this data was reduced to a,pefson basis; the dnly travel information
kepf wag total travel.time (non-travellers were introduced into the data,

with zero travel times.).

Lastly, an extract file, also person based but containing a total of

only 26 variables, was produced for analysis.

The contents and formats of the output files are given in Appendix T.




3. MARGINAL TOTALS

The first and most obvious analysis of the relationship between
travel time and the other variables by which it can be classified is by
examination of the marginal totais. The categorising variables that
were selected for examination are listed in Table 1; the historical
evidence for the importance of these pérticular variables is discussed

in WP 119.

Table 2, and the accompanying Figures 2 to ¢, illustrates the
marginal variation. during the survey, averaged over key personal and
household variables. Figures 10 to 13 then compare the surveyed

population with the corresponding UK population, in the same year.




Table 2
fCategorising variable mean T.T. S.D. of T.T7.%
Overall | 60.4 60.2
| AGE_GROUP
5-16 48.k 38.6
17-2h ' 77.8 57.8
25-4l ) . 69.5 65.7
| 45-59 63.3 59.8.
60-65 ' 55.0 56.8
| 65+ | Bl b 72.1
BEX
Male 67.8 65.1
Female ' 53.1 54,2
| HOUSEHOLD CAR OWNERSHIP
0 cars : 54.0 58.2
1 ecar 60.0 58.9
2 cars : 68.6 65.5
3. cars 76.5 61.5
4 cars 60.2 43.7
6 cars 60.0 40.0

¥ being the standard deviation of individual travel times around the mean.




Table 2 (econt'd)

Categoriging variable Mean T.T. 8.D. of T.T.
ANNUAL INCOME PER PERSON

| less than £250 47.9 39.6

| 2250 ~ £500 54,0 56.8
£500 - £750 56.3 61.5
£750 - £1000 60.7 58.4

| £1000 - £1250 64.3 56.9
£1250 - £1500 71.2 57.4
£1500 - £1750 75.2 65.2
£1750 - £2000 79.5 91.5
£2000 -~ £2500 80,0 Th.2
£2500 — £3000 87.6 65.2
£3000 - £h4000 97.3 67.T
over £4000 92.1 66.6
DAY OF WEEK
MONDAY 57.1 53.8
TUESDAY 56.8 55.2
WEDNESDAY 61.0 61.2
THURSDAY 61k 65.3
FRIDAY 71.0 68.6
HOUSING DENSITY
1. High, 50 houses/hectare 57.4 L8.7
2. Mediume, 25 nouses /hectare 60.1 59.3
3. Low, 10 houses/hectare 61.8 6L.6
SITUATTION )
Urban central 59.h4 50.L4
Sub—urban 63.7 61.1
Rural small town {5,000 - 10,000 pop.) 52.1 5k.9
Rural : 56.2 62.9




Table 2 {cont'd)

Categorising variable Mean T.T. 8.D. of T.7.
DISTANCE to town centre

0 to 1.5 km 56.3 58.6
1.5 to 5.0 km. 65.3 61.3
5+ km. 57.7 61.4
DISTANCE to railway station

0 to 1.5 knm. 61.0 59.6
1.5 to 5.0 km. 66.5 61.3
5+ lm. 56.6 59.8
BUS availlability

Good 63.3 57.T
Acceptable 59.5 63.3
Bad: 51.2 Lo.6
None . - -
TRATIN availability

Good 68.2 63.5
Acceptable 61.0 59.4
Bad 57.3 48.7.
None 56.8 61.3

From Table 2 it can be seen that the categorising variables which produce

the most marked variations in the marginal sums are age (a range of 33

minutes between highest and lowest), occupation (55 minutes), and income

(50 minutes on a household basis, 44 on a person basis.)

Thereafter,

categorisations by sex (14 minutes), car ownership (22 minutes), and

day-of-week (14 minutes) seem important; however of the several locational

variables available, only the 'de-facto' classification "Situation"
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(12 minutes) is substantial. Similar ranges are evident under the
public service availability classifications. Comparisons of the overall
distributions of the responding population in the various categories
with national sources suggest that the C.S.T.R.D.B. is biassed
towards lower income households, although,. contradictorily, .

it ghows higher car—ownership levels than the national avefage. This
indication that the C.S8.T.R.D.B. semple is atypical, .

merely in terms of mean income but more importantly in the apparent
allocation of income to car purchase, and hence possibly to travel,
would raise grave difficulties for the use of‘the date as a basis for
models of average nabtional travel behaviour. However, there are three
aspects of the sampling frame and survey method that would lead us to
expect such results without having to assume that the travel behaviour

of the responding households is atypical.

Firstly, the exclusion of Greater London and the South East cf
England must tend to bias average incomes downwards (although the
concurrent exclusion of Scotland and Northern Ireland will have the
opposite effect). Secondly, it is well known that gross household.
income is poorly measured in transportation studies, and that relative
to the detailed methods and definitions used for the F.E.S., the
responge given by heads of households tends to under-—estimate gross
income consistently (particularly for hquseholds with more than one
working member). Thirdly, the C.S.T.R.D.B. sampling freme is aslmost
certainly biassed towards suburban and rural hoﬁseholds, aﬁd it has
been established that such households tend to have higher than average

levels of car ownership for a given income level.

.For these reasons, we need not be unduly slarmed by the apparent
discrepancies in the car—ownership and income characteristics of the
sample. The age distribution does correspond closely to the U.K.

average for the year 19Th.
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CHAPTER 2.
EXPLORATORY ANALYSES -OF INDIVIDUAY, TRAVEI, TIMES

The examination of the marginal totals provides a useful first
description of the data; however, there are. circumstances in which this
approach can mislead, in particular when there are strong intercorrelations
between the categorising variables. For example, in Table 2, time spent
on travel varies between income groups and between car ownership groups,
between location types and between households with different access to
public transport. Given that vehicle ownership increasesrwith income,
and public transport proviéion varies with location type, it could happen
that, having cérrected for income and location differences, vehicle
ownership and access to public transport had no effect whatsoever on
travel times, even though the categorisation appeared important from

' the marginal totals. (Equally, of course, seemingly unimportant or
unrelated categorising variables may have shown little variation in
the margins because they are negatively correlated in the data with a

variable with an opposite influence).

It would be necessary to consider all the categorisations

simultaneously to detect every possible inter-relationship; however
with ten cabegorising variagbles we would face examining ten—way tables

which is cleafly out of the question.

There are various approaches available to tackle this problem;
the A.I.D. program, makes sequential_binary splits
on the most effective categorising variable at each stage; various
log-linear programmes (including QLIM) use procedures analagous to
analysis of variasnce techniques to identify a 'best' set of categorising

varlables.

However, for our purposes, perhaps the simplest approach is to use
a dummy variable stepwise régression snalysis, based on a set of
selected categorising variasbles and chosen interactions. For this

approach, we postulate a simple linear model

k
™. = o+ X g. 8.. + e, .- (1)
1 j:ﬂ: J d1 1
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where TTi denotes the travel time of individual i,
o 1is a constant
Bj is a constant corresponding to category jJ

“( 1 if individual i fells into category j
§..=(
J1 (0 otherwise

k is the total number of categorles
(ie. the sum of the categories for . each categorising
variable, including interactions,) and

€; is an error term peculiar to individual i, such that

E(si) = 0, and var'(ei) = 02, for all i.

If this model is put into a stepwise regression package, we can identify

a maximum set of 'significant' .categories, which is to say those categories
in which the variation of TT from its average value is significantly
greater than that which might be expected by chance, given the estimated

distribution of the error terms, E.

This procedure is a‘simple and fast device to fit a model to the

travel time variable; however some caveats should be stated.

(1) The model cannot be interpreted as 'causal', it is a descriptive
device. 7 | .

To feel justified in using the 'deseription' as a forecasting model we

would need to demonstrate that it held good under a w1de variety of

01rcumstances and in dlfferent time periods.

(2) 'The model itself is only an approximation — for example there
is not even any constraint to ensure that it predicts non-negative
times, although we would expect that this would not ocecur within

the range represented in our data set.

(3) The co—efficients of the dummy categorising variableé are being
Jjudged against their computed standard errors, on the basis of
the model (1). These s.e's are only approximate, since they assume
that the 'errors' associated with each eategory have the same

variance, and this will not be true in practice.
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(4) We choose to stop the regression at that point where all variables
in the equation have significant co-efficients, and the introduction
of any more variables produces s set in which not all coefficilents

are significant. This rule is sensible, but is certainly arbitrary.

(5) A similar point to the last, but probably even more crucisl; we
have to choose one particuar level to call significant. If we
chose a different level, we would expect a different model - at
least in that we would expect more or less variables to be involved,

coresponding to lower and higher requirements for significance.

With these reservations, then, the dummy variable approach offers a robust
and straight forward means by which to identify the variables most
strongly connected with variations in travel times, and by which to

assess their relative importances.

5. THE CHOICE OF VARTABLES - VARTABLE SET A

The first analyses that were performed on the 1974 CSTRDE records,
ugsed the set of variables shown in Table 3, with the indicated choice

of categorisation;

Table 3  VARTABLE SET A

| sex Age |[Occupation Annual — |Situation H/hld car
Income/ o ownership
Person
Male 5-16 Professionall £EO - £750 |Urban centrall no car
Female | 17-24 Non-Profess.” £150 - £1500]Suburban 1 car
25-59 |Other £1500 --£2500|Rural/small | two or
. ' , town more
60+ o Qver £2500 7 |Rural ' fars

1. being categories 1,2,3,4,12,13,1k, in Table 2, "occupation”.
2. being categories 5,6,7,8,9,10,11,15,16in Table 2, "occupation”.

3. being the remaining categories 1in Table 2, "occupation”.

For each categorisation, dummy variables were created to indicate whether
or not an individual fell into each category. This required dummy variables

to the number of one less than the number of categories, for each categorising

varliable.
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For example, the categorisation by sex required a single dummy
variable, DI, which was defined to be '0' if the individual was male,
'1' if female. Two variables, D13 and Dll, were created to identify
the individual's household car—ownership level: D13 was '1' if the
household owned two or more cars, 'O' otherwise; D1L was '1!' if the

household did not own a car, '0' otherwise.

The fourteen dummy variables that were required, and their

definitions, are indicated on table L:

Table k: Dummj variables for VSA

Category Dummy Effect
3 Male - -
ex Female D1 U
5 - 16 D2 '
17 — 2h D3 F
A
8¢ 25 - 59 - -
60+ DL -
Professional D5 F
Occupation Non-professional - -
: Other D6 u
£0 — £750 DT )
: £750 - £1500 - -
Inc./Person £1500 - £2500 D8
over £2500 Do
Urban central - -
Situsts Suburban D10 -
ituation Rural small town D11 -
Rural ’ D1z U
No car Dlh -
Car ownership 1 car - -
2+ cars D13 F

Also indicated in Table 4 is a column headed "effect™;. this
column contains the symbol "U" where membership of a category was
expected to coincide with lower than average travel times ("unfavourable
eonditions) and, correspondingly, "F" for eipectations if higher than

average travel times ("favourable conditions").

Two extra dummy variables were created from the first 1lh;
D16 = (D8 + D9)
D15 = (D2 + Dh)
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Thus D15 took the value 1 for individuals between the ages 5-16 OR
over 60, and D16 was 1 for individuals with income per head above £1500.

D16 was coded "F", and D15 was "u".

With fourteen basic variesbles, we have approximately 20,000
possible interactive terms to consider. To reduce the scale of this
problem, only certain of these were admitted to.thé variable set;
these were the interactions between pairs and tripléts of "favourable"
variables, and pairs and triplets of "unfavourable" wvariables. The
‘reasoning behind this choice of subset of interactiqn teams was that
we are particularly interested in the extremes of travel time, in those
groups of people with greatest and least average éxpéndituré of time and
travel - and that it is likely that these groups aré charactériséd by

many "favourable” or many "unfavourable" attribubes.

With the choice of definition of the 'favourable' and 'unfavourable"
variables described above we thus have 30 extra dummy variables to

congider, defined as indicated on Table 5.

Table 5: DUMMY INTERACTION VARIABLES

F1 D3.D5 Ul DP1.D15 U1l | D1.D15.D6
2 D3.D1k 2 D1.D6 12 D1.D15.D7
3 D3.D13 3 Di.DT 13 D1.D15.D12
4 D5.D1k il D1.D12 1k D1.D6.DT
5 D5.D13 5 D15.D6 | 15 | p1.p6.D12
6 D14.D13 6 D15.D7 16 D1.DT7.D12
T D3.D5.D14 T D15.D12 17 D15.D6.D7
8 D3.D5.D13 8 D6.DT 18 | D15.D6.D12

9 D3.D1k.D13 9 D6.D12 19 D6.DT.D12

10 D5.D14.D13 10 D7.D12 20 D15.D7.D12

Lastly, four dummy variables were defined to pick up day—bffthe—week
variations, taken relative to Monday. These were as indicated on

Table 6
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Table 6 : DAY-OF-THE-WEEK DUMMY VARTABLES

Monday -

Tuesday D1T
Wednesday D18
Thursday D19
Friday D20

REGRESSTONS FOR VARIAB?E‘SET_%

The first analysis was a stepwise regression of total travel time,
for those present during the interview day, on the 48 variables described
in the previoué section. In theory, the regression halted when all
coefficients in the model given by equation (1) had estimated standard
errors no'greater than 3 absolute value of the coefficiént (ie. where
all coefficients were significantly different from zéro at a'rough a5%
confidence level) and where inclusion of anj other variable resultéd in
at least one coefficient having a standard error largér than 3 of its
absolute value. However, in practice it did occur that a variable which
entered early on in the regression, with a significant coefficient,
could become insignificant a number of steps later, whén significant
variables were still entering. Such varisbles are indicatéd by an
asterisk; their effecté should be ignored. The results are set out as

Table T.

Perhaps the first observation to be made about this analysis
must be that the - value, at 0.083, demonstrates how little of the
person to person variability in travel times that we can "account for"
in terms of overall effects of the categorization that we have defined.
However, the coefficients given in Table‘T indicate a regular and

intuitively sensible variation in mean travel times.

Age group, income level and occupation type emerge as the most
important categorisations, all producing ranges of variation of about
20 to 25 minutes travel per day as between the most activé and the least
active group in each category. There iz an interaction term between age
and occupation;.: individuals who are members of the most active groups
on both categorisations do not travel appreciably longer than members

of just one or other group, all other things being equal. The largest
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Table T:
VARTABLE SET A =~

REGRESSION 1

ALL PERSONS PRESENT: 19T7h.

Basic variables Coefficient
D1 Sex : Female - 8.0
D2 Age -~ 5-16 - T.6
D3 17-2h4 +14.9
Dh - 60+ - -11.0
D5 Occupation "prof" +13.2
D6 "other" -13.3
D8 Income med/high + 8.2
high | +20.0
D10 Location suburban + 2.6
rural/small town - 6.6
Tnteractions
Fi 17-2L & "professional" -16.5
F5 2+ cars & "professional" +10.7
Fo#* 2+ cars 8 high income + 3.3
F8 1724 # "prdfessioﬁal ® 2+ cars -35.1
UL Female 8 (5—i6 or 60+) + 5.6
Uk Female ® rural - k.5
Day—of-week effects
D18 Wednesday + L.5
D19 Thursday + 5.9
D20 Friday +13.9
CONSTANT TERM 65.7

2

R™ = 0.083 8.E. of

estimate =5T7.7

- Kumber of cases

10034

% denotes coefficient with estimated standard
3 the absolute coefficient value.

error greater than
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coefficient in the model refers to the fairly small group of individuals

in the most active age group and occupation type who alsc are members of
households which own two or more cars; this group exhibited higher travel
times than the base (assuming that they all also belonged to the high income
group) but only an amount higher roughly comparable to members of any

one of the most active groups, all other things being equal.

Apart from these effects, the regression equation also indicates
that women travelled for less time than men, on average, and that women
in rural households travelled lesser amounts agaln. In general the
effects of location were much smaller than the effects of personal or household
characteristics, with the pattern of figure 11 above persisting even after
the removal of the other effects. Travel per head Was.least, on average
in small towns, and most in suburbs; there seems a simple interpretation

in terms of accessibility.

An extra insight into the data over and above that provided by
the inspection of the marginal totals is that, after allowing for the
effects of the variables in Table T, (and income is probably the most
important of these in this connection) household car ownership does not
appear as & 'significdnt' category. ' |

It has been suggested elsewhere (see‘the discussion in Gunn 1979) that
travel budgets should only be defined for trévellers; not per person; the
same variable set as was used for regression 1 was used to model travel times
- amongst those respondants who actually made at least one trip; the results
are given in Table 8, together with the differences between the coefficients

in this model and that for all persons present.

Some 87% of the people actually present in the household on the
interview day reported at least one trip. Onee again, the first conclusion
from this analysis is that the model explains very little of the traveller—
to-traveller variability in travel times - fhe R2 value, at 0.067, is even
lower than that for regression 1, albeit with two less variables in the

model.

Overall, the fitted coefficients in regression 2 are very similar
to those in regression 1. There are five major differences - in D2, Dh,
D6, Fl and F8. The interaction terms, F1 and F8, although absolutely
large in their'coefficients,_ﬁqe'relatively less important in that they
apply %o only a small group 6f people. (In fact, the variable F8 would

be the next variasble to enter regression 2, with a coefficient of -24.)
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Table 8: REGRESSION 2

VARTABLE SET A ~ TRAVELLERS : 19TL

Basic variables Coefficient Change fram

"All present"

DL  Sex female - 6.8 +1
D2 Age : 5-16 -16.5 -9
D3 17-24 k.1 -1
DY 60+ - +11
‘D5 Oeccup' “"prog" +16.1 + 3
D6 "other" - b7 + 8
D8 TIncome @ med/high + 9.1 + 1
D9 high +18.1 -2
D10 Location : suburban - + 3
D1l rural/small town - T.h Q0
Interactions _

F1  17-24 @ "professional” -27.6 -11
F5 2+ cars 8 "professional" + 8.3 -3
F6% 2+ cars & high income + 3.7 +1
F8 17-24 @ "professional" 8 2+ cars -~ +35
Ul Female 2 (5-16 or 60+) + 7.0 +1
Ut  Female R Rural - 5.8 -1
Déy—of—Week Effects

D1T7¥ Tuesday - (0.9 -1
D18 Wednesday + b7 0
D19 Thursday + 5.5 0
D20 Frigay +13.6 0

l

CONSTANT TERM: 69.1 + 3
R® = 0.067 S.B. of estimate = 57.7
Number of cases 8g11

¥ denotes coefficient with estimated standard error greater than
3 the absolute coefficient value.
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We can relate the changes in the coefficients of the main effects
to typical trip rates and trip durations; for example, the mean difference
in travel time for travellers in the 5-16 year age group froﬁ those in
the 25-59 year group was —17 minutes, as opposed to —8 minutes for the
same comparison for all persons present. That the addition of 'zero-time!
travellers to both groups brings the mean times for the 5-16 year group
closer to the 25-59 year base level must mean that there are relatively
fewer non—travellers in the 5-16 year old group — ie. on average they

travel more frequently but for shorter times than the base group.

This is confirmed by the proportions of each group travelling - 96%
of .all 5-16 year olds present, 92% of all 25-59 year olds. Correspondingly,
we find that the proportion of travellers amongst the 60+ group is only
69%; all other things being equal, travellers in this age group spend
on average, the Eggg amoﬁnt of time on travel as travellers in the base
25-59 year age group, but the proportion of travellers in the &0+ group
is much lower, thus producing the lower overall average indicated by
regression 1. The same is true of members of the "other" occupation

category.

' VARTABLE SET B

The allocation of occupational groups to the final three categories
was the product of a rough rule-of-thumb, based on casual inspection of
the marginal variations, that higher-paid workers and professionals
tended to have the highest average travel times, and that the non-workers,
being housewives, pensioners and so ontended to have the lowest. Two asPécts
of work status could be responsiblej firstly, that those in employment
have an extra journey purpose, the journey to work, which would tend to
incresse their travei time over that of similar persons not in employment
(offzet, of course, by the transfer of responsibility for shopping trips

for easample, within households from 'emﬁloyed' to 'unemployed'.)

Secondly, it may be more difficult to find specialised (or highly-paid)
employment close to a given residence (or, conversely, to find a 'suitable'
residence close to such employment,) resulting in longer work journeys,

on average, for such workers.
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Attributing these causes to the observed variations in travel times
is, of course, merely speculative at this stage. However, these were
the broad principles guiding the choice of occupational categorisation.
Some occupational groups were still difficult to categorise under this
rule-of—thumb. In particular, farmers (employers, managers or own-account)
were deemed specialist workers, and were classified as "professionals"
in VSA. However, they are also in the unusual position of actually
living at their work—place in many cases — so that the speculative reason
for an increased amount of travel, namely not only a journey to work, but
one to a relativély remote location, is absent. On these lines, a case
could be made to categorisé farmers with the non-workérs. Anothér anomaly
was for the group ‘'students', who were classified as "non-workers" for
VBA, but for whom the educstion journey will effectively replace the work
journey. Yet another anomaly was for part—time workers allocated to
the "non-worker' group is VSA, many of whom will have a regular journey

to work.

~ For purposes of comparison with national statisties, it is useful
to have farmers and students classified as 1n VSA, but to have two models
corresponding to the two different treatments of ?artmtime workers.
(Some national sources give work-force statistics inclusivé of part-time

workers. )

Accordingly, VSB was defined. VSB was identical to VSA, except
that part—-time workers were classified with the base group, not as

"others".

REGRESSIONS FOR VARIABLE SET B

Table 9 presents the results of regression 3 on this variable set.

The overall it of the model is virtually unaffected by the
re~allocation of the part-time workers (as might be expected since they
form only 4% of the population.) The base group is now slightly different,
as reflected by a small change in the constant Term. Some slight
changes take place in the location coefficients, refleeting a differing
proportion of part-time workers in the base (urban ceﬁtral) as compared
to other locations. The changes are generally as would be expected if
there were a higher concentration of part-time workers in the urban . central

areas as compared to other areas.
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VARIABLE SET B -
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REGRESSION 3

ATI, PRESENT 197k,

Basic variables Coefficient Change from
V.S.A,
D1 Sex : female - 9.0 -1
D2  Age : 5-16 - + 8
D3 _17-2h - +16.4 + 2
Dh 60+ - 5.4 + 6
D5 Qccup': "prof" +13.8 0
Dé "others" -19.3 -6
D8 Tncome : med/high + 8.3 0
D9 high +20.0 0
D10 Iocation : suburban + h.6 + 2
D11 rural/small town - 1.6 + 2
Interactions
F1  17-24 8 "professional” -17.6 -1
5 2+ cars & "professional" +10.6 0
F6%¥ 2+ cars & "professional" + 3.3 0
8 17-2k 8 "professional" & 2+ cars -35.2 0
Ul Female R (5-16 or 60+ ) - -6
U2  Female 8 "other" occup. 5.1 +5
UL  Female 8 rural - +5
Day—of-Week Effects
D18 Wednesday o L.7
D19 Thursday + 6.1
D20  Friday +13.9
CONSTANT TERM 63.2 -3
R® = 0.083 S.E. of Estimate 57.7
Number of cases 10034

* denotes coefficient with estimated standard error greater than

1 the absolute

coefficlent value.
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The most interesting changes are to coefficients representing the
age groups and the "other" occupational category; as before, the
interaction terms are of secondary interest. With the transfer of the
part—time workers to the base group, members of the non—working "other"
category are typified by comparatively lower travel times than before;
the part-time workers were bringing the average up. In the regressions
with VSA, a compensating effect was brought in for subsets of the
non-part-time workers in the"other" category, namely for the young
(5-16 year olds) and old (over sixties); membership of these groups was
then associgted with a compensating penalty or reduction on average
travel times. With the re-allocation of part—time workers, age group

became less important, work status more so.

Although this re-adjustment is not accompanied by any imprbvement in

model 'fit', the same results are being achieved with two less variables.

VARIABLE SET C

Before proceeding with further adjustments to the occupation categorisation,
one other possible amendment to the variable set was explored; this was the
creation of s surrogate variable for 'ear-availsbility'! for each person, réther
than using car—ownership at a household level for eaéh household member regardless

- of their opportunity_fo use any vehicle owned by the household.

A variable taking only the values 1 or 0, intended és a surrogate fTor car—
availability, was generated using the household 'status’ variable, the househdld
car—ownership and the driving licence variable. The 'status' variable denotes
the head of household by the value 1, and increasing values then correspond
{roughly) to decreasing age; thus, commonly, the first récord will be huébénd,
the second wife, and so on (with less obvious order thereafter). The procedure
that was adopted was as follows : if the household did not own a car, then
all household members wére deemed to have no car available; . if the household
owned one ear, it was allocated to the member of the household who had {a) a
motor vehicle driving licence, and (b) the highest 'status', as indicated by
the lowest value of the 'status! variable. For households with more than |
one car, the samé.rules Wére_used to allocate successive cars to other licenced

drivers, in decreasing order of household“status'.'

For a number of reasons, this procedure can only give an approximate
indication of actual car-availability; however, it was deemed an acceptable

proxy for the purposes of this exercise.
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REGRESSIONS FOR VSC.

i

Table 10 sets out the coefficients of the regression model for VSC,
which differs from VSB only in that the two dummies indicating membership
of non—car-owning households or multiple~car—owning households, D1L and

D13, are replaced by a single variable, D13, now denoting 'car-availability'.

The fitted model is very, very slightly better than previous
regressions, judged by the slight increase in R2 using two less variables
than were used for regression 3 on VSB, and four. less than for regression

1 on VSA.

The introduction of the 'ecar—svailability' proxy has, however,
resulted in some fairly msajor changes to the fitted coefficients.
Firstly, it does itself appear as a significant variable; on average,
persons classified as having car available travelled for some 8 minutes
more than a similar person without a car avaeilable. Majorcorresponding
adjustments have occurred to o classifying variables: sex and |
occupation. Age, income, day—of-week and location are substantially
unaffécted. {We shall ignore interactions, once again, on the grounds
that they are only important for subsets of the data.) The largest change
is to the coefficients of the occupational variables: here, a range
of 33 minutes has now reduced to 1% as between most active énd_least
active categories. The "professional" group have similar average travel

times to the base "working" group, instead of 14 minutes longer.
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Table 10: REGRESSION L4

VARIABLE SET C - ALL PRESENT 197L.

Basic variables Coefficient Change from
VSB
D1 Sex : female - 3.1 + 6
D2 Age 5-16 - 0
D3 17-24 +17.2 + 1
Dk 60+ - 5.6 0
1D5 Occup': "professional” - -14
D6 "other" ~14.3 + 5
D8 Income : med/high + 8.8 0
D9 high +20.6 + 1
D10 Loecation. : suburban + 2.9 -2
D11 rural/small town - $.2 -2
D13 Car Availability + 8.3 n.a
Interactions
m - +-8
5 +17.0 + 8
Fo#* - -3
F8 -43.5 -8
Ul - 0
U2 - -5
uL - 5.0 -5
Day—of-Week Effects
P18 + .5
B19 + 6.0
D20 +13.8
CONSTANT TERM 59.0 -
R® = 0.085 S.E. of Estimate 57.6
Wumber of cases 1003k

% denotes coefficient with estimated standard error greater than

3 the absolute coefficient value.
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The "other" group have 1h minutes less travel time, on average, instead
of 19 minutes less. Another marked change is to the average difference
between males and females, which has now reduced from 9 minutes to

3 minutes. Predictably, our allccation system has made cars available
mainly to males — and hence there has been an adjustment in which a
reduction in the 'penalty' for the female average is offset by a-

'"bonus' for the male average via the car availability variable. The
changes to the occupational coefficients are perhaps rather less predictable;
if anything, adjustments to the income coeffiéients, on the groundsthat
the car~availabiiity variable will identify not only males
predominantly, but high-income males in particular. However, the income

variable has been defined as income per person,not income per household:

the former quantity is clearly less directly associated with car-ownership

than the lattier. It is males from high-income households {regardless of
household size) that the car-availability variable picks up, in

the main, and these for the most part fall into the "professional

occupational category. Thus, the introduction ofa'bonus' for car-availability
is offset by a compensating reduction in the 'bonus' -for membership of

the "professional" occupation category.

Reasoning along these lines does help to underline the purely
descriptive nature of these models. We have produced a number of different
possible descripbtions for the observed variations in the data; from a
single data set, only appeal to intuition serves to judge between them,
and only if a particular description proved adequate for different data
sets from different time periods and sub-areas, would we consider
advancing it as an "explanation" and attributing causes to the effects

we have measured.

VARIABLE SET D

In the last variant of the choice of variable set, the occupational
categories were reallocated as described in section T; farmers, other
than farm labourers, were reclassified with "non-workers" (on the grounds
of not making journeys to work) and students were reallocated with the base
group (having an educational trip instead of a work trip). The income
categorisation ﬁas replaced by a continuous relationship between travel

time and income per person; thus eguation (1) becomes
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k
TT1=“+YI+2356“+E' (2)

j=1 ji i
with notation as before, but with I denoting income per person (£/annum)

and Y being a fitted constant.

Other than these changes, the variable set was as for VS8C.

REGRESSION FOR VSD

The results are set out in Table 11l. Overall we have once again
made. very slight -improvements to the model at the same time as reducing

the number of independent variables in the model.

The major alterations have taken place between the co-efficients in
the sex, age and occupation categories, principally as a consequence of
the re-allocation of students with the base occupation category. This
has left 'housewives' making up some 64% of the "other" category, instead
of 35% when students were also classified there. As a result, this
category has adjusted to be more direectly representative of housewives,
and the extra adjustment of the 'female’ co—efficienf is no longer needed;
the "other" category is now typified by an extra "penalty" of 2 minutes,
and the separate penalty of 3 minutes for the female average is not needed.
Likewise, the separate penalty for old age is no longer necessary.
However, an extra penalty for membership of the 5 - 16 age group is now

needed to correct for the lower than average travel times of schoolchildren.

The four bands for income per head that were defined in Section 5
have mean points somewhere around £500, £1200, £2000 and £3500 respectively;
the continuous income co-efficient, 6 minutes extra travel time per £1000
of income, would correspond to differences of It minutes, 5 minutes and
9 minutes between these means: thus, relative to band 2, we would expect
co-efficients for D7, D8 and D9 of -k, +5 and +14 respectively: these
were estimated as 0, +9 and +21 in regression 4, which may indicate some

non-linearity in the response to income.
This possibility was explored by ircluding a quadratic term in
income in the variable set, but this did not enter the equation and had

no effect on the model.




Table 11: REGRESSION 5

VSD - All present, 197h
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Basic variables Coefficient Change from
vsc
D1 Bex: | Female - + 3
D2 Age: 5 - 16 -12.8 ~13
D3 17 - 24 +15.0 -2
Dk 60+ - + 6
[¥D5  Occup.: "professional"” + 7.8 oy 8
D6 "other" -16.5 -2
D8 Income: med/high - n.s.
Do high - n.a.
v £ /anmum + 0.006 n.a.
D10 Location: suburban + L.0 + 1
D11 rural/small town - k4.5 -2
D13 (Car availability: + 9.k 41
Interactions
F5 +11.h -6
F8 -39.2 + b
Uk - + 5
U1l - 6.4 -6
Day-of-the—week effects
D18 Wednesday + b7
D19 Thursday + 6,2
D20 Friday +13.8 0
CONSTANT TERM 51.5 -7
R® = 0.088 5.E. of estimate  57.5
Number of cases 56.1 10034
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SUMMARY

In this Chapter, we have presented a number of models giving
alternative descriptions of the relationship between total travel
time "and person and household characteristics. These result in
differing emphases being placed on categorisations by major related
variables, sex, age, income, car-ownership, and occupation. On the
basis of a single cross—sectional data set, it is not possible to
advance any of these as stable relationships which might be used to
forecast. In any event, none of the hypothesised models explain much
of the observed variation in individual reported total travel times -
all have values of B2 between 8% and 9%.

However, together the models do testify to regular, intuitively
sensible and statistically significant varistions in mean travel
times for groups of similar individuals.
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CHAPTER 3

A BREAKDOWN OF INDIVIDUAL'TRAVEL'TIMES INTO 'MANDATORY' AND 'DISCRETTONARY'!
TRAVEL.

The conclusions from the last chapter were that individual travel times

were not strongly related to personal or household characteristics.

This chapter reports the results of an analysis which was designed to
provide more insight into the pattern of expenditure of time on travel,
and in particular to permit some tentative inference as to the importance
of the overall travel time budgets in détermining response, (i.e. change in
- individual total travel times) to network characteristics. Ideally, such |
inference would be based on data which described each individual's movements
before and after particular network changes; unfortunately, this sort of
data set is not available to us. Instead, we have information covering
only one day's travel patterns for each of a'large number of individuals

from different areas. Clearly no direct inference 1z pozsible.

However, consider the hypothesis that individﬁals have target "budgets'
of travel time which have been determined prior to actual trip-meking,
end which the individual seeks to preserve by an appropriate choice of a set
of activitiea/locations, together with a sequence by which to link these
and a selection. of modes for each link in the sequence. In some form,
this hypothééis would be central to the idea that travel budgets 'govern'
travel, and thus that forecasts of travel budgets can be used to generate
(or judge) more detailed forecasts of travel.  If travel budgets are only -
ineldental to the choice of activities/ldcations, then in general network
changes should.simplj result in altered travel patbterns and changed travel
budgets. On the other hand, evidence pointing to a teﬁdenéy to adjust
travel patterns to preserve an original budget. could be taken to support
the hypothesis that this budget would alsoc tend to remain unchanged after
anj network alterations in the future; i.e. that there is a stable
behavioural phenomenon, (albeit still in need of rational explanation)

which could be used to predict some aspects of travel behaviour.

From the data we have analysed, there is evidence of slzeable variablons
in overall average travel times for different groups of the populatioﬁ, and
even larger variations in individual travel times within these groups.
.Cleafly, if the notion were to be one of a single travel time budget for all
individuals, or a single travel time budget for each of a number of particular
. groups of individuals, the déﬁé_suggests that pecple are remarkably unsuccessiul

in achieving these targets. Is there any indication that they are trying to do so?f

In an attempt to answer this question, total travel time has been split
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into travel for 'mandatory' purposes (work, employer's business or education)

and travel for 'discretionary' purposes (the rest). In as much as "mandatory'

travel, thus defined, is virtually inescapable, in the short term the individual

can only adjust his overall travel time by varying his allocation of time to
discretionary travel. If a particular group of individuals were endeavouring
to achieve a common allocation of time to travel, we would expect that those
with the highest 'mandatory' travel cutlays would try to compensate'by
reducing their 'discretionary' travel. If no such compensation occurred,

we might argue that no attempt was being made to achieve a common time budget.

More generally, within-groups of 'similar! individuals, (and here we
must allow for the various background varisbles such as age, sex, etc.) we
would expéct those with higher than average allocation of time to mandatory
travel to have lower than a&erage allocations ﬁo discretionary travel, even

if each individual had his own unique 'target' of total travel time.

THE LOGIC OF THE PROGRAM TO PERFORM THIS BREAKDOWN_

. The program takes the combined trip, person and houséhold information, -
deletes non—travellers, and merges this information - with data deseribing
the locatlon of the primary destinations (coded as the first eight letters
or numbers of the address, converted to numerical values) and information on
trip purpose, converted to one of three values (1,2,3) corresponding to three
categories of trips. These comprise; trips made to work, education, on
employer's business, or as an escort; trips made for personal business,
shopping, social/recreational, tour or learner; and trips made going home.
Provigsion is made to delete dummy origins from the filej; these arise because
the first trip recorded in any survey period may be to the home, from an
'unkﬁown-destination which is thus coded zero. Deletion is performed by

skipping over records which are coded with purpose as zero.

Time spent on each trip for each'person is sorted into two categories;
the categofiéé correspond t0 the purpose categories 1 and 2 for their
definitions of 'mandatory' and idiscretionary' travel. The output '
?ile contains one record for eaéh traveller, in which his travel time
is allocated betﬁeen-M or D travel according to simple rules described
below. (Note; not all complex trip patterns can be unambiguously dissected
in this way, and travellers whose travel is too complex for this

analysis are indicated by-he use of the marker variable ICOMP. An
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alternative would be to allocate all tours which could be analysed by
the chosen rules. For this analysis,each person record would have three
categories of time spent; one for mandatory (M) travel, one for

discretionary (D) travel, and one for un-analysable travel,)

It will be seen Tfrom the rules set out below that an arbitrary
decision has been made to consider only tours with four or less trips,
vhere a tour is defined as a home—to-home circuit. The relaxation of
this rule, to five or more triﬁé, would result in some travel patterns
which are presently considered to be 'un-analysable' becoming amensable

to dissection.

Another reason for a tour being ‘un—analysablé' is described below;
briefly, the method adopted involves imputing a diversion time to
discretionary activities whiech are undertaken during a primarily mandatory
tour; for some sequences of M and D trips, it is not possible to deduce
the basic and diversion components of the tour. This event 1s noted 6n
the person record by a marker variable called ICHECK, which takes the
value 1 if all tours are analysable, 2 if the first trip is to the home
(an occurence which should be excluded if +the trip started before the
sufvey period, since the origin would then be a dummy zero along with
the trip purpose, but which might arise if the trip started within the
survey period;) and finally 3 if the tour cannot be resolved into M and

D components despite being less than five trips long.

Also retained and outpuf on the person record. 1s a variable IND
which records the number and sequence of the M and D trips within
analysable tours. In this variable, mandatory tours are represented by
odd numbers 1, 3 and 5, which would be taken to represent three different
mandatory destinations (or more exactly, those mandatory destinations
within which set the first destination is not revisited; we know that
destination 3 is not at the same address as destination 1 or 5, but 3
and 5 might be identical.) Similarly, discretionary tours are
represented by even numbers; thus a value of IND of 123 would represent
a four trip tour which commenced with a journey to a mandatory
destination, a discretionary journey, a third trip to a different
mandatory destination followed by a return to the home (unless the value
of the marker ICCMP indicatg@”that the fourth trip did not return home;

if the tour was more complicated than four trips 1t would not be
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- analysed by this version of the prégram). In fact this pattern would

not be analysable by the rules adopted, which insist that a tour combining
mandatory and discretionary trips be treated as if the discretionary

trips were all diversions from the mandatory pattern. Thus a tour 12,

a mandatory trip followéd by a discretionary trip followed by a return

. home (we assume that ICOMP confirms this) would be anleysed so that the

M time was either twice the outward time or the total tour time, whichever
waé leagt, and the discretionary time was either the difference between
the total tour time and twice the oubtward M time, or zero, whichever was
greater. In this way, we never get 'negative'! times; however, if outward
and return legs of a journey (i.e. a.m. and p.m. speeds in many cases)
were markedly different, this simple rule would lead to unrealistic
results in individual cases. (Presumably, corresponding 21 tours would

then be biassed in the opposite direction, which would compensate.)

Table 12sets out the possible values of IND, their associated values
of ICHECK and the allocation of the trip time to either M or D purposes,
or its division between them. The last item should be interpreted
sequentially,.in the éense that a tour 131 would be encountered four
times; one as 1 in a current tour, once as 13 and once as 131 also in

current tours, and once as 131 on encountering a return trip home.

If the fourth 'leg' of the tour does not consist of a trip home,
.then the indicator ICOMP is set to 1l; subsequent trip times are then
added to the TA running tour total: In the table below, the program
sequence is to identify the neture of the current trip - i.e. Mor D
or home - rand then check the wvalue of IND. For example, suppose a
work trip had been encountered, and the value of IND in the tour was'2;
the program would recognise that the current tour was now '21', and
- would perform the operation from table 12,namely setting the current
total of time spent on M travel at the time spent on this trip, T. The
current totai of time spent-on D travei in this tour remains at TB, the
time spent on the first trip in this case. In this version of the
program, the only 'analysable' tour which starts with the sequence 21
ig the completed tour 21 - i.e. if the next trip is back to the home.
If a home trip is encountered next, the program will set TB, the tour
D time, at max(0, TB~T) and TA at min(2T, TB+T). The logic of this can

be seen by considering figurs lbbelow, in which the movement between
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Table 12.
Current tours Home trip,
IND ' ICHECK
1 TA = TA + T TA = TA + T 1
13 TA = TA + T TA = TA + T 1
132 TB = TB + T TA = TA + T 3
131 TA = TA + T TA =TA + T 1
135 TA = TA + T TA =TA + T 1
12 TB =T : T = min{2TA, TA+T) 1
TB = max{0, T-TA) 1
124 TR = TB + T TA = min(2TA, TA+TBR+T) 1
TB = max(0, TB+T+TA) 1
123 TA = TA + T TTA = TTA + TA + T 3
121 TR = TR + T TA = TA + T 1
2 TB = TB + T TB = TB + T 1
2h TB = TB + T TB=TB + T 1
241 TA = T TB = max(0, TB-T) 1
' TA = min(2T, TB+T)
2hp T = TB + T B = TB + T
246 TB =TB + T TB =TB + T
21 TA = T TB = max(0, TB~T)
TA = min(2T, TB+T)
213 TA = TA + T : TTA = TTA + TA + T
21k TB = TB + T TTA = TTA + TA + T
212 TB = TB + T | TTA = TTA + TA + T 3

the M and D and home locations are represented by the triangle MDH. The
basie of the program is that the trip between H and D is 'inescapable'
in both directions, and that the time spent on discretionary travel is
thus only the diversion time, HD + DM - MH. 1In most cases this will
probably be reascneble; however it is likely that there will arise

instances when the direct trip between the mandatory location M and
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the home H takes longer than the sum of the two movements HD and DM,
and in these cases the mandatory trip time is simply taken as the
total travel time on the tour, and the discretionary diversion time

estimated at zero.

Figure 14: a three leg tour

D | HD DM MH TA TB

/iij:k’;jf\'M Tour {a) 15 15 20 L0 10

Tour (b) 15 15 35 65 0

‘The resulting breakdown of travel time into discretionary and
mandatory components forms a basis for investlgating the nature of
individual travel behaviour. Dummy variable regression models can
then be fitted to the data to isolate and measure the direct and
interaction effects of those variables which have been found to affect
travel times in the previous staege of the study LA
full set of categorising variables will be investigated, since it is
possible that groups with overall average travel behaviour in terms
of total time outlay have distinctly unusual divisions of that total

outlay into discretionary and mandatory travel.

BREAKDOWN RESULTS

Application of the program based on 'Four leg maximm' trips led to
8541 of the 8911 individual day's travel reports being capable of being
subdivided into mandatory and discretionary times. Thus, even without r
refining the‘prcgram to deal with five or more 'leg' trips, we have 95%
of the records dissected; this will be taken to be a sufficient proportion
of the data for our purposes. Figure 15 displays the proportions of the
‘analysable'! population in various categories, against the correspondingr
proportions in the population of travellers. It can be seen that the
only difference is in the proportions in the oecupational categories;

there is a very slightly higher proportion of workers in the DISCAN
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get, together with a lower proportion of 'unemployed-other'. Apart
from this, the percentage of 'analysable' records appears to be constant

over all cabegories.

Tn Table 13is set out the model that was fitted to the total travel
time of the 'analysable' itravellers using the procedure and category
definitions of variable set B & ,' . {column 5). On the same table,
the corresponding model fitted to all travellers is listed {(columm u4).

It may be seen that, lgnoring the adjustments that have taken place in
the interaction terms, the variations in travel times in the 'analysable'
sub-population are very similar to those displayed by the total travelling
population, as might be expected, since only 5% of travellers are _
'unanalysable!. Columns 1 and 2 on Table 13 set out the results of the
dummy varisble regression, using VSB definitions, for 'analysable'
travellers, distinguishing between time spent on mandatory activities
(col.l) and time spent on discretionary activities (col.2). Column 3

is merely the sum of the entries in columns 1 and 2. Comparing column 3
with éolumn L or column 5 econfirms that the overall picture given by
considering variations in mandatory and discretionary times separately

conforms broadly to that given by direct inspection of total travel time.

The interesting results of this analysis are seen by inspection of
the way in which the overall variations in travel time are seen to vary

‘a8 between discretionary and mandatory activities.

Firstly, the constant terms indicate that, for the base group and
day*of*week, the ratic of mandatory to discretiomary travel time was
roughly 5:2 in 19T4. However, it is clear that there are wider ranges
of inter—person—type variations in Mandatory (M) and Discretionary (D)
travel than is overall total travel. The patterns that appear are
unsurprising, although a welcome corroboration of the procedures that

have been used to assess M.and D travel time.

The lower average travel time in the female population is seen to
fall in the category of reduced M travel, as might be expected. Taking
"age" and "occupation" together, children of school age (who will also
appear as "other occupation” in this variable definition) are seen to
have greater M travel, but very much less D travel than average. The

extra travel reported by 17-24 year-olds is seen to be connected with
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M activities. Finally, the 60+ group report considersbly less M-travel,
but slightly more D-travel than average. The "occupation" categories
also show striking differences in the way that M and D travel combines

to produce overall travel time patterns. The increased travel associated
with "prdfessional" workers all attaches to M—travel. The "other", or
non-work category, have a slightly lower than aferage overall time, but
this results from the cancelling out of a considerable less

‘c0mmitment to M-travel by an only slightly lower extra amount of

D—travel.

Income effects afe seen to be mostly associated with M—travel, as
are the less important variation according to location. Level of car-
ownership affected neither M nor D travel. Onece again. asg might be
expected, day-of-the—week variation was entirely due to variations in
D~activity. The R® values associated with these models are O;QO for
M~travel, 0.11 for D-travel. Although still fairly low, these levels
are encouragingly higher than the values around 0.08 found in similar
models based on overall total travel time, It seems that by dissecting
travel time in the way we have, we have isolated aspects of individual's
daily travel which lend themselves more readily to interpretation in the

context of the background variables that we have chosen.
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Table 13

1974 CSTRDB - Models of Mendatory, Discretionsry and Total Travel Time.

{c.f. Table T of WH.26)
For Travellers: V.S5.B.

Basie Variables

Co=-efficients

(1} (2) (3) (L)¥sa (5)
Mandatory Discretionary | Total Total Total
M D M+D Trayellers | 'analyssble'
Dl Sex Female -14.h - -1h.b -6.8 -9.8
D2 Age 5-16 ‘ 5.8 -39.2 —23.L -16.5 -15.0
D3 17-24 +12.6 - +12.6 +1h.1 +13.8
Db 60+ -13.8 +4.3 -9.5 - -
D5 Oecupn "prof" +10.3 - 0.3 +16.1 +15.7
D6 "other" -30.9 +26.3 4.6 -4, T -4.1
D7  Income low - -3.9 =-3.9 - -2.1

D8 med/high +5.7 - +5.7 +9.1 +8.5
D9 high +10.3 - +10.3 +18.1 +16.7
D10 Loecation suburban +2.2 - +2.2 - -
D1l rural /small towm =4.9 - -4.9 -T.4 =-7.9
D13 Car-ownership 2+ cars - - - - +3.3
ik - 0 cars - - - - -

[Ioteractions
F1 17-24 & "pros" ~1bax - -1%.1 -27.6 ~28.4

*Th  "prof" @ high inc. +h.3 - +4.3 - -
F5 2+ cars  "prof" 7.7 - +T. 7 +8.3 -
¥FH 2+ cars € high inc. +2.8 - +2,8 +3,7 +3.1
F& 17-24 B "prof" 8 2+ cars -27.7 - =27.7 - -
UL female & (5-16 or 6O+) +10.5 - +10.5 7.0 [o3] -15.1

¥J2 female 8 other +3.5 - +3.5 -
U3 female 8 low .ine. - - - -
Uk female & rural - - - -5.8 uik] +10.4
U6 low inc @& {5-16 or 60+) - +7.6 +7.6 - pig| ¥12.1
Ul3 female & rural 8 (5-16 or 60+) - -5.0 -5,6 -

Pay-of-Week Effects .
D17 Tuesday - - - -0.9 ~1.4
D18 Wednesday - +7.1 +7.1 +H. 7 +5,2
D19 Thursdsy - 5.7 +5.7 +5.5 +5.2
D20 Fridey - +1%.3 +11.3 +13.6 +12.0
CONSTANT TERM 48.3 21.9 70.2 69.1 68.3
R2/S.E.c: Estinate 0.20/39.0 0.11/43.2 0.07/57.7T 0.07/54.2
No. of cases 8shl, 85k1 Boll Bshi

UT: rural & {5-16 or 60+)
ULZ: female & low ine 8 (5-16 or 60+)

~38: "other" 0CC R {5-16 gr 60+) & rural




39

Table i
‘Typieal® Individunls {all urben, 1 car owners, Monday travel.)
Travel Time (mins./day) A1l 'Anelysable'
Travellers Travellers
Individual Age i Sex| Ceccupn.} Income | Model 1A |Model 1| M+D Actual Actual
(eol.5 {eal.k |{cor.3 Average Average
of T.1) | of 7.1 of m.1)
A 5-16 M | "other"|meajlzw{ U9 L8 Lo 43 : L2
B 5-16 F | "other med/ | LU7. 57 48 50 L
[ high
c 17-24 | M | "prof" | med/ 79 do Bg 85 6
" high
D 17-24 F | worker | low 66 76 65 h 69
E 25-59 M | worker | med/lod 68 65 70 69 &8
by 25~59 F* { "other"| low 52 57 51 53 50
G 60+ M | worker | high 85 88 T 81 a3
B 60+ P | "other"| low 62 N 52 N 64
A = Constant + D2 + D6 + US,
B = Constant + DL + D2 + D6 + DB + U2 + ULl + U5 + Ull,~
C = Constant + D3 + D5 + DB + F1 + F2 + Fk + 7T,
D = Constant + D1 + D3 + D7 + U3,
E = Constant _
F = Constant + D1 + D6 + D7 + U2 + U3 + U8 + ULk,
G = Constant + D4 + D9.
H = Constant + D1 +.D4 + D6 + D7 + U2 + U3 + UL + U8 + US + ULl + U12 + Uik,
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The main reason for analysing travel time in this way was to examine
the hypothesis that individuals had 'target' travel times which they would
continue to try to achieve after, for example, network changes. If such
"targets' exist, then it will elearly be highly informative to try to place
numericai values on them, and to use this information in forecasts., In
the main, we have identified what may loosely be described as patterns of
social organisatioh which run through the data set. TFor example, by eur
definition of mandatory, on average non-working housewives have lower than
average time outlays on M travel. On the other hand, typlcally they
perform most of the activities assoeiated with household maintenance, and
thus have on average an extra component of D travel. This-sort of
organisational compenseting mechanism is of no interest to us as far as
casting light on the credibility of the 'targetting' hypothesis is
concerned. Similarly, the fact that retired people have little or no
M travel but do travel more than average during the day on D activites
is beside the point. What we are looking for are broadly homogenous
groups of individuals who seem to. have broadly similar schedules. Within
each of these groups, were each group member 'targetting' for the group
average total travel time, we would expect to find, on average, that
individuals with unusually (by group standards) high M travel commitments
compensated by reducing their D travel. Correspondingly, we would expect
to find those with lower than average M travel to use the time released
to travel longer on D activities. (Note that, if each group member -
were 'targetting? to . a unique desired travel time, then provided that
the average of the personal targets for those with high mandatory cormitments.
was the same as the average Tor thoée with low mandatory coﬁmitments, we
would expect a gsimilar pattern to emerge in the date - i.e. low M tending to

be associated with high D, and vice-versa.).

We can also test a strong counter hypothesis, that the time alloecated
to travel connected with discretionary activities is independent of that

allocated to travel for mmndatory activities, using the CSTRDB.

Tables 15 -and 16 set out the number of travellers, male and female
respectively, in the age range 17 to 59 years, classified as 'working',
but exeluding the group of individuals elassified as having 'professional'’

occupations and also being in the 17-24 year age group. Only such
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individuals as reported both mandatory and discretionary travel on the
survey day are recorded in these tables. In the (i.j) cell of each table,
nij’ the number of individuals with reported M time in range i and D time
in range J is set out beside a modelled value, nij*. This model is the

conventional model of independence in two—way tables, calculated as

: ol
n.. = k Sk h Th .
lJ _——Z —

kh Ilkh —

The correspondence 1s marked, and is confirmed by the values of the -

2
o g (By5my %)
statistiec X° = i3 —td=d which, on the null hypothesis of
n. . ¥
1]

independence of cholce of mandatory and discretionary travel times, is
X° distributed with (r-1) (e-1) degrees of freedom, (r arnd ¢ being respectively

the number of rows and columns in the table).

The calculated values (using ungounded values of nij*) were X2 = 66.0
with 49 degrees of freedom for table L and X% = 40.1 with b2 degrees of

freedom for table 5. Using the approximate transformation

B = (/EXE - Kﬂn'—l), where n' = degrees of freedom, we can convert these

values to N{0,1) variables : we obtain

= 1.63 for table 4, and

% = 0.16 for table 5.

Thus we would not reject the null hypothesis at the 95% confidence level
for either table; and conclude that there is no evidence that discretionary

travel time varies with committed mandatory travel time.

According to our earlier analysis, the only major systematic influences
left after grouping in this way are day—of-week (Friday in particular),
income (high income in particular) and occupation (professional, "other"

having already been excluded.)

To demonstrate that these factors are not masking a *targetting'
relationship in tables 15 and 16, tables 17 and 18 set out the same inférmation

but for all individuals, male and female separately, excluding

(a) non-travellers;
(b) those less than 17 or over 60;

(¢) non-workers;
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(d) high income;
{e) 'professional' workers; and

(f}) Friday travel.

The calculatel & values were =Q08 and 0.47 respectively; on the
null hypothesis,_Hosay, these % values would be distributed as N(0,1), and
we would thus not reject Ho at the 95% confidence level unless we observed
a8 7 value in excess of_l.96, Accordingly, we would conclude that there
is no evidence of dependence between travel time connected with discretionary
activities and travel time connected with mandatory activities for these
tables either. 7

Finally, there is the question of whether or not a relationship
exists between time allocated to M travel and the freguency with which -
dﬁt~of—home discretionary activities are reported. Figure 16displays
the appropriate percentages of males and females reporting no D travel
at all, plotted against the level of M travel reported. It may be seen
that there is indeed some indication of an upward trend in each case;
the effeet is very slight, but, for these two groups at least, increasing
mandatory travel times correspond to marginally decreasing freguency of

. reporting out—of-home discretionary activities.

FigurelT displays the average D travel times corresponding to the
several bands of M travel time, both for all analysable travellers and
for all such travellers as rePorted_EgzglM and D travel. Thére are no :
obvious trends in this data. |

Wé can eonelude that, fbr'tﬁis data sét; (a) tﬁeré is no_systématic"
relationship between travel times for M and for D activities for those
travellers who reported both sorts of activity; (b) theré ig somé indicstion
of a slight decrease in the frequency of reporting out—of-home discretionary
sctivities for those with higher M travel, but (c) this latter effect is
50 slight that there is no resulting downward trend in average D travel

times for increasing M travel.

CONCLUSIONS

Figurel8 sets out a scattergram'of the reported mandatory and
discretionary travel times for 5000 individuals fron the 1974 CSTRDB.
The features of the data that are obvious from this display are that




Table 15 43

observed and Modelled Numbers of Travellers:

Male, 17-59, Working, excluding (17-24 x 'prof!)

obs™, 3 model

D-times
(minutes) . |
Metimes <10 10-20 20-30 30-40 Lo-50 50-60 60-70 70+
(minutes) .
<10 11 3 11 1k 5 14 7311 85 6| 1 ;  s| 55 5| 65 3| 8; 6
10-20 23526 | 39532 | 27527 15515 9511 12 ;011 53 7 |12 14
2030 3332 | 33339 | k2533 16518 13513 1wk | 95 8 |17 17
A'3o-40 28 ;27 | 36 ;3% | 3%; 20 18;16] 8; 12 7312| 85 7 1135 15
50-50 20;18 | 15522 | 12;18| 1275101035 7| 9; 8] 3; 5111 o9
50-60 |28 ;2% } 375330 | 29;25| 75| 9510 7510} 35 6 [11; 13
6o-70 | 835 9 | 13 % 1.t 835 91 935 5] 1 4 53 .477! 23 2 | k3 5
70+ 27 ;'33 46 ;5 31 27 5 3 { 14 5 19 25 s 1k 23515 ) 12 ; 19 ; 18
| Total Number = 990
Table 16 - _
Observed and Modelled Numbers of Travellers:

Female, 17-59, Working, excluding (17~24 <% 'prof!')

D-times
{minutes)

- M=time
(minutes

Ubsn; ; model

<10 . 16-20 20-30 30-40 4O-50  50~60 60-70 70+

<10 20316 | 11515 [ 1231|115 9f 7; 8} 65 5 {85 u | 4; 9
10-20 31328 | 31528 | 2252512526 1631k k10 |5 57 {215
2030 |25 ;26 | 23325 | 263231631 | 7;13)1155 9 | 55 6 |13 1k
30-k0 18519 | 22319 | 22;17] 9;10f 8510 335 6 [ 53 5] 9510
40~50 20;17 | 88317 | 1131610310 |11; 3] 95 6| 35 4| 7310
50-60 10315 | 1%;15 | 16;13) 8; 8|13; 8| 63 5| 35 k| 7; 8
60+ |17 ;5 21 22 3 21 16318] 1231211111 535 7 33 5 (17 ; 12

" Total Number = 718
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Tablel7
Observed and Modelled Numbers of Travellers
(See text.) ‘obs™. ; model
D-times
(minutes)
_ <10 10-20 20-30 30~40 >40
M—times
(minutes)
<10 8 7T 11 ; 8 6 T 3 ;3 5| 11 ; 11
10-20 17 ; 18 28 ; 20 17 ; 18 10 ;11 | 22 ; 28
20~30 20 3 20 21 ; 22 25 3 20 11 ;13 | 28 ; 31
30-40 24 3 19 20 5 22 20 ; 19 13 5 12 | 23 ; 30
40-50 10 ; 10 9 ;11 6 3 10 10; 6 | 18 ; 16
~60 b ; 1k 1753 16 16 ; 1k by B | 22 4 22
60 + 17 5 23 19 326 | 22 ;23 15 315 ko5 36
Total Number = 588
Table 18
Observed and Modelled Numbers of Travellers
(See text.) obs™ ;3 model
D~times
(minutes)
) <10 10-20 20-30 30-k0 40-50 >50
M—-times
(minutes)
<10 17 3 13 8 ; 13 10 3 10 9: T T3 71| 123 13
10-20 28 4 22 2L, 22 16 ;3 18 18 5 12 11 3 12 | 22 3 23
20-30 20 ; 21 17 3 22 21 ; 17 15 ; 12 7311 25 ; 23
30-4o 13 ; 16 19 ; 16 i7 5 13 T3 9 8 ; 81 14 ; 17
LO~50 S 14 5 1L 16 ; 14 9 311 9 ; 8 Ty T 12 ; 1k
50~60 9 ; 12 11 ; 12 8 3 10 8; 7 |11, 6] 13; 13
60 13 ; -6 20 ; 16 9 ; 13 T3 9 8; 8] 22 ;17

Total Number

= 561
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{a) The bulk of the data is concentrated in the region bounded by
TO minutes M travel and TO minutes D travel.

(b} There are extremely long 'tails' outside this region, and when
several hours are being spent on one or other sort of travel,

little or no time is allocated to the other.

The second feature does testify to an inevitable form of
'targetting', in the sense that there are only 2k hours in the day
and & realistic upper limit rather less than this normally available
for travel. If one 'sort' of tréﬁel occupies s lérge part of the day,
there simply may not be time left to spend on travelling to, and

participating in, other activities.

Figurel9 sets out the marginal distributions of the total amounts
of M and D travel for the travellers recorded in_tableslS tolB,
i.é. members of groups chosén such that there is little variation in
pérsonal travei times which can be correlated with any common background
variables. In this respect, the distributions derived from the table -17
and tablel8 figures are from an even more 'homogeneous' groﬁp; not only
have we excluded those over sixty, or under 17 and those not categorised
as employed, (as in tables15andlf), but also all interviews conducted
on Fridays, all 'high' income individuals and those in our classification
of 'professional' employment. Males and females are treated separately.

The broad patterns are similar for both group definitions.

For both male and female travellers, there was a far higher
percéntagé‘of reported D travel times in the r;hgewo—zo minutes than of
M travel times in the same range. This was compensated by a slight

reduction in proportions of travellers in all the higher travel-time bands.

The distribution of male travel times showed some differences from
female; for M travel, a higher overall average results from a general
shifting of the distribubtion towards the higher time bands. The D travel
distribution, although not noticeably tending towards higher time bands,
does point towards male travellers having less frequent 'very-short-

duration' trips.

Given these broad overall patterns, the tests we have conducted

indicate that there is no evidence thet individual total daily travel
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is arranged such that the 'committed' time outlay on travel associated

with mandatory activities affects the time spent on travel for

discretionary activities. The reported pattern of M times and D times
amongst those reporting both sorts of aectivity is consistent with a
hypothesis that D times are chosen gt random from the marginal distributions
independently of the committed M time. Nor is there evidence of

a sufficient trend in reducing frequency of reporting out-of-home
discretionary activities to result in any systematic reduction in mean

D travel with increasing M travel per traveller. {i.e. When we also

include those reporting no D travel.)

CONCLUSTONS.

In this chaptér, we have lookéd for a 1ink-bétwéén time‘spént
travelling connected with mandatory activitiés and time spent travelling
connected With,discfetionary activities, considering only groups of individuals
with 'similar! characterigtics (as far as average travel schedules are

concerned), and we have found no evidence of any interdependence.

The hypothesis was advanced that network changes which affect speeds
will result in more or less travel as a result of the 'pre-change'travel
time budgets heing preserved subsequent to the network change. To test
this hypothesis directly would require date spanning a peridd of which such
network changes had taken place; these are not currently avallable.

Instead, we have tried to test the theory indirectly, by breaking down
individual travel times into time allocated to travel connected with 'mandatory'
activities (defined to be those activities whose frequency and location are
fixed in the short term,) and 'discretionary! activities, being all the rest.

" We have tried to stratify‘the sample from the 1974 C.S.T.R.D.B. into groups
of individuals with broadly similar average amoumts of travel time, both for‘

M and D pﬁrposes. Within such groups, we have looked for & relationship
between:‘M ﬁravel' timeland.FD travel'itime, and found them to be apparently

independent.

We have then reasoned that, if time be allocated to travel on
discretionary activities independently to time committed to M activites,
then individusls cannot be considered to be 'targetting' towards any
preselected travel time 'budget'. Were we to speed-up Journeys to work,
for example, there would be no corresponding increase in time spent
travelling for discretionary &ctivities, at least on the evidence of the

data we have examined so far.
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Our conclusions must he qualified as being indirect. We have also
examined only one data set,'albeit a large one. The fact that the survey
recorded only a single dey's travel iz another reason to look for further
confirmation. However, our results, and the sgnalyses that led up to them,.

gseem plausible and in reasonable accord with intuition.

Evidence from many counties testifies to a striking regularity
in the average amounts of time being spent on overall travel. In this
paper we have tried to decide whether or not the travel patterns reported
in a large U.K. survey are consistent with the hypothesis that individual
travellers try (within the constraints of broad schedules of activities,
possibly corresponding to household roles, income and occupational status)
to achieve }targets' of travel time expendifure. We have formally tested
a counter hypothesis, that travel connected with activities which are,
in the shoft term, varigble in location aﬁd frequency, is undertaken
independently of the travel reported by the individual as being associlated
with activities which are, once again in the short term, fixed in both

location and frequency. We could not reject this -hypothesis.

The implication of this coneclusion is that the observations of

stability in overall average travel times are probably not dué to the éxistence

of personal travel budgets, in the sense of targets.
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CHAPTER k.

PATTERNS OF HOUSEHOLD MANDATORY AND DTISCRETTIONARY TRAVEL

This Chapter describes an analysis of travel expenditures similar to
that reported for individuals, but aggregated to the level of the household.
In addition to the examination of overall total household travel times, an
attempt.is also been made to analyse household cashroutlay on travel (ignoring
vehicle standing costs) and also household 'generalised expenditure’ on
travel, by factoring travel times by a single crude average ‘'value of time!

and combining this with cash oufiay.

For each trip reported, an estimate of the cash outlay has been made
on the basis of-approkimaté cosfs'per unit time by mechaniséd modes and
the in-vehicdle times reported. Table 20 sets out the costs per minute
that were used for each mode;  these were based on estimates given by

Tanner (1979).
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Table20. COSTS PER MINUTE BY MODE : 197L IN 1970 PRICES

Mode Costs per minute Note
Car/van driver - - 0.h0k p 1
Car/van passenger 0 P

Bus/train - 0.438 p 2
Otler N 0 -

Note 1 :° Tanner (1979) Table 11 gives 6.2 pence per person per day, in
1970 prices, as the average outlay on private vehicle travel.
Table 10 gives an approximate time outlay of 23 minutes per
person per day; Taking an average vehicle occupancy of 1.5
gives an average cost per minute per vehicle of approximately
(6.2 x 1,5)/23 = 0.404 pence. This has been allocated to

the driver in the absence of any other information.

Note 2 : Table 11 gives 3,5 pence per person per day as the average outlay
on public transport, once again in 1970 prices; this corresponds
‘to a time outlay of approximately 8 minutes per person per day,

giving an approximate cost per minute of 3.5/8 = 0.438 pence.

Clearly, these figures are only crude estimates. Within the 'other'
category are the modes 'taxi' and 'motor cyele driver!, both of which will
have an associated cost outlsy. However, the majority of the modes included
under this heading (and almost certainly the main part of the time spent)
will be cost-free, by our definitions. The remaining modes (see TN 18)
are Other Passenger, Works Bus, Pedal Cycle, Walk, School Bus, Others.
Further, the convention of allecating a1l costs to the driver will not
be too unreasonéble, given that we then amalgamate travel to a household
level, at least for passengers from the driver's household., Thus the
cost estimates that we produce, whilst undeniably crude, should be adequate

for a broad-brush analysis such as is reported here. ’
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Difficulties with the convention adopted to discriminate between
costs incurred for M-travel and costs incﬁrred'for D-travel are also
worth mentioning at this stage. For example, in the thrée 1ég tour
illustrated by figure 1, if the 1D and DM 1egs were performed by bus,
but the MH leg as a car passenger,. all costs would be allocated to
D-travel., By implication, we would then have assumed that a 1lift by
private car would have been available for a direct HM leg, which is
clearly not sensible, Thus, even when thé ovérall travel costs are
reasonably approximated; it may be more difficult to Impute sensible
'divérsion costs' than 'diversion times'; - in the same set of
circumstarces our estimate of ‘'diversion time! would also be wrong,
but only byfthe difference in journey time as bétween the unavailable
mode and that mode which would have heen used, However, this sort of
problem only arises for mixed-mode, com@lex (ie. multi~leg, multi-purpose)
tours; consequently the practical implications for our analysis will

almost certainly be negligible,

Givep the output of the program, being total travel times, M-travel
times and costs, D-travel times and costs for each traveller in the data
‘bank, together with personal and household characteristics and indicator
variables to @enote those individuals whose travel patterns could not be
analysed by the set of rules adopted a program was written to simply
amalgamate records of individuals within households. The output file

contents and format are given in Table 21.

This file contains records for those households with at least one

household member reporting travel on the survey day.
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Table 21. CONTENTS OF HOUSEHCLD FILE

FOR EACH HOUSEHOLD -

;Variable, : . | Code
No, of individuals of 'Type M' (see footnotes) IN
Zero, unless one tour has more than L4 legs ICOo

One, unless one tour is 'unanalysable' dput see
footnotes) icH

‘Travel time — mandatory - ce()
Travel time — discretionary ce(2)
Travel cost — mandatory ' ce(3)
Trgvel cost - mandatory, alternative definition co(l)
Travel cost — discretionary: ce(s)

)

Travel cost - discretionary, alternative definition| CC(6

Age of head of household IAGE
No, of driving licences in h/hld Tl
Job of head of household Jl
Industry/profession of h. of h/hld. P1

(1cc(1), I=9,27) household variables

- Footnotes: _
1. For a definition of ICC(.) see Appendix 1.  "Type M denotes an
individual with a commitment to an out-of¥homé activity; these were
taken as evéryone except those in the ‘othér' oecn. category of VSE,

but includes students.

2. In its original version, the file also contains some dummy entries
corresponding to non-travellers; - these records all have zero values
of thé varigble ICH, and hence can be skipped for the analysis.

3.  The ‘altermative definitions' of travel cost originélly contained
estimates including provision for vehicle standing costs. These were

eventually dropped from the analysis.

The course of the analyses carried cut on this data set followed
that described im Chapter 2 for ovérall travel time, and Chapter 3 for
M~travel and D-travel; hcmevér, to avoid distortion of the overall
models, hoﬁsehblds repbrtigg more than 100 minutes travel per member
over 5 years were ignored. (Analyses of the total data set are reported

later.) A number of background variables were selected for
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investigation, and a set of zero-one dummy variables defined in such

a way as to permit investigation of the degree to which average travel
expenditure varied as between individuals characteriséd by different
values of the background variables, (Travel expenditure being defined
variously as time, cost and generalised cost outlays on M—travel and
D-travel respectively.) As with the earlier analyses, a number of
interaction effects were also defined, corresponding to first and
second order interactions between subgroups of 'favourable'! and
"unfavourable'! background variables, The range of dummy variables that

were so defined is given in Table 22.

Also as in the previous analyses, the SPSS package was used to
perform a stepwise regression of the travel expenditure variables on
the set of dummy variables, plus the variable IN entered as a 'continuous'

variable,
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" Table 22. DUMMY VARIABLES FOR REGRESSION ANALYSIS

| Dummy | Coding | Nature of wvariable. - ...

D5 F Professional ) . -
D6 U Non-worker )-occupatlon of head of household
D7 U Low )

D8 Med/high ) household income

D9 F High )

D10 Suburban )

D11 - Rural small town) household  location

D12 Rural )

D13 U Zero ) .

D1k F Two plus ) household car ownership

D17 Tuesday )

D18 Wednesday ) . ;

D19 Thursdsy ) day of week of interview

D20 Friday )

D21l F Good ) .

D22 U Rad ) public transport access

D23 . Infant(s) less than 5 years old in household
1 D5 x D9

F2 -1 D5 x D1k

3 D5 x D21

Fhy - D9 x D1k

5 D9 x D2L

F6 Dlh x D21

Ul D6 x DT

U2 D6 x D13

U3 . D6 x D22

Uk D7 x D13

U5 DT x D22

Ué . D13 x D22
Footnotes:

Exact definitions of the categoriés, following Tn 26,are:

D5 = 1 IFF J1 = 1,2,3,4 or 12
D6 = 1 IFF J1 = 13,14,18,19 or 21
DT = 1 IFF 1Icc(16) = 1,2,3,k or 91
D8 = 1 IFF ICC(16) = 8,9,10 or 92
D9 = 1 IFF ICC(16) = 11,12,13,14,15 or 93
DI0O = 1 IFF IcC(20) = 2
D11 = 1 TIFF 1ICC(20) = 3
Dl2 = 1 TIFF ICC(20) = &
" pl3 = 1 IFF. Icc(ik) = 0
Dih = 1 TFF ICC(14k) = 2 or more _
De1 = 1 IFF Icc{2h) = .l.amd ICC(25) = 1
De2 = 1 IFF ICC(24) = 3 or 4 and ICC(25) = 3 or k
D23 = 1 IFF ICC(13) = 1 or more

The interaction variables are defined in a way analagous to that described
in Chapter 2, using the chosen 'coding'
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PATTERNS IN HOUSEHCLD TRAVEL TIME EXPENDITURE

Since the dependent variablé'in our analysis is household travel
expenditures, it is clear that there may be a direct dependence on thé
number of household members. To overcome this difficulty, in the initial
analysis of all the aspects of travel expenditure we shall treat as
separate populations households with different numbers of members
potentially reporting trips - being those over five years of age.
Separate analyses are thus performed on householdé with one, two, three,.

four, five and six members over five years of age.

Tables 23 and 2l summarise the results of performing the stepwise
regression analysis on the set of independent_variableé described
above, for overall times spent as M-travel and D-travel, The regression
was designed to add in explanatory variables up to the point when the
next most powerful explanatory variable had a coefficient which could
not be statistically distinguished from zero, given the approximate
standard errors (calculated on the basis of a simple linear model with
expectation of independent error structure with constant variances).
The limitations of this approach were discussed inChapter 2.In brief,
we have argued for the use of the approach as a tool to identify the-
most important effects (and to exclude those for which there is little
evidence of any syétematic influence) in the spirit of an exploratory
analysis, accepting that the dccuracy of some coefficients may be

overstated or understated to some extent.

Perhaps the first observation to be made about the fitted models
is that, as was the case with individual travel times, a higher'propoftion
of the variation of the mandatory times can be explained (in terms of
variation in background effeets) than of discretionary times; the
R2 values are all considerably higher for the models of M-travel.
Table 25 sets out the mean and standard error of the M-times and D-times

together with the standard error of estimate subsequent to model fitting.



MANDATORY TRAVEL

Table 23 TIME SPENT TRAVELLING PER HOUSEHOLD (by persons over 5 years in household)

Variables

2 persons

1 ?erson 3 persons | 4 persons | 5 persons 6 persons
No. ‘occupied’ (EN) +2) +34 +36 +36 +35 +31
Med/high income | + 5
High income +11 +14 +19 +32
Non—-working head -7
| Suburban -6
‘Rursl small town -8 -2 i
Thursday -Th
Prof. ® 2+ cars +9 +16
Prof. ® High inec. +15
Prof. B Good P.T. +15
High Tnc. ® Good P.T,
Non worker ® Bad P.T.
Constant 8 7 13 7 6 66
R® .54 A1 .33 .31 .25 .32
Mean 13 45 85 123 162 209
No, of cases 382 11086 503 451 188 58

3
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Table 24: TIME SPENT TRAVELLING PER HOUSEHOLD (by persons over 5 years old)
DISCRETIONARY TRAVEL

Variables . . . . . 1 person|. 2 _pérsons. | 3 persons | k4 pérsons. 5 .pérsons ‘6 persons
No. 'occupied® (Ta) ~2h -16 -7

Med/high income +12

2+,car;s +33

Infant in h/hold ' | +68

Thursday- _ . _ +23 2
Friday | _ +18 +107
Bad P.T. : - =ho

Suburban -5

Rural —-17

Low income @ no cars - - 96
No cars @ bad p.t. -33

Constant 41 67 75 68 5 106
RS | .22 .08 .03 .0k .07 .28
Mean 31 W 56 h 89 110
No, of cases 382 1086 503 1 Ls1 188 58
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Table 22¢ TRAVEL TIMES

Hoﬁsehold size Mean S.D.(l) S.E.E.(2) RE
(persons over : — '
5 yrs) Mandatory
1 13 20 1k 5k
2 45 Lo 32 Rk
3 85 - 60 HYe .33
4 123 68 57 .31
5 162 80 69 .25
6 209 ' 81 68 .32
Discretionary
1 31 27 ok .21
2 ht o - 43 42 .08
3 56 53 52 | .03
4 T4 60 59 .0l
5 89 83 81 .07
6 110 89 77 .28

(1) 8.D. refers to the standard deviation of the poyulation of times
(2) 8.E.E. refers to the residual error after fitting the model.

Comparing the models fitted to the different household categories
across tables 23 and 2k, there are very few effects which show up
systematically in all categories. For M-travel, there is a clear and
persistent influence of the number of individuals in the household who
aré categorised as belonging to occupational categories which have been
assoclated with a commitment to mandatory travel (IN, the 'nmo. occupied'
variable). Further there is an interesting 'high income' effect : high
income households report more M-travel than average,.but the extent of
the increased travel increases with household size even after allowing

for 'no. occupied®. (1t is possible that this testifies to an accessibility
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Factor in the sense that 'high income' households may tend to make
loca$ion choices which produce, on average, longer M—travel outlays for
all commiﬁted journeys (work or education)). There is little in the ﬁay
of consistent effects to be found in the models of D-travel: 'no. occupied'
has the intuitively sensible effect of reducing D-travel per household

as more household members are committed to M-activities, but this is only

apparent in the one, two and three person households.

The two tables can be compared with Table 1k, in whieh

“variations in M—travel and D-travel 5y individual travellers were modelled.
Grouping individuals into households should have the effect of reinforcing
the influence of those characteristics of the individual which are shared
by members.of the same household ~ location and car~owngrship are the -
most obvious household based measures, although all household members will
also have interview 'day-of-week' in common. Further, although income

was defined as }income per persont for the individual models and as

*total household income! for the household models, since we are.treafing
different household sizes separately we should find that the income effect

In the household models are consistent with those In the individual models.
Broadly speaking, we see from Tables 23 and 2} that

(a) +the income effects are as expected, with incfeased income coinciding
with extra M-travel;

{b) the (lack of) car ownership effect is as expected;

{el such day-of-the-week effects as there are point to increased
D-travel on Thursd@ys and-Fridays, as,expecfed. However, these
effects are only observed .in the models for four and six peréon
households. '

{a) theré is some indication that 'rural small town! location coincides
with reduced M—-travel as compared with the base group, ‘urban'
and 'rural' in this case. This 1s in accord with expectafion from
the individual models. Howe#er, tsuburban' M—travel appéafs to
be lower than base groﬁp M-travel if only in the two person householdsy

' this is contrary to the expectation of slightly higher than average
M~travel from the individual models. ,Theré were no detectable

location effects in the individual models of D-travel. In the.
corresponding househcld models of D-travel, both 'suburban' and
'ruralt locations show.up as coineiding with reduced time spent

"in D-travel, albeit each only in a gingle household group.
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In summary, the process of combining individuals to household and
rejecting households in which at least one member's travel was unanalysable,
or total travel was above a threshold, and then subdividing the sampled
households by number of household membef over five years of age,'appears
to have masked some of the effects that we would have expected from the
individual models. In particular, the day-of—ﬁhe—week effect is less marked than
might have been expected, and there are some (slightly) contradictory
trends in the influence of location. However, the effect of income
is consistent and well-defined, and car—ownership also continues to

prove unrelated to travel.expénditure in terms of time spent. Note

that Table 14 . refers to travellers, whereas the grouping in
Tables2® and f4 of this dﬁq@r have been by household size‘regardless

of the presence of non-travellers. Some discrepancies can therefore be
expected, As with the models for individual travel time expenditures,
household time expenditures on Both M—travel and D-travel are marked

by considerable variability. Oﬁce again in accord with,éxpecta$ion

on the basis of the individual models, little of the variability in
D-travel can he accounted for in terms of variation in the selected
backgrqund variablés; on the other hand, s number of systematic
influence on household M—travel can be detected, in particular household

composition and income,

A number of variables were introduced into the household analyses

as possible ‘explanatory variables' which had no.direct ééuntérpart in

the individusl models. - These were

(2} occupational status of the head of household,
(b) presence of at least one infant (less than five years old)

(¢) quality of public transport provision (both bus and rail).

However, none of these sppeared in more'than one modél,‘so that no
systematic effects could be claimed to have emergéd. The 'infant!
variable was included in the light of the TSU work on the importance
of stage in family life cycle on household activities in genéral; no
corroboration of the importance of the présence of an infant in the

household on itrayel time was found, in this data set.

Finally, figure 20 displays the mean M-travel times and the mean

D~travel times in each household size group.
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PATTERNS IN EOUSEHOLD TRAVEL CURRENT COSTS

The analysis of current costs followed that of travel time
expenditure, using the costs per minute as defined in the Introduction.
In the year of the swrvey, it happened that there was little -difference
between the average running costs per minute for private vehicles and the
average fare per minute on public transport. Gonsequently the ahalysis
of costs reported here can be interpreted as an analysis of in-vehicle

times, with the caveat that

(a) car passenger times are not included
(b) motor cyele, taxi, works and school bus times are also excluded and
(¢) public transport times are slightly higher weighted than private

vehicle times,

The results of the analyses are presented in Tables2§ andp7. It
mey be seen that all of the general remarks made sbout the models for
- time expenditure alsc hold for our estimates of cash expenditure, both
for M—~travel and for Dwtravel. The major effects, of income and household
composition in terms of the number of members with a committed outwof+home
activity, are dbroadly as in the previous analysisy increased travel time
coincides with increased cash outlsy. Similarly for day-of—the-week
variation; the pattern of inerease through the weék from Monday to
Friday pefsists in cash outlay, albeit pabchily evident in the models
for the different household size groups; once again, it is discretionary
travel that'is affected. The location effects are also Broadly
consisteﬁt with the cormsponding effécﬁsion travel times, although once
agaln no consistént trends emerge across the differént household size

Eroups.

The most obvicus difference betweén the cost models and the time
models is that car—ownership emerges as an important categorising
variakle for cagh cogts, whereas no real effects could be identified
on honsehold travel time expenditure. There 1s a reasonable amount
of agreement across thé models that non*carvownihg households spend less
.on current travel cash outlay than car—owning houséholds for M—~travel;

the same effect appears, if only for one person households, for D-travel.



Table 26: RUNNING COSTS IFCURRED PER HOUSEHOLD (Wy persons over 5 years old)
MANDATORY TRAVEL

Varisbles 1 person |2 pérsons~ -3 pérsonsnz-h persons.| .5 persons. |6 pérsons“ .
No. occupied - + 3 + § + 7 + 6 + 4

Med/high income + 3

High income + 6 + 7 FT 15 #19
. 24+ cars 7 * 6 #1.0 '

Ko cars - T -5 -7 |
Non~working head - 8

Prof. head + 3

Infant in h/hould 1)

Rural small town - 8 -9

Rural. -3

Bad P.T.

Non worker ® no cars + 7 * 3

Low inc ¥ no cars - 9

Prof. ® 2+ cars + 8 313

Prof, ® Good p.t. +8

High inc ® good p.t. ¥15

Constant 8 3 3 3 3 33
R .35 .29 .20 .21 .19 .10
Mean 3 12 19 24 26 39
No. of cases 382 1086 503 b5 188 58

99




Table 27: RUNNING COSTS INCURRED PER HOUSEHOLD (by persoms over 5 years old}

" DISCRETIONARY TRAVEL

Variables 1 person 2 perscons 3 persons 4 persons 5 persons 6 pérsons
No. occupied _— -3

High income‘ + 3.

No cars - 6

2+ cars + 2 + 5 +1h

Infant in h/hold ' +11

Tuesday -2

Wednesday + L

Thursdsy + L + 5

Friday +32
Rad P.T. -11

Rural + 3 -3

Suburban -3

Prof. ® 2+ cars +16
Hiéh income ® 2+ cars + 5

High income ® Good P.T. -8

Low income & No cars -3

Constant 12 10 T 12 T 11
R2 .12 .05 .06 .05 .13 27
Mean 5 8 9 12 12 1T
No. of cases 382 1086 503 - 451 188 58

L9
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It is interesting thatb the,calculated reduction in cost of M-trawvel is
about 6p, regardless of household size. Ignoring the complications of
1ift~giving and multiple vehicle ownership, we would interpret this as
showing that it is only the potential car-driver's mandgﬁory travel that
is affected, and hence that the effect of car ownership on household
travel maf be virtually iﬁdepeﬁdent of household Size. Of course, this
will not be absolutely true, but there is at least some verification
that car ownership affects only car drivers' travel patterns to any
conéistent and marked effect in the fact that car ownership did not

prove a‘significant categorising variable in the analyses of individual

travel, whereas car availability did. . . Certainly, the extra
expenditure‘of monéy by multiple car owning households does seem to increaée
with househoid.size. However, this may be because the number of vehicles
owned will also ténd to increase with household size; and thus so will the

average nunher of drivers per household.

In conclusion,.for household money expenditure on trévgl, we have
identified not only the systematic influence of income and household
composition on M-travel (as for travel times), but also an influence of
car-ownership status on both M—-travel and D-travel. Location, public
transport access and day-of-the—week effects are once again patchy but

reasonably in accord with expectation on the basis of time outlays.

Table28 sets out the means and standard errors of the household
cash expenditures in the various household size groups, together with the

standard errors of prediction to correspond to the fitted models.

The mean outlays on M~travel and D—tfavel are plotted agéinst

household size in figure 21.
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Table 2§ TRAVEL COSTS

Hqu_sehold size Mean : 8.0, .S.E.E. _ R2
- Mandatory '
1 3 LT 6. .35
2 12 15 13 : .29
3 19 . o1 19 ' .20
b ol _ 23 ' 21 _ .21
5 26 27 ol 19
6 39 28 27 .10
’ Discretionary
1 5 8 8 12
p) 12 i .05
3 13 13 .06
L 12 15 1k .05
5 12 17 16 .13
) 17 23 ‘ 20 .27

(1) 8.D. refers to the standard deviation of the population of times
(2) B.E.E. refers to the residual error after fitting the model.
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APPROXIMATE GENERALISED COST VARIATIONS

The enalyses reported in this section are purely descriptive; a

subsequent section will use the same data to examine the relationships

 between expenditures on M-travel and D-travel for evidence about the
vay in which travel decisions are made, rather than merely describing
the average outcome of such decisions. As with the analysis of

individual travel patterns reported on earlier, the central issue will be

whether or not cempensating~variations take place hetween M-travel and
D-travel in such a way as to suggest a potentially usesble tendency

to restrict overall travel, either to achieve some preselected target
(on average) or to respect some upper boﬁnd of maximum feasible outlay
on trevel. It has been suggested (Tanner, 1979) that such behaviour,

in the face of changing speeds and travel costs, would be highly
irrational if directed to either of time and money outlays separately,
but could at least conceivalbily, apply to 'generalised cost' expenditure,
In which the two distinet components of travel expenditure, timeé and
money, are weighted by'relative.values and summed. -Accordingly; we
performed the same [ﬁescriptive) analyses that were conducted on time
and cash outlays, on a calculated approximate ‘generalised cost' outlay;
for this purpose, a single average approximate 'value of time' has been
used to welght time outlays for each individual in the household, and
the resulting 'cost of time' summed to household level and added to
household cash ocutlay on tiavel. The use of a single wvalue of time for
all travel:hegs some important questions; for example, there iz good
reason to suspect that a unit of time saving will be differentially

valued

(a) by individuals with different age, working status, economic status, and

(b) in different circumstances, such as when different uses may be made

of the saved time, or when constraints dictate travel choices.

Ignoring all of these complications for the moment, a crude ‘'average'

valne of time per minute, for 1974 in 1970 prices, can be calculated as

(average wage per week, £7h) x (price index, TO: relative to 74 ) x FACTOR

(average minutes worked per week)
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using the conventional assertion that value-of-time 1s proportional to
wage rate. Taking the average wage as £40 per week (corresponding to
an average household income of around £50 from fig. 10, the hours worked

per week at L0, the price index of 70 relative to T4 as

0:923 = p.752(see Appendix 1 WP 119) and taking the value of FACTOR

1.267

asg 0.33% we produce a value of time per minute as

%0 x 0.752x% 0.33- -
- = £0.004 * i.e. approx. ip per minute, in 1970 prices.

Lo x 60

 This value has been used to give approximate generalised cost expenditures
per household, regardléss of socio—economic composition. Note that our
dependent variable, travel outlay, omits travel .in the course of work,
by definition; (for a detailed description of the CSTRDB coverage, see I.T.S.
TN.18. )

Tables 29 and 30 display the results of the stepwise regression on.
the célculated ‘generaliséd cost' outlays per household. Unsurprisingly,
since both time and cash outlays demonstrated broadly the same patterns,
the weighted sum of the two also show the same trends. For M-travel,
the most marked and regular effects are of household composition, in the
gsengse of the IN variable, the number of household members With committed
out-of-home activities, and the income variable. For D-travel, the IN
variable has some effect for one, two and three person households (the
more household mewbers with committed M—activiﬁies, the less household
D-travel reported) but none for larger households. There is indication
thaﬁ car ownership level affects both M—travel and D-travel; both inerease
with increasing car ownership level, although as before the evidence is
patchy. Rural, rural small town and suburban locations each show reduced
travel expenditures in relation to the grouping of the others with urban
location. Day—of?thenweek_variables.indicate incregsed D—travel at the
end of the week. Where publiec transport provision enters as a 'significant"®
variable, tbad! service coincides with reduced general expenditure,

'good! service with higher; however, once again the evidence is patehy.

¥ in line with conventional expectation.




Table 292 GENERALISED COSTS PER HOUSEHOLD (by persons over 5 years old)

MANDATORY TRAVEL

Variables 1 person { 2 persons | 3 persons 4 persons | 5 persons 6. pergons
No oceupied 6 +2L +26 +2h +22 21
Med/high income -7 ¥ 6

High income 411 +17 +17 +3

Né cors =10

Non working head =12

Prof. head + 4

Infant in h/hold _ -32

Rural small town -21 =16

Rural -5

Good P.T. + 8 +138
Bad P.T. =13

Thursday =55
Non worker ® no cars + 8

Prof. @ high income +56
Prof. ® 2+ cars +13 +21,

Prof. @ good P.T. -182
Constant 1k L 9 T 9 Lo
R 9 .38 .29 .29 .2l 5
‘Mean 10 3L 61 85 107 143
No. of cases 362 1086 503 h51 180 58

el




Table 30: GENERALISED COSTS PER HOUSEHOLD (by persons over 5 years old)
DISCRETIONARY TRAVEL

- Variables _ 1 pérson 1 2 persons 3 persons L persons f5 persons' 6 persons
No. oceupied -16 -10 - 4
No cars ‘ - 8
2+ cars + 9 +30
Infant in h/hold +45
Tugsday -4 .
Wednesday +11 A
Thursday + 9 +15 =
Friday +84
Bad P.T. -30
Rural c - =12
Suburban -5
No cars ® bad P.T. -25
Low income ® no cars -62
Constant 35 Iy 42 k6 b5 67
R® .18 .07 .05 Ok .09 .29
Mean 20 31 37 48 56 T2
No. of cases 382 1086 503 451 188 58
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Overall the eXplanétory power of the models is poor, as for all
the previous models. RE values are intermediate between those for cost and
thosé for time v'lying nearer to those for the time models, as one would
expect given that ﬁhe contribution of the time outlay to the generalised
cost expression tends to be two or three times higher than that of the

cash outlay.

In brief, no new insights into patterns of travel expenditure have
been gained from the study of thé 'generalised expenditure'. Teble .31
sets out thé meaﬁs and standard errors associated with the various models;
figure22 plots means against household size. It can be seen that the
overall patterns are virtually identical to those displayed by time and

cost outlays separately.

Teble 31: CENERALISED TRAVEL COSTS

Household size ' Mean 8.D. S.E.E. R
| {(persons oyer 5 years) '
..Mandatory |

1 10 16 11 Qs

2 34 3k 27 .38

3 61 48 ko .29

L 85 5k L5 .28

5 107 61 53 .2k

6 143 62 k9 b5

Discretionary

'1 20 19 18 .18

2 31 30 29 .07

3 37 36 36 .05

h L8 L1 h1 .0k

5 56 5y 52 .09

6 T2 63 5l .29

(1] S.D. refers to the standard deviation of the popultion of times
(2] S.E.E. refers to the residual error after fitbting the model.
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CONCLUSIONS

The general patterns shown in all three measures of household travel
expenditure that have been considered in this chapter hamé been broadly
similar. There is a wide variability as between different households
in the amoﬁnts of time, money outlay and ‘generalised expenditure' (as
we have defined_above) allocated to travel, whether in conneetion with .
mandatory activities or discretionary activities. Little of ﬁhis |
variability can be accounted for by corresponding variations in the
background yariables that have been examined. However, relatively more
of the variability in mandatory trével can so be 'explained!'. The
number of hoﬁsehoid members with a committed out—of-home activity (Iﬂ}'
and household income both émérge as qonsistently-important variablesg
in the household regressions. For the money and generalised cost
outlays, car—-ownership levels ﬁay also affect mean travel reported.

For discretionary travel, only car ownership level shows any systematic
effect across different household size groups, and that for the money

and generalised cost outlays.

Referring back to figure 20,the‘household size axis has also been
labeliéd by mean value of the IN variable in each size group.
Ignoring the mean household income and car ownership level for the
moment, it can Be seen that the within-size—group relationships, whereby
M-travel is given by appfoximaiely 35 times the IN variable and
D-travel is unaffected by background variables, is consistent with an
explanation of between-size-group variations in which M-travel is
related to IN and D-travel simply to household size. It can easily
be verified that a reasonable fit to between group variation in household

travel times would be given by the models

40 x.IN L. (3)
15 x 15 x HE'hld Size . . (4)

mean M-travel time

mean D-travel time

and that such models would also be fairly consistent with within group
variability. 8Similarly, for the generaliged cost relationships shown

in figure 22 the models

o7 x IN ... (5)
10 x 10 x H'hld Size (6)

mean M-travel gen.cost

mean D-travel gen.cost

would be broadly consistent with both within and between household size

—

group variations.
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Accordingly, we can combine all the household travel expenditure
data and look for explanation of variation in amounts of travel reported
in terms of '

(a) "IN, number of members with & committed oﬁt—of—home activity

(for all M—travel)

(b) household size (for all D-travel); together with

(e) household income multiplied by IN (for all M—travel)

(d) car ovmership level multiplied by IN {for cost and gen. cost

M-travel) _

(e) car ownership level multiplied by household size (for cost and

gen. cost D-travel) |

(f)  day-of—the-week dummy multiplied by household size (for all

D-travel). |

The results of fitting such models are set out in Table 31. The
R2 values are fairly typical of each of the models within household size
categories. The effects which were noted from the separate regressions
have all entered the combined models; id.e. their coefficients are
statistically significant (albeit in relation to approximate stendard
errors). 1In addition, the day-of-the-week effect which was evident
only. patchily in the individual size category models is now quite cleér
in the combined data set. In the way in which the day-of-the-week

dummies have been defined, the coefficients given in Table 31 for

'"Tues! to 'Fri' refer to expenditures per person interviewed. As in the
individual models of Chapters 2 and 3,there is a clear increase in travel
expenditure through the last part of the week; the reduetion in travel on
the Tuesday is also consistent with the individusl models. (Thié, of
course, is hargly surprising, since the effects must nécessarily-compound
on aggregation to household level. - However, it is welcome corroboration
of the consistency of the procedures, given the lack of.any clear picture

in the separate size group models.)

One interesting feature of the fitted models is that car oﬁnership

level appears to have the same effect on M-travel as on D—traﬂfélb




T9

Table .31 MODELS OF HOUSEHOLD TRAVEL EXPENDITURE: HOUSEHOLDS WITH LESS

THAN 100 MINUTES TRAVEL PER MEMBER.

Expenditure . Variables : R®
IN | WINC | NCAR |NPRES [TUE|WED | THUR | FRID | CONST

M-time {33 ] 1.8 - X |x|xX | x[X Lo .63
D-time X X - 1 13.1-1)2 316 17 .13
M-cost 2 1.1 .8 X (X |X X X L} .29
D-cost X .8 0.5{0 |1 1 {1 .06
M-Geneost |19 | 2.0 | .8 X {x|x X | X 6 | .bo
D-Gencost X X 1.1 6.hl- )2 3 | B 13 | .05
Mean levels | 1.833 5.37 |2.61 2.7 - | - - - -1 .-
Notes: X denotes not Fitted

- denotes fittéd, but non-significant so not entéred

IN - no. of household members with committed out—of~home activities
WINC n_household income, E%d'OOO X IN _.

NCAR - cars available (including guests) X persons interviewed.
NPRES - pergong interviewed : all over 5 years, household members

plus guests

- TUES-FRID n‘dummy entry of NPRES on each day - hence effects are

person baséd, not household.
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The general pabterns of expenditure on M—travel are that the most
important factor is the number of members with committed out—of~home
activities, There is relatively much smaller additional component
which increases with income level for each snch.member, and for costs
and generalised costs, an even smaller component which increases with
car ownership level for each houéehold'member.' Each expenditure has
a small {positive) additive constant; this may well arise from the
definition of M-~travel as ineluding ‘escort' trips — such as mothers
accompanying children to school. Thus there is a component of average
household M~travel which is performed by household member who are not
categorised in the IN variable. However, it ig a relatively small -

component of overall M- travel.

For D-travel, the patterns are of a major component for each

nerson interviewed, plus a substantial constant term for each household,

and marked by fluctuation over the week, increasing to a maximum on
Fridays. High car ownership levels coincide with high expenditures
of money and generalised cost on D—trnvel, but do not‘affect travel
times. A simple (although not necessarily correct!) interpretation
of the main effects are that an amount of D—travel is being undertasken
regardless of household size, possibiy.on household maintenance
activities such as shopping, and thereafter there is a component of
travel expenditure for'each household member, pdSSihly corresponding
to leisure and_recreation-activities. The variation over the days of
the week sghould then correspond mainly to the leisure and recreation
travel {being fitted for each househoid'member), a5 should the car

ownership variation (for the same reason).

Pursuing this Simplisfic interpretation of the models, it is
_interesting to note the relative magnitudés of the time and cost
nomponents of D—travei expenditure; on an 'average' weekday, the time
outlay on leisure by each household member is fairly similar to the
time outlay on household maintenance, Each,being around 17 minutes.
The cost outlay per person, however, appears to bé rather less than
half that of the maintenance travel, for which an average cost per

minute of 4/1T = 0.23 p indicates an approximate 50% use of mechanised
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modes., Table 32 gets out the mean levels of the various travel expenditures
in the data, and it can be seen that the average cost per minute for
M-travel is 16/75 = .21 p, and that of D-travel is 9/56 = .16 p. This
sﬁggests that both household maintenance and mandatory.travel are both
characterised by about 50% ﬁsé of mechanised modes (by time), but that
leisure travel has a corresponding level around 25%, increasing sharply
with inereasing car ownership. "Given that the chosen population includes
all children over 5 years of age, these épproximate figures seem at

least plausible.

Table 32 MEAN LEVELS OF HOUSEHOLD TRAVEL EXPENDITURE

Mean 5.D.
M-time (mins) 75 Th
D-time (mins) 56 56
M~cost (pence 1970) 16 20
D-cost (pence 1970) ' 9 ' 14
M-~gencost (pence 1970) 53 5l
D-gencost (pence 1970) : 37 ' 38

Table 33 MODELS OF RCOUSEHOLD TRAVEL EXPENDITURES : ALL ANATLYSABLE HOUSEHCLDS

Expenditure , _Variables : ”RE
Iy WINC NCAR | NPRES | TUE| WED | THUR | FRID |CONST

M-time 32 3.0 - X X X X X 110 Rits
D-time b X X 2.0 |10.h4 =1 I T | 4O .05
M-cost 2 1.6 0.8 X X X X X .23
D-cost ] X X | Lo - -1 1 |1 2 Ok
M-gencost 18 3.1 1.0 X X X X X 6 Lo
D-gencost X X 2.1 6.1 - 2 | 3 L |13 12
Mean levels |

Notes : as for Table3l .
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However, these figures are-descriptive of cirecumstances in 1974
in the UX, and are thus reflecting the particular levels of car ownership,
decisions about car évailability, pattérns of land use, and tastes, of
those circumstances. Further analyses of déta sets for different years
will be needed o gain deeper insights into the causes and effects behind

the observed variations in travel expenditures.

It was stated at the outset that the data set was restricted fo

_ those households which satisfied two requirements, namely having all
members or guests with 'analysable' travel patterns, and also reporting

a total travel time less than 100 times the total number of persons present.
This was done to remoﬁe the influence of individuals in the extreme

tails of the observed travel expenditure distributions — Chapter 3 displays
these tails for travel time expenditures, on FigurelB. It is of interest
to enquire what the effect of such a decision has been on the fitted
models. Table 33 sets;dut the models corresponding to those of Table 31;
but fitted to a data set in which the reguirement for total time to be
within the chosen limits was removed. Tt may be séen, in comparison

with Tabie 13, that no major changes occur when the lafger data set

is used (3116 households are within the second definition, as comparéd

to 2698 within the stricter first definition.) However, the models are

generally poorer, as Judged by the indications of the R2 statisties.

We can.now compare the factors affecting household travel as given
by our models with the categorisation inté 'stage in family life cycle'
devised by the TSU at Oxford. The presence of an infant under 5 yearé
of age in the household was considered for its effect on travel expenditure
patterns; no significant influence was uncovered. On the other hand,
the major factors that were established were household size and number
of members with a committed out—of-home mandatory activity. .~ Both of
these factors would vary as between typical households in the different
stages of a 'life eycle'. By way of example, Table 3k sets out the model
predictions for mean travel time expenditures for five 'stages' in life

cycle.
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Table 3k, TRAVEL TIME AND STAGE IF FAMILY LIFE CYCLE

Family group TN | WINC |WPRES |M—time | D-time | Total| Total
’ : N

A Single person, _
' working ' 1 3 1 Y 30 T2 T2
B Married couple, both '

working ' 2 6 2 81 43 12k 62
C Married couple, ome . '

small child, 1 wkg.l 3 2 42 . b3 85 h3

D Married couple, 2
school children,

1 working 3 9 L 119 69 188 47
E Married couple, '

both retired 0 0 2 L L3 L7 ok

Notes: WINC is at a single average income

Weekday effects as on Monday.

The advent of the child, by reason of the resulting cessation of

one household member's work activity, is forecast to have a dramatic
effect on overall household travel time. (However, our models, crude

as they are, ﬁould predicf a similar effect should one member merely
decide to give up work.) The point to be made is that 'stage in family
life eyele' does indeed correspond to systematic variations in IN and
‘NPRES, the two most important explanatory variables in our models, and
we would correspondingly predict very different total travél expenditures
(and breakdowns as between mandatory and discretionary travel) for

just those reasons. We have looked for an effect of having a small child
in the household over and above the effects of IN and NPRES, but found

none, at least in this data set. (Of course, this is not to.srgue that the

concept of 'stage in family life cycle' is redundant in any general sense,

given household size and occupational status).

rFinally, note that the more detailed models of D~time given 1in Table
24 would differentiate between the two—traveller households B, C and E,
giving expected D-times of 35, 51 and 67 minutes respectively.
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CHAPTIR 5.

RELATIONSHTPS BETWEEN 'MANDATORY' TRAVEL AND . 'DISCRETIONARY' TRAVEL AT
THE HOUSEHOLD LEVEL '

_ INTRODUCTION.
The last chaptef has set 6ut the mbdels that have been developed to
summarise the patterns of.variafion in mandatory and discretionary
household travel expenditures, in terms of timé, money cost and generalised
cogt (using an approximate figure for the value—of—time). The factors . .
that were found to correspond t; significant vafiations in‘expenditures were:
a) the number of household members_with 5 committed oubt-of-home
activity (‘active' membérs).
b)  household income; '
¢) the number of cars available;
.d) the number of persons interviewéd[i,e.'those present over
5 years old), and |
e) day of the week.

In various interactions, factors a and b were linked with household M-time,
factors a, b and ¢ With.M—cost and M-generalised cost, and factors e, d
and e with all D-expenditures. The most important factors were a, b and 4,

in terms of size of corresponding variations in travel expenditures.

This Chapter develops the analyses further, along the lines of that
performed on. individual travel expenditures in Chapter 3.to invéstigate the
nature of the relationship between M-travel and D-travel expenditures at
the level of the household. Chapter 3 demonstrated thaﬁ individual D-travel
times-appeafed to be effectively independent of reported M—travel times,

after controlling for the most important. background vafiables.

There are two major reasons why grouping individuals into householdsl
might produce a &ifferent'conciusion; hoth reasons concern the possibility
of correlation between travel patterns of members of the same household.
V-Firstly, tasks and responsibilities may be shared amoﬁgst household members
in such a way that one member takes over the activity and the related travel
of another member, thus:introducing a negative corrélation. Secondly, all

household members have in common the geographical location of the household.
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as initial origin and ultimate destination; this may produce a positive
correlation in travel expenditures, in that access may be.good or bad to
all relevant destinationms. Both of these effects‘will be present in the
data to an extent; din this note we set out to determine whether or not
there is evidence that the net product of such effects results in either

'compensating'! or 'reinforcing' variations at the level of the household.

As discussed in Chapter b, another reason for considering the household
as the basic travel unit is that it is then possible to avoid the worst

problems associated with allocating costs for car-passenger trips.

In view of the scarcity of households with five or more members over
five years 0ld, and the need to distinguish between very young and very
0ld single—person households, analysis is restricted to two, three and
four person households. The effect of nunber of persons with committed
cut-of-home activity is controlled by seleecting those househclds with a
single member without such an activity; this being the most common
circumstance. Finally, the most extreme effects of income differences
were avoided by omitting the highest income group'(Table 22 definition).

MANDATORY AND DISCRETIONARY EXPENDITURES FOR SELECTED nOUSEHOLDS

Tables 35 to 43 set out the number. of households falling into
-different categories of M and D travel expenditufE; for two, three and
four person householdé of the type described above. The figures héve
been converted back to approximate average D-expenditures per M-category
using approximate mid—category D-values, and the results are &isplayed in

Fipures 23 to 25.

As was the case for individual travel expenditures, there appears to be
virtual independence of the two categories of travel. Discretionary travel
expenditures, of time, cost and generalised cost, are almost constant

regardless .of mandatory travel time outlay.

As for the individual travel analyses, this trend is in apparent
contradition to the simple hypothesis that households have 'target'

expenditures of overall travel time, cost or generalised cosi,
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KEY TO TABLES 35 to L3
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ALTERNATTVE GROUPINGS

Chapter 4 advanced some simple models to describe variations in travel
expenditures at the household level. In particular, for travel time, the
two equations
M-time = 10.0 + 32.0 IN + 3.0 WINC (7)
D-time = 40.0 + 2.0 NCAR + 10.4 NPRES - 4.0 TUES + 7.0 FRID (8)
were given for 'all analysable! households. (Where IN denotes the number
of 'getive! members, WINC denotes IN x household income (£OOO), NERES
denotes no. of persons interviewed, NCAR denotes 'cars available' x NERES,
and TUES and FRID are dummies such that NFRES is entered again only if the
interview was conducted on a Tuesday or a Friday respectively.) A variety
of different groupings of the data were explored in order to examine the
congistency of these simple models; in particular, the households were
grouped into ‘
a) those with more than 84 minutes M-travel, and those with less
(84 minutes being the overall average),
~b) thogse with above-expectation M~travel times, on the basis of the
gimple models, and those with less, and

¢) zero, one and two—or~-more car-owning households.

Table 4k sets out the resulting mean travel times and the expected
travel times, given the models and the mean levels of the explanatory
variables in the populations defined by the groupings.

TABIE ¥4: Alternative Groupings

Grouping Chgerved Expected ,
Mtime | D-time | M~time | D-time

A: A1l households 84 72 [84] - 721
" (¥84 mins M-time 170 77 [135] 84
Bt (k84 mins M-time 29 69 {531 65
('aExpected M-time 159 67 [100} 76
C:  (¢Expected M-time 44 75 1761 70
0 cars 55 61 51 64
Ip: (1 car 91 74 90 T3
- \2+ cars 122 93 131 88
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Two points may be made immediately from inspection of table ks firstly,
average discretionary times remain fairly constant over wide ranges of
different mandatory times, and secondly, the simple models work fairly well
for all the D-times, and also for the M-times of grouping D. (Groupings B
and C were made conditional on unusual M-times, so that the model could not
be expected to hold for M-travel there.)
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CHAPTER 6

CONCLUSIONS FROM THE ANALYSES

We have analysed travel patterns into two 'sorts' of travel with
the aim of assessing the evidence for the existence of 'target' budgets
‘of travel expenditures, and we have chosen our groups of 'mendatory’
and 'discretionary! activities with the intention of identifying
variations in the former-with,‘cause' and variations in the latter with
teffect! (at least in terms of short term decisions). No such 'effect'

was found in the 19Tl County Surveyors' Trip Rate Data Bank.

We haverthen tentatively advanced a hypothesis that at least two
different 'sorts! of travel expenditure should be considered, since the
.féctors that affect the two seem to be distinct. ”Mandatory' travel,
defined as travel in connection with tfinal’ aﬁtivities that we have
deemed fixed, in the .short term, in both location and frequeney of
participation, appears depéndent of income levels and household structure
{the number of 'active'! members), from our cross—sectional analyses.
'Discretionary' travel, the residual, we have found to vary with car-
ownership, household size and day—of-the—week. From the cross-section,
however, it appears that random fluctuations far outweigh any such
systematic differences. Our future course of work must Iinvolve analyses
of both time series and repeated cross-sectiomal studies, to establish the

validity of these insights.

Finally, a crucial feature of most 'budget' based models is the
confrontation of a forecast 'budget! with an estimate of network speeds;
it is from the assumption of 'travel maximising' behaviour éiVen these two
that forecasts of travel derive. Our tentative suggestions are that a)
it may not be appropriate to consider travel as & unified adtivity at all
(thus tending back to the purpose-specific approach of conventional models),
and b) that forecasts of travel budgets contain implieit assumptions about
netwbrk-speeds. Using such budgets as constraints in.conjunétion with
independent; presumably different, estimates of network speeds may lead to
difficulties. An equilibrating device, such as in the UMOT model, is
needed; hovever the mechanism may have to address aspects of nonwtravel

expenditure, at least for long term forecasts. (See Zahavi, 1979).
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Having made these points, eriticising models for being less than
"perfect" does not take us very far. We have concluded that there is
évidence that iﬁ may be necessary to m&ke separate estimates of travel
budgets - for difrerent individuals, different households and for
different sorts of trip, and démonstrated this using our definitions of
tmandatory' and .'discretiomary! travel. In Table 33 we have cutlined
crude models relating cross—sectional variations in household expenditure

of time,‘money and generalised cost to household characteristics.

We can now consider whether or not the historic trends in national
'average travel times and costs per person, as estimated by Tanner (1979),
are broadiy consistent with the ecross—sectional models, taken together

vith historic trends in‘éctivity rates, household sizes and age structures, :

incomes and car-—ownership levels,

Table 45 sets out the relevant variables for a number of years
between 1951 and 1978. Figure 26 plots the corresponding model
“@redictions“ for travel costs and times per person over the 25-year
period; mnote that the absolute levels of the two series are not to be

 compared, for one reason because the model refers only to weekday travel.
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TABLE L5
1951 1961 1967 1971 1977 _197h

Fhid.. Income &/weck 2.3 | 19,8 ] =82 38.5 Bk || s2.3
Pre ® 450 .608 127 .93k 2.12% |} 1.267

Pro &% 472 638 .63 .950 2.229 || 1.329

£70000 T 1.k 1.6 1.9 2.0 1.9 2.0
- Tndex (7h=100) T 70 80 95 100 95 100

IN  kee 1.99 2.16 2.01 1.88 1.82 | 1.8y
'I¥Tizfgg) 106 17 | 109 102 99 100

NPRES ### 2.92 2.8L - 2.78 2.67 | 2.5k 2.63.

NP??Egigg§x 11 108 106 102 97 100
'GARS/head .050" 116 1.93 | .22 258 .250

CARS/hh1d. 60 | .38 | 579 S 698

CA??&£§§S§ 23 51 83 92 100 100

H/hld size 3.21 3.09 3.00 2.90 | 2.7 2.79
' %ﬁmgmlﬁd%§  73 oh | 104 102 gk 100

i x 1.94 2.11 _ 1,96' 1.84 1.78 1.8 %
_NERES X 2.89 2.81 2.76 2.65 2.52 || 2.6 %
_ wimc X 3.94 5.08 5.62 5.51 . 5.08 R
‘uCAR X d.68 1.43 2.29 . 2.4 2.52 2.6 *

M~travel times -#% 83.9 92.8 89.6 .. 85.4 82.2

D-travel times #% - 1.k 2.1 | - 73.3 72,4 1.2

(M + D) /E'nld. sifte B84 | 53 | 5h.3 54.) 56.6

M/person 26.1 30.0 29.9 29.4 30.3

D/person 22.2 23.3 2h.4 25.0 26.3

i

et i v, g e i
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Footnotes

gources :

Mean household income ¢ National Income + Eﬁpenditure SUrvey,
6L~7h, 65-75, 67-77, 1980. distribution
of household incomes before and after tax.

Mean household size : Social trends, 1973, 1980, C.S8.0.
' . General household survey 1976.
- Cars per household : Transport statistics G.B, 1967-TT7.

+ From tables in LR 650
¥ From analysis &f CSTRDB 1974 |
X Tmplied by factoring CSTRDB results.for 19Th by appropriate index.

#¥¥% From the models

10.0 + 32.0 IN + 3.0 WINC
40.0 + 10.4 NPRES + 2.0 NCAR

M-time

D-time

++ estimated from Wages & Prices Index, Table 151, Monthly Digest (C.S.0.)

Calculated :
June 1947 = 100  June 1956 = 100 av. 1961 = 100
Cav. 1951 100 - 62
Jan. 1956 - 156 - 100 80
av. 1961 \ 125 100

{using obvious linking).
Thereafter : av. income 1951 = 0.62 x av. income 1961.

m see Appendix in WP1l1l9, I.T.S. Leeds.
gmm calculated from the above by linking.

HxH Approximatély, using % popn. < 5 years ( = 8 thus NPRES = 0.92 x H'hld size)
. % popn. 5 — 18 ( =20 thus IN =(%W+20) x H'hld size)

100

and %W = percentage of popn. in employment is approximately :

1951 | k2

1961 50

19671 L7 Sources : Social Trends & Annual Abstract of
1971 k5 Statistics.~see below.

1977 | 47
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'% of Pqpulation.less than 5 years of age, and between 5 and 18,

195111961 |1963 1965 |1967 |1969 |19T1 [1973 |197h [1975 | 1977
tétal S , o
population {.48.9 51.4 |52:1 [52.9 [53.5 [5L4.0 {54.1 (s5h.h4 [sh.h (sh.L{ 54,3
0-L years u.ig'h.OT .38 “-5” 4.65 rL.sT 4.35 | L.3 3.98 3.41
| #of pop. | B.6%(7.9% |8:4% (8.5% [8.7% |8.5% |8.0% [7.9% |7.3% 6.3
| 019 yrs. fh.onjiseso] | |16.671] - |18.m
5-19 yrs. 9.82 11.#97l1.6 11.6 11,8h 12,00 12.32|12.h 11.96 12.9
% of pop. 20.1%|22.4%] 22.3% 21.9%| 22.1%) 22.2%) 22.8%|22.8% 22.0% 23,8%‘

for 1951, 1961, 1971, 1977, O-h yrs. and 0-19 yrs : Social Trends 10, 1980
Edition, C.85.0. Table 3.1 'Childrens and young people by age group' @B, p.93.

for 1963, 1965, 1967, 1969, O-k yrs -and:5-19 yrs, summed from table in :
Annual Abstract of Statisties, 108, 1971, table 9 'Age dlstrlbutlon of the
defacto or home population, mid year estimates, p.l10.

for.lQTﬁ, O—h;yrs.-and 5-19 yrs, summed from table in : Annual Abstract
of Statistics, 1975, 'Age Distribution of Home Population' table 11, p.l15.

for total populations : -Annual- Abstract of Statistics, 'De facto or home
populations, mid year estimates', 1971, 1981.

~ Persons in employment
1951 1961 1963 1965 1967 1969 1971 1973 19Tk 1975 1977

VTotal
working - : - |
population 20.7 25.77 25.16 25.k€ 25.39 2h,79 24.55 24.97 25.07 25.20 25.71

% population k2.3 50.1 148.3 148.1 U7.5 k5.9 k5.4 135.9 6.1 U6.3 47.3

Sources

Annusl Abstract of Statisties, 1965, 1967, 1971, 1975, 1977, 1980
'Distribution of total working populations', GB.
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26 .3 Treanls in Trovey
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Over the period activity rates have risen and then declined, mainly
as a result of incfeasing proportions of the retired offsetting greater
femgle participation in the Workforce; these trends have been counter-
balanced to some extent by the effects of increased wealth and car-—
ownership. In the context of steadily reducing household sizes, this
implies an increasing trend of travel per person. Whilst the models are
obviously crude (for example the effects associated with incomes and car-
ownership must also reflect complicated changes in land-use), the general
gimilarity in the overall trends is encouraging. Figure 2Tillustrates the
model estimates of the component 'mandatory! travel times per
household member, and 'discretionary' travel times per household member,
over the same period, roughly-‘/z‘of the overall growth is attributed to

inereased travel in comnection with discretionary activities.
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At a highly aggregate level, then, average travel expenditures have
remained fairly stable over a twenty five year period; there is also
little evidence of variation between residents of different types of
area. Such information could be useful in the estimation and prediction
of general spatial interaction models, such as a convéntional combined

mode split/distribution models.
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DATA FILES

Table 1A: CONTENTS AND FORMATS OF EXTRACT FILES

( XT(i), i = 1,34

, , L ( xp(i), 1 = 1,11

(varisbles defined below) EX}P?I:IIES’ i f i’ig
2 = s

FORMAT (1X, 3I2, 2I4, I3, 25I2, 314/1X, I2, 5I1, 212, 211, 21k, 16, 211,
9T2, Ih, 10T1, I2, IL)

Local variable Card type 4 (trip) : Format
name ‘
XT(1) Person number T2
XT(2) : Trip number I2
x7(3) No. of stages I2
XT(4) Start time _ T
XT(5) Duration of trip Iy
X7(6) Wait time between stages I3
x7{7) Iand use a4t destination Io
XT(8-31) - Group purpose/mode 2hI2
XT(32) ' Unique mode/purpose combination Ik
' Card type Il
X(33) Survey number Th
XT(34) Houshold code Ih

Card type 2 (person)

x2(1) Person nimber 12
XP(2) Present/absent ‘Tl
XP(3) Sex Tl
Xp(h) Status . Tl
xXP(5) Age group ' T1
XP(6) Driving licence I1
x2(7) Job T2
xp(8) Industry/profession 12
XP(9) Trips | Il
, 63X
XP(10) | Card type Il

XpP(11) Household code Th




Table 1A (cont'd)
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Card type 1 (household)

RS RN EE R

Th

Local variable Format
name
xu(1) Survey number Th
Grid reference Ad
R{2) - Date 16
YH(3) Day of week T1
AH(L) ‘Completion code 11
XH(5) People in household aver 5 - Present 12
XH(&) — Absent 12
_ Other people in household over S5
X(T) ~ present 12
' Number of persons under 5
XH{G) ~ nofmally present Iz
XH(9) ‘Cars/vans available - +to household 2
¥H(10} - to others 12
XH(11) M/¢ available - to household i2
a(Lz) - to cthers 12 :
XH{13) Tneome 12 |
: i
( 335! |
197?5 number ol persons in household 12 :373{ !s
only( number of trip stages 12
i
. Card ’r,ypé Il :
. KH{1h} Household code Ih :
. Card tvpe 8 (area)
|
Lx
County name AZ6
Survey name AZG
KHH(1) Residential type Tl
XHI-'I(Z’) Housing density T3
AHH(3) Housing age I1
XHE(L) Situation 11
XHE(S) Distance to nearest town centre T1
XHH{6) Distance to neighbourhood shopping T1
KEH{T) Distance to railway sitation T1
KHI{B) Public transport - bus I1
XHE(9) . T« train T
XHE(10) Communication pattern I1
Xﬂﬁ(llj Year of survey Ip
“Card type 8 T1
Su t"m'-&aft,r Bima Ih
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s

Table 1 (cont'd)
lable In

Comtents of HGCOLTMP (MULT): ( IR(i), i = 1,7k
{xxr{(i}, i = 35,71
where IR{1) = XT(1)
IR(2) = X7(3)
IR(i) = XT{i+5), 1 = 3,26
TR(i) =  XT(5)x¥T(i-19), i = 27,50
IR(1) = XT(6)xxr(i-43), i = 51,7k
XXT(i+34) = XP(i), i = 1,11
XXT(i+h5) = XH(i), i= 1,1
WXT(i+59) = XHA(i), i = 1,12

FORMAT (IX, 216, 3{/2¥, 24Ik)/,2X, I2, 5I1, 212, 2T1, 214, 16, 2I1, 9I2, Ih,

1011, I2, Ih) -

Contents of HGREDTUP2(MULD): { TT
( Iv(i) 1= 1,25

whers TT total trip time + wait time for all trips

"

7h
= 1 IR(j)
j=27

and IV{ )} are as shown below:

Local variable .ggggl;gggg_g (person) Format
name
Iv{1) . Person number I2
-~ Present/absent Tl
Tv{2) . Sex Il
Iv{z1) “ Status It
Iv(3) Age group Il
Tv{z2) ' Driving licence TL
Iv(h) Job T2
- Industry/profession 12
Iv{5}) Trips Il
’ 63X
- Card type 1.1
= Household code L
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Local variable B gard type 1 {household) Format
name
v{z3) Survey number Ih
- Grid reference A8
- Date 16
{6} Day of week I1
v({7) Completion code Il
1v{8) People in housenold over 5 - Present 12
1v{9) _ - Absent I2
v{io) Other people in household over 5 - Pregent 12
Number of persons under 5
Iv{1l) - nermally presént 12
Tv{i2) Cars/vans available - to household 12
IV{25) - to others T2
- M/c available - to household I2
- - to others Ia
IV(13) Tncome Iz
1
{ , 33% !
1977 énumber of persons in household |12 :3?)(
only (number of trip stages 12 |
!
- Card type Ty
- Household code - Th
Card type 8 (area)
B Ly
- County name A26
- Survey name AZ9
- Residential type 11
Iv{1h) Housing density I
- Housing age | i3
wv{1s) Situation IL
v(16} Distance to nearest town certre Iy
- Distance to neighbourhood shopping 11
IV(LT) Digtance to railway gtation 11
Iv(18) Public transport - bus Iy
v(19} - train 1
- Communication pattern 11
- Year of survey - T2
- Card type & 1
- Survey number L
TV(20} et

TV

Eousshold code
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