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ABSTRACT

Combining different room acoustic modelling methods could pro-

vide a better balance between perceptual plausibility and compu-

tational efficiency than using a single and potentially more compu-

tationally expensive model. In this work, a hybrid acoustic mod-

elling system that integrates ray tracing (RT) with an advanced

feedback delay network (FDN) is designed to generate percep-

tually plausible RIRs. A multiple stimuli with hidden reference

and anchor (MUSHRA) test and a two-alternative-forced-choice

(2AFC) discrimination task have been conducted to compare the

proposed method against ground truth recordings and conventional

RT-based approaches. The results show that the proposed system

delivers robust performance in various scenarios, achieving highly

plausible reverberation synthesis.

1. INTRODUCTION

Room acoustic simulation allows for the auralization of both real

and virtual rooms. The real-time interactive nature of technologies

such as gaming and virtual reality requires high computational effi-

ciency to achieve real-time updates of room acoustics simulations

in these scenarios [1][2]. In this background, the most commonly

used modelling method is geometrical acoustics (GA)[3] with typ-

ical algorithms including ray tracing (RT) [4] and the image-source

method (ISM) [5]. While ISM is quick to compute and accurate

for low order reflections, the advantage in RT is that it can si-

multaneously simulate both specular and diffuse reflections, which

are essential to achieve high-quality simulation [6]. However, ac-

curately simulating diffuse reflections requires a large number of

rays, which poses a challenge for real-time updates.

Artificial reverberation offers a computationally efficient alter-

native for simulating late reverberation, which is particularly suit-

able for real-time applications [7]. A commonly used algorithm for

generating artificial reverberation with predefined multiband re-

verberation times is the feedback delay network (FDN) [7], which

enables accurate control over room acoustic parameters such as

reverberation time (T60).
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A hybrid approach combining two methods in the time domain

may offer a balance between perceptual plausibility and computa-

tional efficiency in acoustic modelling. Typically, the early reflec-

tions of a room impulse response (RIR) are computed using geo-

metric methods such as the ISM and RT, while the reverberation

tail is synthesized using artificial reverberation techniques such as

the FDN. ISM is widely used in previous studies as the GA ap-

proach [8][9], as it can accurately simulate early reflections with

minimal computational cost, particularly in simple room geome-

tries. However, ISM typically only considers specular reflection

and does not include scattering or diffraction effects [10]. An-

other key challenge is the uncertainty in determining whether the

transition from specular to diffuse reflections occurs at a constant

reflection order. In real rooms, this transition is more gradual, as

scattering influences all diffuse reflections, including early non-

specular reflections [11]. In contrast, although RT has a higher

computational cost, it accounts for all types of reflection [3]. Pre-

vious studies have proposed running RT in parallel on GPUs, en-

abling greater efficiency and higher-order reflections [12]. This

approach offers significant advantages in interactive environments

[3].

Recent studies have introduced a range of optimizations for the

FDN, which can be broadly categorized into two goals: generating

smooth reverberation and achieving colorless reverberation. The

former focuses on increasing echo density and ensuring a smooth

reverberation buildup to avoid perceptually discrete or metallic ar-

tifacts. To this end, a filter feedback matrix (FFM) enabling the

simulation of non-specular reflections and enhances the diffuse-

ness and density of the reverberation [13]. The velvet feedback

matrix (VFM), in particular, can produce high echo density re-

verberation with extremely low computational cost [13]. Similar

optimization has also been achieved by directly employing velvet

noise sequences and filters [14][15]. Meanwhile, colorless rever-

beration aims to reduce spectral coloration by optimizing the feed-

back matrix and gain structure. An optimized differentiable FDN

has been developed to achieve this with fewer delay lines [16][17].

A recent study further integrates some of these strategies to estab-

lish a mapping between measured RIRs and FDN parameters [18],

providing a key inspiration for this study.

This study introduces a hybrid reverberation modelling system

that integrates scattering compensation and frequency-dependent

decay control with a recently developed optimized FDN structure.

The goal is to synthesize RIRs from low-order RT simulations that

are perceptually similar to the measurements. The proposed sys-

tem is structurally independent of the method used to generate the

input RIR. RT was selected for the simulation in this study over

< >

Proceedings of the 28th International Conference on Digital Audio Effects (DAFx25) Ancona, Italy, September 2-5, 2025

243

https://audiolab.york.ac.uk/
mailto:haowen.zhao@york.ac.uk
https://www.yamaha.com/en/
mailto:akihiko.suyama@music.yamaha.com
mailto:kazunobu.kondo@music.yamaha.com
https://audiolab.york.ac.uk/
mailto:damian.murphy@york.ac.uk
http://creativecommons.org/licenses/by/4.0/


Proceedings of the 28th International Conference on Digital Audio Effects (DAFx25), Ancona, Italy, 2 - 5 September 2025

the ISM due to its ability to handle both specular and diffuse re-

flections as well as higher orders. These properties are considered

beneficial for the future development of more stable compensation

strategies alghough such mechanisms are still under investigation.

Multiple stimuli with hidden reference and anchor (MUSHRA)

test and two-alternative-forced-choice (2AFC) listening tests were

conducted to assess its subjective plausibility in multiple scenar-

ios.

2. BACKGROUND

2.1. Ray tracing

RT is based on the assumption that sound propagates like rays,

which is a valid approximation at mid to high frequencies, where

the wavelength is small compared to room dimensions [7]. It en-

ables the estimation of time-energy responses by tracing the paths

of sound rays as they reflect off surfaces. Unlike the ISM, RT is

a stochastic technique that uses Monte Carlo sampling to estimate

the distribution of acoustic energy. This makes it especially useful

for complex geometries and for modelling both specular and dif-

fuse reflections [3]. Until now, there has been no real-time acoustic

simulation software based solely on RT [19], unless it is a hybrid

model such as room acoustics for virtual enviornments (RAVEN)

[20], which combines the ISM, RT, and radiosity techniques.

2.2. Feedback delay network

A standard FDN consists of a set of delay lines interconnected via a

feedback matrix defining each recirculating gain, with the transfer

function in the z-domain as [21]:

H(z) =
Y (z)

X(z)
= c

T
(

Dm(z−1)−A
)−1

b+ d (1)

where X(z) and Y (z) are the z-domain representations of in-

put and output signals, respectively. A is an N ×N feedback ma-

trix that determines the energy coupling between the delay lines,

and is typically chosen to be orthogonal to ensure energy preser-

vation and desirable reverberation characteristics [22]. The matrix

Dm(z) = diag(z−m1 , z−m2 , . . . , z−mN ) is a diagonal matrix

representing the delay lengths, where each mi corresponds to the

length (in samples) of the i-th delay line. The vectors b and c are

of size N × 1, defining the input and output gain distributions,

respectively. The scalar term d represents the direct-path gain, al-

lowing for a portion of the input to bypass the recursive structure.

2.3. Temporal transition strategies

A key consideration in hybrid modelling methods is how to man-

age the transition from early reflections to the late reverberant tail.

Existing approaches differ in whether this transition is handled at

a specific point in time, or distributed progressively over a period

[23].

Many systems define a distinct crossover point at which the

modelling method changes from ISM for early reflections, to sta-

tistical or artificial reverberators for the late reverberation. The

crossover point is often determined using criteria, such as a fixed

reflection order [10], a predefined amount of energy decay [8], or a

perceptually motivated echo density profile [24][25]. While these

approaches are straightforward to implement and allow for modu-

lar system design, they require careful calibration to ensure a per-

ceptually smooth transition and to avoid artifacts such as spectral

discontinuities or unnatural temporal textures.

Other approaches seek to reflect the continuous nature of the

echo build-up more directly. Instead of switching models at a fixed

time, these methods allow the contributions of specular and diffuse

components to vary over time. Some redistribute reflection energy

based on surface scattering coefficients [26], while others apply

time-dependent envelopes to shape the emergence of the diffuse

field [23]. Such strategies can improve perceptual smoothness and

physical plausibility, albeit with greater model complexity.

2.4. Scattering effect in FDN

Traditional FDN designs face challenges in achieving high echo

density while maintaining computational efficiency, particularly

in low-dimensional systems where it is difficult to generate suf-

ficiently dense impulse responses. To address this, the conven-

tional scalar feedback matrix in the standard FDN can be replaced

with a FFM composed of finite impulse response (FIR) or infi-

nite impulse response (IIR) filters. This structure introduces time-

spreading effects analogous to non-specular (scattering-like) re-

flections, thereby enabling the generation of significantly denser

impulse responses while maintaining computational efficiency.

A particularly effective design is the VFM [13], inspired by

the perceptual properties of velvet noise [27], a sparse sequence

of ±1 pulses that perceptually approximates white noise. By care-

fully controlling the pulse density δ in each FIR filter, the VFM

achieves perceptually dense impulse responses at minimal com-

putational cost. Specifically, the matrix is constructed so that each

entry Aij(z) contains a small number of non-zero coefficients (i.e.,

pulses), and the overall structure remains paraunitary. For a VFM

with K stages and N × N size, each matrix element becomes a

sparse FIR filter of approximately L = NK taps, with only δ · L
non-zero elements.

2.5. Colorless FDN design

Another key challenge in the design of the FDN is to achieve col-

orless reverberation. This issue is particularly noticeable in low-

dimensional FDN (i.e., N = 4, 6, 8), where the limited number of

delay lines leads to a wide and uneven distribution of modal exci-

tations, resulting in perceptually unnatural metallic ringing known

as coloration.

A differentiable FDN optimization was introduced in [16],

based on the finding that coloration is minimally affected by the

choice of frequency-dependent attenuation [28]. In this approach,

the feedback matrix A, as well as input and output gains b and c,

are optimized using stochastic gradient descent method in the fre-

quency domain, enabling the generation of perceptually colorless

reverberation even with as few as 4 delay lines [16].

3. METHOD

The proposed system aims to synthesize perceptually plausible

RIRs combining a low-order RT engine and an FDN to construct

a combined RIR as shown in Figure 1. Firstly, a complete RT

RIR is generated based on RT simulation. Then it is sent to es-

timate its frequency-dependent decay parameter via DecayFitnet

[29]. DecayFitNet is a lightweight neural network to estimate the
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parameters of the multi-exponential decay into an amplitude, de-

cay time, and a noise term. These estimates are used to shape the

attenuation filters within a VFM FDN, producing a compensated

RIR (VFM RIR) with improved echo density [13]. The RT RIR

is also used to define the delay line configuration for the FDNs,

which is passed to a differentiable FDN (Diff FDN). The VFM

RIR is then analyzed a second time using DecayFitNet to obtain

an updated decay parameter, which is then applied to Diff FDN for

colorless optimization. The output DFDN RIR is the stable late re-

verberation tail for the specified geometry. To construct the final

output, the mixing time is calculated from the DFDN RIR. The RT

RIR is then truncated at this point, retaining only the early reflec-

tions. The early part is combined with the DFDN RIR to produce

the final output system RIR.

Figure 1: Block diagram of the proposed hybrid reverberation sys-

tem, with green indicating the first optimization stage and blue the

second.

3.1. Ray tracing system

A proprietary Yamaha developed RT simulation is used in this sys-

tem and that prioritizes speed over accuracy for a 3D model. This

sound ray simulation system is simplified for speed optimization.

While it is capable of handling arbitrary 3D models, in this case,

the room shape is also simulated as a cuboid. In this study, the RT

simulation is configured with 30,000 rays and 10 reflection orders,

which provides a computationally efficient approximation and is

considered a low-order RT configuration in the context of hybrid

reverberation synthesis.

The system adopts a modular design that the RT stage runs in-

dependently of the late reverberation synthesis. As a result, decay

parameters are assumed to be unknown when the RIR is simulated

by RT. Therefore, a complete RT RIR is used as the input for pa-

rameter estimation.

3.2. Scattering-like effect compensation

To compensate for the low echo density typically observed in the

tail of RT RIRs, an FDN with a VFM is employed. The VFM

is configured with K = 4 stages and a density factor of δ = 1,

forming a dense FIR feedback structure. While traditional VFM

configurations use sparser impulses (e.g., δ = 1/30) to reduce

computation, this dense setup was selected to ensure a rapid in-

crease in echo density and produce a highly diffuse reverberation

tail.

The VFM structure directly influences the design of the delay

line length in the FDN. Since VFM rapidly increases echo density,

the selection of delay lengths becomes a vital factor in shaping the

fine temporal structure of the synthesized late reverberation. In

the proposed system, 8 delay lines were selected as mutually co-

prime intergers, uniformly distributed in order within a specified

range based on the target room size (T60) and perceptual selection.

First, a broad range for the delay line lengths was selected based

on the target T60. Then, a finer range was chosen based on per-

ceptual considerations: these intervals were found to best match

the recorded RIRs in terms of echo density and the smoothness of

late reverberation. For M702 (T60 = 0.71s), a smaller set of prime

numbered delay lengths was used in the range of 1000±2500 sam-

ples, while for the two larger rooms with T60 values around 1.0

s, longer primes were chosen in the range of 2500-5000 samples

(the specific delay configurations for each room and detailed room

information are listed in Section 4.1).

Before compensation, the complete RT RIR is analyzed using

DecayFitNet to estimate its frequency-dependent decay envelope

[29]. These estimates control a graphic equalizer (GEQ), which

shapes the frequency-dependent decay envelope by adjusting the

energy decay rate in each band individually [22].

3.3. Colorless FDN design

Despite compensation for echo density, some subtle high-

frequency distinctness was still perceived in certain cases. This

was because only 8 delay lines are included within the system to

save computational cost. To further reduce spectral coloration and

improve perceptual neutrality, the second stage of the system em-

ploys a colorless FDN architecture.

The implementation adopts the RIR2FDN framework [18],

which includes the use of DecayFitNet to estimate an updated

frequency-dependent T60, and an optimized differentiable FDN

architecture introduced in [16]. Different from the first stage, these

estimates from DecayFitNet are used to control a two-stage atten-

uation filter in [30], consisting of a shelving filter cascaded by

a GEQ to achieve an accurate approximation of the frequency-

dependent T60 throughout the frequency range. Compared to us-

ing a GEQ alone, the two-stage structure improves fitting accuracy

especially at the lowest and Nyquist frequencies [30]. In this work,

particular emphasis is placed on low-frequency control, as it plays

a more perceptually significant role in achieving plausibility.

Particularly the DecayFitNet has been reused here to reana-

lyze the frequency-dependent T60. As noted in [13], a configura-

tion with K = 3 for VFM compensation can cause deviations in

the reverberation time of up to 20% compared to the ground truth.

Since K = 4 is used in this system, the error introduced may be

even more noticeable. Subjective listening and objective analysis

confirmed that the T60 of the compensated IR systematically dif-

fer from the original RT RIRs. However, since the compensation

parameters were perceptually selected to match the recorded RIRs,

the resulting T60 aligns more closely with the recorded RIRs.

As this Diff FDN aims to achieve colorless effect based on

VFM RIR, the delay line configuration used here is set the same as

in the VFM FDN. In addition, an FFM is used within this frame-
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work, so it is also configured with K = 4 stages and a density

factor of δ = 1. For improved accuracy in shaping the frequency-

dependent decay, a one-third-octave GEQ is employed within the

two-stage attenuation filter design.

3.4. Transition Point

In this work a discrete transition point is used, selected on the basis

of the estimated mixing time of the DFDN RIR. The mixing time is

estimated using the echo density approach introduced by Abel and

Huang [31]. In each frame, a Hann-windowed is used to compute

the local energy standard deviation. The proportion of samples

that exceed this threshold is normalized by the expected value of

Gaussian noise. The first frame at which this normalized echo

density reaches or exceeds one is defined as the mixing time.

At the estimated mixing time, the RT RIR is truncated, and

the FDN-generated tail is appended. No crossfade or smoothing

is applied, as the optimized FDN should well match the energy

decay and echo density profile of the RT RIR, ensuring temporal

and perceptual continuity despite the hard switch.

This choice is further supported based on [32]. In this work,

it was shown that echo density evolution in FDNs aligns well with

mixing time estimated based on Abel’s method. As such, it of-

fers perceptual plausibility and is therefore adopted in this work to

define the crossover point between RT and FDN RIRs.

4. EVALUATION

To evaluate the perceptual performance of the proposed hybrid

system, two listening tests were conducted. A MUSHRA-like

test designed to evaluate the perceptual similarity of the proposed

method compared to a real recorded reference firstly. The sec-

ond was a 2AFC task aimed at evaluating the plausibility of the

proposed method. Specifically, whether listeners could reliably

distinguish its output from that of a real recording.

The test is run simultaneously in two places: AudioLab, Uni-

versity of York, UK and Yamaha Corporation, Hamamatsu, Japan.

24 people participated in the listening test in total, with 16 males

and 8 females. They were between 18 and 60 years old, with a

mean age of 30 years. None of them has any diagnosed hearing

loss. They are all audio researchers or audio engineers. Sennheiser

HD 650 headphones was used in York, while Yamaha HPH-MT8

studio monitor headphones was used in Hamamatsu [33]. Ethical

approval was obtained from the Physical Science Ethics commit-

tee, University of York [34].

4.1. Stimuli

In this work, three anechoic sources are used: female speech, a

cymbal, and an orchestra. All stimuli were 24-bit WAV files at a

sampling rate of 48 kHz and normalized to a target amplitude level

of -23.0 Loudness Units relative to Full Scale (LUFS). To reflect

a range of realistic acoustic environments, three different rooms

were selected for the listening tests, including a small conference

room, a classroom, and a multi-purpose auditorium. All three

spaces are real rooms located at the Yamaha Corporation head-

quarters in Hamamatsu, Japan, with the corresponding recorded

RIRs. In all rooms, the source was placed in the center of the

room, while the receiver was positioned at the center of one of

the side walls. The RT simulation was conducted using the same

combinations of sound source and receiver positions as in the RIR

measurement. An overview of room information is provided in

Table 1. Note that while the proposed system uses frequency-

dependent T60 estimation and control, the values listed in Table

1 are frequency-averaged for brevity.

Table 1: Overview of the three acoustic environments used in the

listening tests. The T60 was computed as the average across all

frequency bands.

Room T60 Description

M702 0.71 s Small conference room with carpeted

floor and soft furnishings.

Kenshu 1.08 s Mid-sized classroom with reflective

surfaces and partial acoustic treatment.

Shukai 1.01 s Multipurpose auditorium with wooden

floor and minimal absorption.

For the M702, the delay lengths were chosen in sample as

mM702 = {1009, 1217, 1429, 1657, 1847, 2069, 2281, 2477},

while for Kenshu and Shukai, the values were mKenshu, Shukai =
{2503, 2857, 3217, 3571, 3923, 4283, 4639, 4999}.

Five types of RIRs were used to generate the stimuli for the

MUSHRA test:

• Reference: the recorded RIR measured in the correspond-

ing real room.

• Target: the proposed hybrid system, which combines RT

and FDN-based late reverberation.

• RT-High: a high-fidelity RT RIR computed using 30,000

rays and 10 reflection orders as in the system.

• RT-Low: a lower-fidelity RT RIR using 10,000 rays and 10

reflection orders.

• Anchor: a perceptual lower-bound RIR obtained by apply-

ing a 3 kHz low-pass filter to the reference.

These RIRs were then convolved with three anechoic sources,

under three different room conditions (M702, Kenshu, Shukai),

resulting in a total of 45 MUSHRA stimuli (3 rooms × 3 sources ×

5 conditions).

In the 2AFC test, each stimulus pair consisted of the same

anechoic source convolved with either a Reference or the Target.

Each source±room combination was tested twice. Two additional

control trials, identical to the training examples, were randomly

inserted as hidden discrimination checks and excluded from the

analysis, resulting in 20 trials in total (3 rooms × 3 sources × 2

repetitions + 2 additional control trials).

4.2. Procedure

The test consisted of two sessions presented in a fixed order: a

MUSHRA-like quality rating test followed by a 2AFC plausibility

task. Between the two sessions, participants participated in a 5-

minute simple math game, which served as a distraction task to

reduce the potential perceptual bias between sessions.

4.2.1. Listening test 1: MUSHRA

The MUSHRA test was conducted first and was based on the web

audio API platform webMUSHRA [35]. Participants were allowed

to adjust the system volume during this session to ensure comfort-

able listening levels. In each trial, participants were presented with
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five versions of the same source signal, each convolved with a dif-

ferent RIR as noted above. The five stimuli were presented in ran-

domized order, with both the reference and the anchor included as

hidden items.

Participants rated the perceived similarity of each sample to

the hidden reference on a scale from 0 to 100. The playback was

set to loop automatically within each trial, but the participants were

free to pause as needed.

4.2.2. Listening test 2: 2AFC

The 2AFC test was conducted after the math game, as distraction

task. The test was delivered via Qualtrics [36], a cloud-based plat-

form that allows users to conduct online surveys for an online lis-

tening test. First, a brief training session was included. In each

trial, participants were presented with two versions of the same

sound source: one convolved with a Reference and the other with

the Target. The two samples were presented in random order in

each trial, and the trial sequence was designed to avoid consecu-

tive trials featuring the same source material, to reduce cross-trial

interference. They were asked to select the one they believed to be

virtual.

Each combination of source and room was tested twice. In ad-

dition, two hidden control trials were randomly inserted to monitor

the listener’s attention. They were the same trials as the training

examples (to which correct answers had been presented). Play-

back was not looped automatically, but participants could replay

each pair as many times as needed before making a decision.

5. RESULTS

Among the 24 participants who completed both listening tests,

data from 8 individuals were excluded from further analysis. 3

of them were due to their failure to correctly identify both hidden

discrimination check trials in the 2AFC test, and 5 of them had a

hard time recognizing the reference in more than 15% of the trials.

As a result, the reported findings are based on the remaining 16

participants.

5.1. MUSHRA

Results of the MUSHRA test are shown in Figure 2. Figure 2(a)

shows the overall score distribution across all sources and rooms.

As the normality assumption was not met based on the Shapiro-

Wilk test, the Friedman test was applied to analyze system ratings

across room and source conditions. For conditions showing signif-

icance, pairwise Wilcoxon signed-rank tests were conducted, and

multiple comparisons were corrected using the false discovery rate

(FDR) method.

Compared with RT-high, Target significantly outperformed it

in 7 out of 9 conditions. Among the remaining two trials, Shukai-

Cymbal showed borderline significance (p = 0.063), while Ken-

shuOrchestra showed a non-significant difference despite a higher

mean rating (p = 0.124). In contrast, in all 9 conditions, Target

received significantly lower ratings in all trials comparing to Ref-

erence (p < 0.001, FDR − adjusted), consistently showing the

existence of a perceptual difference.

A breakdown by room showed a significant improvements in

M702 (p = 0.030) and Kenshu (p = 0.018), with a borderline

result in Shukai (p = 0.067). When grouped by source, Target

showed a significant advantage in Speech (p = 0.013), while the

differences for Orchestra and Symbal were not statistically signif-

icant (p = 0.374 for both). Particularly, Target performed best

in M702Speech, achieving a mean rating of 83.44, which was the

closest to the Reference among all tested conditions.

5.2. 2AFC

The analysis covers 18 randomized questions per participant (ex-

cluding two hidden discrimination tasks) as presented in Table

2. The mean accuracy across all trials was 50.31%, not signifi-

cantly different from the 50% guessing level (p = 0.4777). In

2AFC plausibility tests, since no explicit reference was provided,

this is considered sufficient to indicate that the System is percep-

tually highly plausible comparing with the Reference [37]. Sig-

nal detection analysis was performed with a sensitivity index of

d′ = 0.0158, which falls within the range typically interpreted as

low discriminability in forced-choice paradigms [38]. The propor-

tion of first-answer ’A’ responses was 54.69%, with a bias z-score

of +1.6771, showing a slight but statistically non-significant ten-

dency to choose ‘A’.

Table 2: Signal Detection and Plausibility Test Results

Metric Value

Mean Accuracy 50.31%

Sensitivity d′ 0.0158
P (Choose A) 54.69%

Bias (z-score of P (A)) +1.6771
Binomial Test (p-value) 0.4777

Figure 3 shows the distribution of the accuracy of the partici-

pants. The results are mainly clustered around 50%, with no out-

liers, suggesting consistency between listeners. Figure 4, shows

the average accuracy by Room and Source. Most conditions re-

sulted in performance near the guessing rate. All combinations

with cymbal sounds showed slightly higher accuracy than average,

especially in M702. However, the rest of combinations in Kenshu

achieved lower accuracy than average, this may be because flutter

echoes in the Kenshu had a greater impact on non-transient sources

like speech and orchestra, which lack strong high-frequency con-

tent to mask such artifacts.

6. DISCUSSION

The results of the listening test suggest that the proposed hybrid

system achieves a generally plausible reverberation quality in sev-

eral acoustic scenarios. In the MUSHRA test, the system out-

performed both high- and low-order RT baselines, especially for

speech stimuli. In the 2AFC test, the overall results showed limited

discriminability, with listener accuracy largely clustered around

the chance level across different room and source conditions.

The choice of sound source influenced the test result. In the

2AFC test, Cymbal consistently scored above the chance level

(50%), which indicates that high-frequency transients of the cym-

bal can enhance perceptual discriminability in short comparison

tasks, particularly when overall plausibility remains limited. In

contrast, Orchestra showed increased 2AFC accuracy with larger

room sizes, possibly because spectral masking in the small room

increased the perceived plausibility of the simulation, even with

broadband content.
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(a) Overall scores (b) Speech (c) Orchestra (d) Cymbal

(e) M702 (f) Kenshu (g) Shukai

Figure 2: MUSHRA rating distributions across system conditions. (a) Overall scores, (b±d) split by audio source type, and (e±g) by room

condition.

Figure 3: Participant accuracy distribution in the 2AFC task. The

dashed line indicates the 50% guessing level.

The room-dependent deviations in T60 also have a great influ-

ence as also shown in Figure 5. While M702 showed good align-

ment with Reference, Shukai and Kenshu revealed mismatches, es-

pecially in Kenshu. This highlights a key limitation of the current

system: the echo density compensation achieved by the VFM has

not yet been reliably connected to the decay times. This mismatch

had a notable impact on the MUSHRA results. As shown in Figure

5, the Target in Kenshu received ratings that were much closer to

the RT baselines compared to the other two rooms, and deviated

more noticeably from Reference.

However, in the 2AFC test, the Kenshu condition has the

best performance. This suggests that although perceptual differ-

ences exist between Target and Reference, participants still per-

ceived Target with similar echo density as highly plausible where

no explicit reference was available. Although both 2AFC and

MUSHRA were used to evaluate the perceptual quality of the pro-

posed system, their results reflect distinct but complementary per-

ceptual criteria. The 2AFC task emphasizes plausibility, whether

a result sounds plausible and acceptable solo, without requiring

Figure 4: Mean recognition accuracy grouped by room and source.

Bars represent average performance, with the dashed line indicat-

ing chance level.

listeners to compare it to a reference directly. In contrast, the

MUSHRA test makes a direct comparison among multiple systems

using a fixed reference, making it more sensitive to subtle spec-

tral or temporal deviations. As a result, a system may be judged

plausible in 2AFC but still receive lower MUSHRA ratings due

to small perceptual differences. Similar findings were reported in

[39], who showed that plausibility and similarity ratings can be

different when evaluating virtual acoustic environments. These re-

sults suggest that combining both methods provides a more com-

prehensive understanding of perceptual outcomes, with 2AFC cap-

turing plausibility thresholds and MUSHRA showing the relative

perceptual similarity between systems.

A possible limitation from the RT is the relatively short dura-

tion of the synthesized RIRs, which typically end around 0.5 sec-

onds. This reflects the limited energy decay captured by low-order

RT and results in a reduced dynamic range for late reverberation

analysis. While such constraints may affect the accuracy of T60
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(a) M702 - Frequency-dependent T60 (b) Shukai - Frequency-dependent T60 (c) Kenshu - Frequency-dependent T60

(d) M702 - Echo Density (e) Shukai - Echo Density (f) Kenshu - Echo Density

Figure 5: Comparison of reverberation characteristics across rooms. Top row: Frequency-dependent T60 plots of the recording, proposed

system, and RT baselines. Bottom row: Echo density curves showing temporal build-up behavior across models.

estimation and limit perceptual plausibility, the regression regions

used for decay time calculation remained within a valid dynamic

range in all tested conditions. Furthermore, as the proposed system

builds based on the RT RIRs, their lengths were kept consistent

to ensure fair comparison. Extending the duration of synthesized

RIRs may further enhance both acoustic accuracy and perceptual

plausibility in future implementations.

7. CONCLUSION

This paper introduced a hybrid reverberation system that com-

bines low-order RT and FDN. To address the lack of scattering

in RT RIRs, a VFM was employed to enhance echo density in the

early response. Subsequently, a recently proposed mapping from

RIRs to FDN parameters was used to derive the structure of the fi-

nal FDN, ensuring colorless and smoothly decaying reverberation.

The modular framework also allows for extensions toward real-

time reverberation synthesis, in which early reflections could be

computed on the fly and combined with the pre-optimized FDN-

based late reverberation tail. The proposed system narrows the

gap between low-cost acoustic simulation and perceptually plau-

sible reverberation, providing a controllable synthesis framework

that brings new possibilities for designing RIRs for virtual rooms.

Listening tests, including MUSHRA and 2AFC, demonstrated

that the system achieves perceptually plausible results under var-

ious conditions, in some cases approaching the quality of real

recordings. Future work will focus on improving the scattering

compensation strategy by making the design of the VFM more

physically informed.
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