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Quantum state estimation is a fundamental task in quantum information theory, where one estimates real

parameters continuously embedded in a family of quantum states. In the theory of quantum state estima-

tion, the widely used Cramér Rao approach which considers local estimation gives the ultimate precision

bound of quantum state estimation in terms of the quantum Fisher information. However practical scenar-

ios need not offer much prior information about the parameters to be estimated, and the local estimation

setting need not apply. In general, it is unclear whether the Cramér-Rao approach is applicable for global

estimation instead of local estimation. In this paper, we find situations where the Cramér-Rao approach

does and does not work for quantum state estimation problems involving a family of bosonic states in a

non-IID setting, where we only use one copy of the bosonic quantum state in the large number of bosons

setting. Our result highlights the importance of caution when using the results of the Cramér-Rao approach

to extrapolate to the global estimation setting.

I. INTRODUCTION

Quantum sensors promise to estimate parameters with
unprecedented precision, and are based on a mathemati-
cal primitive known as quantum state estimation. In quan-
tum state estimation, the task is to estimate physical pa-
rameters embedded within quantum states with minimal
error. The Cramér-Rao approach [1–6], a prevalent tech-
nique in quantum state estimation which provides lower
bounds on the minimum mean square error (MSE) of the es-
timate. Such lower bounds, known as Cramér-Rao bounds,
use Fisher information obtained from quantum measure-
ments. Since the Fisher information captures only the local
structure of a statistical model, Cramér-Rao bounds are best
suited for local estimation problems, where one assumes
that the unknown parameter is within a small neighborhood
of a known value. In multiparameter quantum state estima-
tion, the Cramér-Rao approach is more complicated than in
the single parameter case; unlike the single-parameter case,
where the Cramér-Rao bound is simply the inverse of the
quantum Fisher information [1], the multiparameter situa-
tion requires additional nontrivial techniques [6].

Despite the prevalence of Cramér-Rao bounds in quan-
tum state estimation theory, one should take note that they
are designed for the local estimation setting, and not the
global estimation setting where neither the location nor the
size of the parameters’ neighborhood are known [7–13].
Even with quantum state estimation problems use indepen-
dent and identically distributed (IID) parametrized quan-
tum states, the MSE for global estimation settings and the
MSE for local estimation settings can differ. For example, in
Ref. [7] which investigates the canonical phase estimation
problem for qubit systems, it was shown that the MSE of
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the global estimation problem is π2 times larger than the
MSE of the local estimation problem. Similar observations
were made in [12, Section 4], [13, Section 5]. Ref. [14] in-
vestigates the phase estimation problem using two bosonic
modes, and similarly finds that the NOON state fails to sat-
urate the Cramér-Rao in the global estimation setting while
several studies [15–18] implemented the NOON state for
this aim according to the proposal [19–21].

An even larger disparity between the MSE of global esti-
mation and the MSE of local estimation problems has been
observed [22–26], even in some classical parameter estima-
tion problems that pertain to estimating entropy and Rényi
entropy in classical systems in the IID setting. In the IID
setting of estimating quantum entropy and quantum Renyi
entropies of quantum states, [25, 26] similarly found that
quantum Cramér-Rao bounds are not accurate for a global
estimation strategy 1.

Given the possible disparity between the MSE between
global and local estimation problems in the IID setting, one
might not expect Cramér-Rao bounds to be accurate in a
more complicated non-IID setting. However, it was surpris-
ingly found that in the context of classical estimation theory
that the non-IID situation globally estimating parametrised
classical Markovian processes and classical hidden Marko-
vian processes with a finite state system have MSE accu-
rately described by Cramér-Rao bounds [30, 31].

Hence, it is non-trivial to determine whether a Cramér-
Rao bound is accurate for global estimation problems, even
in the IID setting. While the attainability of the Cramér-Rao

1 This is because the Cramér-Rao bound is equal to the varentropy [27,

28], whose maximum value is upper bounded by (log d)2 [29, Lemma

8]. If the Cramér-Rao approach were to accurately describe the optimal

performance of global estimation strategies with a constant error, then

the number of copies of states needed (sample complexity) is O(log d)2

for a d-dimensional system. However, estimating both the classical and

quantum entropy to a constant error requires much larger complexity,

even in the classical setting [22–26].
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bound has been studied in the one-copy setting [32], the at-
tainability of Cramér-Rao bound for other non-IID settings
has been less studied.

In this paper, we study the accuracy of Cramér-Rao
bounds for the global estimation of bosonic quantum states
in a very non-IID setting, where we only have one copy of a
parametrised bosonic quantum state, and consider the limit
where the number of bosons becomes very large. Bosonic
quantum states are ubiquitous, because any fundamental
particle in the universe is either a boson or a fermion. Fur-
thermore, we can realize a boson as a composite particle,
comprising of an even number of fermions and number of
bosons. In the mathematical framework of second quan-
tization, bosons are naturally represented in the Fock ba-
sis, where basis elements count the occupancy of bosons in
the available modes. For indistinguishable bosons, the cor-
responding quantum state resides within a space spanned
that is invariant under any permutation of the underlying
bosons, and are hence symmetric. We can realize such
bosons in various physical systems, such as Bose-Einstein
condensates (BECs) in cold atomic systems [33].

Mathematically, bosonic states have the same structure
as symmetric states. In the context of local estimation the-
ory, symmetric states promise a quantum advantage in cer-
tain quantum metrology problems in the noiseless setting.
The additional simplicity of the preparation and control of
symmetric states [34, 35] makes symmetric states attrac-
tive candidates to demonstrate the near-term advantage of
quantum technologies. However in a practical setting, we
may not have the requisite prior information about the pa-
rameters embedded within these symmetric states that are
to be estimated, and require a global estimation strategy.
Given this, it is pertinent to understand the applicability of
the Cramér-Rao approach, particularly for the symmetric
states for which it is purported that a quantum advantage
might be available.

First, we focus on families of bosonic states that are di-
agonal in the number basis. Namely, we consider bosonic
states that are probabilistic mixtures of states with a fixed
number of bosons with the following probability distribu-
tions; (1) a geometric distribution, (2) a binomial distribu-
tion, and (3) a delta distribution. The embedded parameter
describes the probability distribution. In this case, we show
that the MSE from the Cramér-Rao approach is equal to the
MSE in the global estimation setting.

Second, we proceed to families generated by unitary evo-
lutions of SU(2) over probe states that begin in the number
basis. Unlike many previous studies [7–11, 36–46] that fo-
cus on estimating mutiple phases in a similar setting, we
specifically address the less studied scenario of the estima-
tion of the state family generated by unitary evolutions of
SU(2). The probe states can be in a (1) binomial distribu-
tion, (2) geometric distribution, and a (3) delta distribution
in the number basis. For this, we consider the problem of
estimating parameters embedded in a unitary model, where
the unitary channel acts on the probe state. We analyze the
global estimation of this problem by drawing an analogue
between the bosonic system and the SU(2) system with a

spin- j system, and we employ the covariant approach ini-
tiated by Holevo [47], [2, Chapter 3]. This covariant ap-
proach allows us to solve a minimax problem with group
symmetry [47], [2, Chapter 4], [48, Chapter 4]. Since we
may describe global estimation using an appropriate mini-
max problem, the covariant approach works for the global
estimation. By calculating both local and global estimation
bounds, we are able to determine if the Cramér-Rao ap-
proach is accurate for the global estimation of our unitary
model.

The remaining part of this paper is organized as follows.
First in Section II, we explain how bosonic states may arise
in practice, and one may prepare the families of bosonic
states that we consider in our paper. Second in Section III,
we review the general formulation of quantum state estima-
tion based on the Cramér-Rao approach. Third in Section
IV, we discuss the attainability of the Cramér-Rao bound in
the global estimation setting with respect to several quan-
tum state estimation problems. Fourth in Section V, we dis-
cuss the attainability and the unattainability of the Cramér-
Rao bound in the global estimation setting with respect to
several quantum state estimation problems under a unitary
model. Finally in Section VI, we have a final discussion of
the results that we obtain.

II. BOSONIC STATES AND THEIR PREPARATION

A. Boson Fock space and geometric distribution

There are physical systems where we may realize in-
distinguishable identical bosons. For instance, ultracold
neutral atoms, when sufficiently cooled and confined, can
become indistinguishable, and hence are fundamentally
bosonic states. We can interpret neutral atoms using their
total spin or electronic states as internal degrees of freedom
as bosonic states. Similarly, we can interpret photons that
are indistinguishable in all aspects except for their polariza-
tions as bosonic states.

An example of a bosonic system that is controllable in
the near term with a large number of bosons is a system
of ultracold neutral atoms. Neutral atoms can be realised
as bosons if we interpret each neutral atom as a composite
particle with an equal number of protons and electrons and
an even number of neutrons. Almost every neutral atom
has an isotope that is a boson. Examples of neutral atoms
that are bosons include group I elements such as Li-7, Na-23
and Rb-87. BECs of such indistinguishable identical neutral
atoms are now routinely realized in experiments, with the
number of bosons being as large as 1010 [33]. For ultra-
cold neutral atoms, the internal degrees of freedom can for
instance correspond to the total spin of each atom, which
can take on two accessible values. For photons, the internal
degrees of freedom can correspond to their horizontal and
vertical polarizations.

Our paper considers the quantum state estimation prob-
lem for a system of n identical and indistinguishable bosons.
We model the bosonic system with d kinds of distinguish-
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able modes as the d-mode bosonic Fock space HB,d , which
is spanned by the basis {|n1, n2, . . . , nd〉B : n1, . . . , nd ≥ 0}.
The space HB,d is written as the tensor product space H

⊗d
B

,
where HB is the one-mode bosonic Fock space spanned by
the basis {|n〉B}∞n=0

. The d-mode Fock space can also de-
composed as

HB,d =

∞
⊕

n=0

HB,d,n, (1)

where HB,d,n are Fock spaces with a total of n bosons in d

modes spanned by

Bn := {|n1, n2, . . . , nd〉B :

d
∑

k=1

nk = n, nk ≥ 0}. (2)

We may interpret the spaces HB,d,n as constant excitation
spaces with n excitations [49], which are eigenspaces of
Hamiltonians that are sums of independent and identical
single-mode operators diagonal in the Fock basis. The space
HB,d,n is also isomorphic to the symmetric subspace in n-fold
tensor product space of the d-dimensional space. Since au-
tomorphisms on symmetric space can be described using
the group SU(d), we can also use SU(d) to describe auto-
morphisms on HB,d,n.

Hereafter, we focus on the case with d = 2, which cor-
responds to bosons with two internal degrees of freedom.
Denoting the spin- n

2 space as H n
2
, we may decompose the

space HB,d,n as a direct sum of spin-spaces given by

HB,2 =

∞
⊕

n=0

H n
2
. (3)

The spin- j space is spanned by {| j; m〉} j
m=− j

, and its auto-

morphisms have the symmetry of the group SU(2), where
the operators J1, J2 and J3 satisfy the commutation relations
[Ji , J j] =

p
−1εi, j,kJk and form the Lie algebra of SU(2),

with εi, j,k denoting the Levi-Civita symbol, and J3 being a
diagonal operator in the Fock basis. Using this idea, we can
identify the vector |n− k, k〉B in the boson Fock space with
the vector | n

2
; k− n

2
〉 in the spin- n

2
space.

We may realize the geometric distribution on two-mode
Fock states in the number basis with a total of n bosons
by starting from thermal states of a two-mode Hamiltonian
given by Gα1,α2

:= α1N1 + α2N2, where N j is the number
operator on the j-th mode. This Hamiltonian Gα1,α2

repre-
sents the sum of two independent single-mode Hamiltoni-
ans in the Fock basis where the energy properties of the two
modes can be different. The thermal state that corresponds
to the Hamiltonian Gα1,α2

at the inverse temperature β is
given as c exp(−βGα1,α2

) for some normalizing constant c,
which we can write as

ρG,α1,α2,β = c
∑

n1 ,n2≥0

e−β(α1n1+α2n2)|n1, n2〉B〈n1, n2|B . (4)

After we measure the total number of bosons and observe

n bosons, the state becomes

ρ
(n)

G,r = c′
n
∑

k=0

e−β(α1(n−k)+α2k)|n− k, k〉B〈n− k, k|B

= c′′
n
∑

k=0

rk|n− k, k〉B〈n− k, k|B (5)

for other some normalization constants c′ and c′′, where

r = e−β(α1−α2). The state ρ
(n)

G,r is a geometric distribution in

the number of bosons in the second mode, with geometric
ratio given by r.

Next, we consider the case when a beam splitter oper-
ator applies across the two modes. Since the beam split-
ter operator corresponds to an element of g ∈ SU(2),
we can consider the state estimation for the state family

{U n
2 ,gρ

(n)

G,rU
†
n
2 ,g

: g ∈ SU(2)} on the spin- n
2 space H n

2
, where

U n
2 ,g denotes a unitary representation of g on the space H n

2
.

Since J3 is a diagonal operator in the Fock basis, it leaves

the state ρ
(n)

G,r
invariant. Then we may identify the param-

eter space as the homogeneous space SU(2)/U(1), where

U(1) is the one-parameter group generated by J3. We con-
sider estimating the group parameter [g] ∈ SU(2)/U(1)

under the state family {U n
2 ,gρ

(n)

G,r U†
n
2 ,g

: [g] ∈ SU(2)/U(1)},
which amounts to estimating two real-valued parameters.

B. Symmetric space and binomial distribution

Since a spin- n
2 system is mathematically equivalent to the

symmetric subspace of an n-qubit system, we can repre-
sent a bosonic state mathematically as a symmetric state
on n qubits. Manipulating symmetric states is achievable in
the near-term, because the requisite quantum control tech-
niques do not require the individual addressability of indi-
vidual qubits [34]. By leveraging on existing experimen-
tal know-how both in creating BECs and controlling large
numbers of identical indistinguishable neutral atoms [33]
and controlling photonic systems [50], conducting actual
quantum sensing experiments on such symmetric states is
a near-term possibility.

In this scenario, we can consider another distribution in-
stead of the geometric distribution. That is, we discuss how
to prepare the following state over the spin- j system

ρ =

j
∑

m=− j

pm| j; m〉〈 j; m|, (6)

where (1) pk follows a binomial distribution and (2) pk fol-
lows a delta distribution.

On the symmetric space, the operators J1, J2 and J3 are
angular momentum operators that map symmetric states to
symmetric states. In terms of the Pauli operators σ1,σ2 and
σ3, we can write the angular momentum operator J j as

J j =
1

2
(σ
(1)

j
+ · · ·+σ(n)

j
), (7)
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where σ
(k)

j
denotes Pauli operator σ j on the k-th particle.

One may prepare a quantum state ρ with a binomial dis-

tribution of states in the basis {| j;m〉} j
m=− j

, that is where

pm =
�

n
n
2+m

�

p
n
2−m(1−p)

n
2+m, according to the following pro-

cedure. First, one prepares the initial separable state

|ψp〉 =
�

p

1− p|1
2

;−1

2
〉+pp|1

2
;

1

2
〉
�⊗n

. (8)

Second, one dephases the pure state |ψp〉 in the basis Bn

using the master equation dτ/d t = D(τ), where

D(ρ) = γ(J3ρJ †
3
− 1

2
J †

3
J3ρ −

1

2
ρJ †

3
J3). (9)

Since we have

|ψp〉 =
n
2
∑

m=− n
2

q

p
n
2−m(1− p)

n
2−m

√

√

√

�

n
n
2 +m

�

|n
2

; m〉, (10)

complete dephasing of the state |ψp〉 in the eigenba-
sis of J3 will yield a binomial distribution of states

in the basis {| j; m〉} j
m=− j

. In particular, we have

limt→∞ eDt(|ψp〉〈ψp|) = ρ(n)B,p where

ρ
(n)

B,p
:=

n
2
∑

m=− n
2

�

n
n
2
+m

�

p
n
2−m(1− p)

n
2+m|n

2
; m〉〈n

2
; m|, (11)

and eDt = I +
∑∞

k=1
t k

k!
D

k , and I denotes the identity op-

erator. Hence, one can apply etD on |ψp〉 for large t to ap-
proximately obtain a binomial distribution on states in the

basis {| j;m〉} j
m=− j

.

Once an unknown unitary U n
2 ,g with g ∈ SU(2) is ap-

plied, in the same way as with the geometric distribu-

tion, we can consider the state family {U n
2 ,gρ

(n)

B,pU†
n
2 ,g

:

[g] ∈ SU(2)/U(1)}.

C. Delta distribution

A state with the delta distribution in (6) can be prepared
as follows. There are probabilistic approaches to prepare
a specific state in the number basis. For the probabilistic
approach, one can prepare a binomial or geometric distri-

bution of states in the basis {| j;m〉} j
m=− j

, and subsequently

measure in the basis {| j;m〉} j
m=− j

. For the deterministic ap-

proach, one can use an ancillary bosonic mode along with
a dispersive interaction Hamiltonian that is proportional to
a†a⊗ J3 to implement unitary operations in the spin- j sys-
tem using geometric phase gates [34, 51, 52].

III. GENERAL FORMULATION OF CRAMÉR-RAO APPROACH

In quantum state estimation, we are given copies of an
unknown state ρθ0

from the set of quantum states {ρθ :

θ = (θ 1, . . . ,θ d ) ∈ Θ} where Θ is a continuous set in Rd .
We assume that the quantum states ρθ are differentiable
with respect to parameter θ for all θ ∈ Θ. Our objective is

to find the minimum MSE of a locally unbiased estimator θ̂
that estimates the true parameter θ0.

We describe a measurement using a set of positive op-
erators Π = {Πx : x ∈ X } labeled by a set X , where the
completeness condition

∑

x∈X Πx = I holds. By Born’s rule,
a measurement Π on a quantum state ρθ gives the classi-
cal label x and the state Πxρθ/Tr(Πxρθ ) with probability
pθ (x) = Tr(Πxρθ ). Given a function f of the classical label
x , we denote E[ f (x)|Π] as the expectation of f (x), with
probability distribution obtained according to Born’s rule.

Given a measurement Π and an estimator θ̂ that depends

on the classical label x , we denote Π̂ = (Π, θ̂ ) as an estima-
tor. When the true parameter θ0 is equal to θ , we define
the mean-square error (MSE) matrix for the estimator Π̂ as

Vθ [Π̂] =

d
∑

i, j=1

|i〉〈 j|Eθ
�

(θ̂ i(x)− θ i)(θ̂ j(x)− θ j)|Π
�

.

In multiparameter quantum metrology, the objective is

to find an optimal estimator Π̂ = (Π, θ̂ ) that minimizes
TrGVθ [Π̂], where a weight matrix G, a size d positive
semidefinite matrix, quantifies the relative importance of
the different parameters.

Our estimator Π̂ is unbiased at θ0 = θ if for all i =
1, . . . , d, the expectation of our estimator equals the true
value of the parameter θ0 when θ0 = θ , that is

Eθ

�

θ̂ i(x)|Π
�

=
∑

x∈X
θ̂ i(x)Tr
�

ρθΠx

�

= θ i . (12)

Our estimator is globally unbiased if (12) holds for all θ ∈
Θ. We can also consider locally unbiased estimators, which
are estimators that are unbiased in the neighborhood of the

true parameter θ0. For this aim, we define Dj :=
∂ ρθ
∂ θ j |θ=θ0

,
and ρ := ρθ0

. Taking partial derivatives on both sides of
(12), we get

∂

∂ θ j
Eθ

�

θ̂ i(x)|Π
�

=
∑

x∈X
θ̂ i(x)TrDjΠx = δ

j

i
. (13)

The estimator Π̂ is locally unbiased if (12) holds for all i =

1, . . . , d for a fixed θ where θ0 = θ , and when (13) holds
for all i, j = 1, . . . , d.

For any weight matrix G =
∑d

i, j=1
gi, j |i〉〈 j|, the tight

Cramér-Rao (CR) type bound, i.e., the fundamental preci-
sion limit [6], is

Cθ [G] := min
Π̂ :l.u.atθ

Tr
�

GVθ [Π̂]
�

,

where ‘l.u. at θ ’ indicates our minimization over all possible
estimators under the locally unbiasedness condition. Since
this minimum is attained by Π̂ satisfying (12) when we im-
pose only the condition (13), it suffices to consider Cθ [G]
as a minimization with only the condition (13).
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To evaluate Cθ [G], we often focus on the symmetric loga-
rithm derivative (SLD) L j , which is an operator that satisfies
the equation

Dj =
1

2
(L jρ +ρL j). (14)

The SLD Fisher information matrix F = (Fi, j) is given as

Fi, j :=
1

2
TrLi(L jρ +ρL j). (15)

The tight CR bound Cθ [G] can be lower bounded as follows

Cθ [G]≥ CS
θ
[G] := TrGF−1. (16)

The RHS of (16) is called the SLD bound.
In the one-parameter case, we do not need to handle the

trade-off among various parameters. In this case, the equal-
ity in (16) holds. We can attain this bound using a projec-
tive measurement in the eigenbasis of the SLD L. Hence,
in the multiple-parameter case, when the SLDs L j are non-
commutative, their spectral decompositions cannot be mea-
sured simultaneously. However, it is possible to randomly
choose one of the SLDs L j and measure it, as was studied
in [53]. To discuss a simple case of this strategy, we as-
sume that the SLD Fisher information matrix J has no off-
diagonal element. The tight CR bound Cθ [G] can be eval-
uated simply as follows [1].

Cθ [G]≤ dTrGF−1. (17)

We attain the SLD bound by measuring in the eigenbasis of
the SLD L j with equal probability for j = 1, . . . , d. Thus,
when d = 2, the SLD bound decides Cθ [G] within twice the
range.

To get a better lower bound, we often focus on the right
logarithm derivative (RLD) L̃ j, which is an operator that
solves the equation

Dj = ρ L̃ j . (18)

The RLD Fisher information matrix F̃ = (J̃i, j) is given as

F̃i, j := TrL̃iρ L̃ j . (19)

The tight CR bound Cθ [G] can be lower bounded as follows.

Cθ [G] ≥ CR
θ [G] := TrRe

p
GF̃−1
p

G + Tr|Im
p

GF̃−1
p

G|.
(20)

The RHS of (20) is called the RLD bound [2, Chapter 6]. To
consider this bound, we define the operator D as

[ρ, X ] =
1

2
(ρD(X ) + D(X )ρ). (21)

We say the D-invariant condition holds if D(L j) is in the
linear span of L1, . . . , Ld . We define matrix D = (Dj,k) as

Dj,k := TrD(L j)Dk. In this case, the F̃−1 is calculated as [2,
Chapter 6]

F̃−1 = F−1 +
i

2
F−1DF−1. (22)

Then, the RLD bound is calculated as [2, Chapter 6]

CR
θ
[G] = TrGF−1 +

1

2
Tr|
p

GF−1DF−1
p

G|. (23)

and is a better lower bound than the SLD bound. Since (22)
implies

F̃−1 ≤ 2F−1, (24)

we have

TrGF−1 ≤ CR
θ
[G] ≤ 2TrGF−1. (25)

That is, the RLD bound differs from the SLD bound by up
to a factor of two for D-invariant models.

As a tighter lower bound, we employ Holevo-Nagaoka
(HN) bound as follows [2, 5, 54]. Given a tuple of Her-
mitian matrices ~X = (X1, . . . , Xd), we define the matrix
Z( ~X ) = (Z j,k( ~X )) as

Z j,k( ~X ) := TrρX j Zk. (26)

We impose the following condition to ~X ;

TrX j Dk = δ j,k. (27)

Then, we define

CHN
θ [G] :=min

~X
TrGRe Z( ~X ) + Tr|

p
GIm Z( ~X )

p
G|, (28)

where the minimum is taken under the condition (27).
Then, we have

CHN
θ
[G]≤ Cθ [G]. (29)

Furthermore, we have

CR
θ
[G]≤ CHN

θ
[G] (30)

CS
θ
[G]≤ CHN

θ
[G]. (31)

When the model is D-invariant, the equality in (30) holds
[5].

For example, when we choose ~X as ~X∗ = (Xk,∗) with

Xk,∗ :=
∑d

j=1
(F−1)k, j L j , ~X∗ satisfies the condition (27).

Also, we have Re Z( ~X∗) = F−1. Since Z( ~X ) ≤ 2Re Z( ~X ),
we have

CHN
θ
[G]≤ TrGRe Z( ~X∗) + Tr|

p
GIm Z( ~X∗)

p
G|

≤ 2TrGRe Z( ~X∗) = 2TrGF−1. (32)

That is, the HN bound differs from the SLD bound by up to a
factor of two for D-invariant models. Hence for D-invariant
models, we have good upper and lower bounds on the tight
CR-bound based on the easily computable SLD bound.
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IV. ATTAINABILITY OF THE CRAMÉR-RAO BOUND IN THE
GLOBAL ESTIMATION SETTING

Here, we give examples where the tight Cramér-Rao
bound equals to the minimum MSE for global estimation
strategies.

First, we consider the task of estimating the parameter

p in the state ρ
(n)

B,p that is a binomial distribution of states

in the basis {|n − k, k〉B}nk=0
. By measuring in the basis

{|n − k, k〉B}nk=0
, we obtain a binomial distribution, which

has a Fisher information of
2 j

p(1−p)
. Hence the tight Cramér-

Rao bound Cp[1] is
p(1−p)

2 j
. We can attain this bound with a

global estimator of the parameter p according the following
strategy. First we measure this density matrix in the basis
{|n− k, k〉B}nk=0

. Second, if we observe the state |n− k, k〉B ,

we set our estimate as k
n
. This estimator is unbiased because

it has expectation p. Moreover, it has MSE
p(1−p)

n which at-
tains the tight Cramér-Rao bound.

Second, we consider estimating the parameter r in the

state ρ
(n)

G,r
which is a normalized geometric distribution on

states in the basis Bn. By measuring in the basis Bn, the
estimation problem reduces to estimating a geometric dis-
tribution. Now, let us see why the tight Cramér Rao bound
in this case is equal to the minimum MSE for the global es-
timation of r.

We begin with the parametrization Pθ (k) := eθ−1
eθ(n+1)−1

eθk,
which is known as the natural parameter in the field of
information geometry [55]. Since the geometric distribu-
tion is an exponential family, the tight CR bound is globally
achieved under the expectation parameter η(θ) [55], which
is defined as η(θ) :=

∑n

k=0
kPθ (k) where we may calculate

η(θ) as

η(θ) =
neθ (n+1) + 1

eθ (n+1) − 1
− 1

eθ − 1
=

nrn+1 + 1

rn+1 − 1
− 1

r − 1
. (33)

Then, the Fisher information for θ is Fθ :=
∑n

k=0
k2Pθ (k)−

η(θ)2 which can be calculated as

Fθ =
n(n− 1)eθ (n+1) + 2

eθ (n+1) − 1
+

eθ (n+1) − 3

eθ (n+1) − 1
η(θ)−η(θ)2

=
n(n− 1)rn+1 + 2

rn+1 − 1
+

rn+1 − 3

rn+1 − 1
−η(θ)2

=
n(n− 1)rn+1(rn+1 − 1) + 2(rn+1 − 1)

(rn+1 − 1)2

+
(rn+1 − 3)(nrn+1 + 1)

(rn+1 − 1)2
η(θ)−η(θ)2. (34)

In this case, when the parameter to be estimated is set to
η(θ), the estimator is given as k. This estimator satisfies
the unbiasedness condition, and its variance is Fθ , i.e., the
Fisher information of the natural parameter. We can use
this procedure to estimate r globally with MSE that attains
the tight CR bound Cθ [I].

V. UNATTAINABILITY OF THE CRAMÉR-RAO BOUND IN THE
GLOBAL ESTIMATION ESTIMATION SETTING

A. Local estimation of a unitary channel

We consider the covariant model on symmetric states of
n qubits. Using the representation theory of SU(2), we in-
terpret such symmetric states with a spin j = n

2 system,
wherein it is natural to interpret the number state |n−k, k〉B
as a spin state | j;− j + k〉. We focus on a diagonal state ρ
for this basis given as

ρ :=

j
∑

m=− j

pm| j; m〉〈 j; m|. (35)

Then, given a parameter θ := (θ1,θ2), we consider the state

family ρθ := UθρU
†

θ
, where Uθ := exp(i(θ1J1 + θ2J2)).

The two-parameter space Θ is given as {θ |0 ≤ |θ | ≤ π}.
This state family {ρθ }θ has two parameters, and is obtained
from applying unitary operator Uθ on an initial probe state
ρ. In this model, the SLD Fisher information is diago-
nal, in the sense that F1,2 = F2,1 = 0. This implies that

CS
θ
[I] = F−1

1,1
+ F−1

2,2
. Furthermore,

F1,1 = F2,2 =

j−1
∑

m=− j

4(pm+1 − pm)
2

pm+1 + pm

( j −m)( j +m+ 1). (36)

From (36), we can apply the Cramér-Rao approach on
probe states initialised as (1) a binomial distribution of
number states, (2) a geometric distribution of number
states, and (3) a delta distribution of number states.

1. Binomial distribution:- Now consider the case when
ρ = ρ

(n)

B,p. When p is fixed and j = n
2 increases, the di-

agonal element of the SLD Fisher information F (n),B,p

can be calculated as

F
(n),B,p

1,1
= F

(n),B,p

2,2
∼= 2n. (37)

Hence CS
θ
[I]∼= 1/n.

2. Geometric distribution:- Consider ρ as ρ
(n)

G,r
. From

Appendix A, this model satisfies the D-invariant con-
dition. Hence, the RLD bound gives a tighter lower
bound than the SLD bound. As calculated in Ap-
pendix C, when r is fixed and j = n

2 increases, the
RLD bound is approximated as

CR
θ [I]
∼= 4r

n(r − 1)
. (38)

3. Delta distribution:- Consider pm = δm,a for some in-
teger a ∈ [− j + 1, j − 1]. Then we have

F1,1 = F2,2 = 2( j2 − a2) + 2 j. (39)

Hence when a is proportional to n, both F1,1 and F2,2

are quadratic in j and n. Then we have CS
θ
[I] ∼=

(1/4− α2)−1/n2 where α= a/n.
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B. A group covariant approach for global estimation

We consider the state family {ρθ }θ as given in Section V.
Since the state family {ρθ }θ has a group covariant struc-
ture, we can employ a group covariant approach [47], [2,
Chapter 4], [48, Chapter 4], where we employ a group co-
variant error function.

Now we consider the spin j system H j spanned by

{| j; m〉} j
m=− j

. For an unknown value of θ , and our estimate

θ̂ , we can denote the fidelity between the states Uθ | 12 ; 1
2 〉

and Uθ̂ | 12 ; 1
2
〉 as

R(θ , θ̂ ) := Tr
�

Uθ |
1

2
;

1

2
〉〈1

2
;

1

2
|U†

θ

��

Uθ̂ |
1

2
;

1

2
〉〈1

2
;

1

2
|U†

θ̂

�

= |〈1
2

;
1

2
|U†

θ
Uθ̂ |

1

2
;

1

2
〉|2. (40)

When θ = 0, this fidelity simplifies to R(0, θ̂ ) = cos2(θ̂/2).

We define the error function of our estimate to be η(θ̂) :=

4(1− R(0, θ̂ )), which to leading order in θ̂ is equivalent to

|θ̂ |2. In this definition, the error function η(θ̂) is to leading

order in θ̂ equivalent to the MSE of θ̂ in the local estimation
scenario when θ = 0.

We identify the parameter space with the homogeneous
space Θ = SU(2)/U(1), where U(1) is the one-parameter
group generated by J3. Then, we employ the invariant
probability measure ν on our parameter space Θ under
the above identification. The estimator is a POVM M =

{M(dθ̂) : θ̂ ∈ Θ} with outcomes parametrised according
to elements in Θ. Given an estimator M , we focus on the
Bayesian average

Rν(M) :=

∫

Θ

∫

Θ

R(θ , θ̂ )TrρθM(dθ̂ )ν(dθ). (41)

Also, we can calculate the performance of the global es-
timation strategy for the worst possible value of the true
parameter using the expression

R(M) :=min
θ∈Θ

∫

Θ

R(θ , θ̂ )TrρθM(dθ̂ ). (42)

Namely, the expression η(M) := 4(1 − R(M)) is our error
function maximized over all values of the true parameter θ .
Minimizing η(M) amounts to solving a minimax problem;
we minimize over all POVMs and maximize over all possible
true values of θ .

As before, we denote the representation of g ∈ SU(2) on
a spin- j system H j by U j,g . We say that the POVM M is
covariant if

U j,g

∫

B

M(dθ̂)U†
j,g
=

∫

gB

M(dθ̂) (43)

for any subset B ⊂ Θ and g ∈ SU(2). When a state T sat-

isfies the condition U j,g T U
†
j,g
= T for g ∈ U(1), we define

the covariant POVM MT as

MT (B) := (2 j + 1)

∫

B

U j,g(θ )T U
†

j,g(θ )
ν(dθ) (44)

for B ⊂ Θ = SU(2)/U(1), where g(θ) is a representative
element of θ ∈ SU(2)/U(1). Any covariant POVM can
be written as the above form. For our situation, covari-
ant POVMs MT have T as an operator that is diagonal in
the Fock basis. If B represents an infinitesimal ball about
some b ∈ Θ and if T represents a pure state |φ〉〈φ|, then

MT (B) is proportional to the operator U j,g(b)T U†

j,g(b)
, which

in corresponds to a projector onto the state U j,g(b)|φ〉. Phys-
ically, the measurement of a covariant POVM M|φ〉〈φ|(B) cor-
responds to a projection onto the states U j,g(θ )|ψ〉 according
to the measure ν.

While the function R(M) is more difficult to calculate
than Rν(M), the situation simplifies greatly when the op-
timal POVM M is covariant. In this situaton, the Bayesian
error function can be equal to the worst-case error function
in the sense that 1 − Rν(M) = 1 − R(M) [47], [2, Chap-
ter 4], [48, Chapter 4]. This situation is possible when

R(gθ , gθ̂ ) = R(θ , θ̂ ) and when ν is invariant under any g.
In our scenario the POVM that maximizes Rν(M) (R(M))
is realized by a covariant POVM [47], [2, Chapter 4], [48,
Chapter 4]. In such a situation, we can calculate Rν(M)

instead of Rν(M).
To minimize the error function, we use the idea of the

addition of a spin-1/2 particle to a spin- j particle,

H 1
2
⊗H j =H j+ 1

2
⊕H j− 1

2
, (45)

where H j denotes the space for spin j. We denote the pro-
jection to H j+ 1

2
and H j− 1

2
by Pj+ 1

2
and Pj− 1

2
, respectively.

Theorem 1 ([48, Theorem 4.6]). When the relation

1

2 j + 2
TrPj+ 1

2
|1
2

;
1

2
〉〈1

2
;

1

2
| ⊗ρ ≥ 1

2 j
TrPj− 1

2
|1
2

;
1

2
〉〈1

2
;

1

2
| ⊗ρ
(46)

holds under the relation (45), the maximum of R(M) is

2 j + 1

2 j + 2
TrPj+ 1

2
|1
2

;
1

2
〉〈1

2
;

1

2
| ⊗ρ, (47)

and the optimal measurement is given as M| j; j〉〈 j; j|, which is

defined in (44), and comprises of a measure on pure states
with maximum total angular momentum.

For reader’s convenience, we give a proof for Theorem
1 in Appendix D as a special case of [48, Theorem 4.6].
The proof of Theorem 1 uses the following ideas. First, we
represent the error function using a spin-1/2 representation
while considering the estimation of a quantum state in the
spin- j representation. Second, we apply the definition of
R(M) and use the fact that the product of traces is equal to
the trace of the tensor products of the arguments, and use
Schur’s lemma appropriately.

C. Global estimation of a unitary channel

Here we apply the theory reviewed in Section V B to cal-
culate the minimum MSE for the global estimation of our
unitary model.
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1. Probe state as a binomial distribution in the number basis

First, we consider whether the condition (46) holds when
pm is given as a binomial distribution and 2 j = n. In this
case, the LHS of (46) is

1

n+ 2

j
∑

m=− j

j +m+ 1

2 j + 1

�

n

j +m

�

p j+m(1− p) j−m (48)

=
1

n+ 2

n
∑

k=0

k+ 1

n+ 1

�

n

k

�

pk(1− p)n−k =
1

n+ 2

np + 1

n+ 1
. (49)

The RHS of (46) is

1

n

j
∑

m=− j

j −m

2 j + 1

�

n

j +m

�

p j+m(1− p) j−m (50)

=
1

n

n
∑

k=0

n− k

n+ 1

�

n

k

�

pk(1− p)n−k =
1

n

n(1− p)

n+ 1
. (51)

When n goes to infinity, the limit of n times of LHS of (46)
equals p and the limit of n times of RHS of (46) equals 1−p.
When p > 1/2, with sufficiently large n, the condition (46)
holds.

Then, the maximum of R(M) is (n + 1) 1
n+2

np

n+1 =
np

n+2 ,
which converges to p. Hence the error function η(M) =
4(1 − R(M)) converges to 4(1 − p), which is strictly larger
than 0. Thus, we cannot make a precise global estimate of
θ even with sufficiently large n, and the Cramér-Rao ap-
proach does not work well for the global estimation prob-
lem in this case.

2. Probe state as a geometric distribution in the number basis

When pm is a geometric distribution r−1
r2 j+1−1

r j+m, the LHS
of (46) is

1

n+ 2

j
∑

m=− j

j +m+ 1

2 j + 1

r − 1

r2 j+1 − 1
r j+m (52)

=
1

n+ 2

�

1

n+ 1
+

1

n+ 1

�nrn+1 + 1

rn+1 − 1
− 1

r − 1

�

�

. (53)

The RHS of (46) is

1

n

j
∑

m=− j

j −m

2 j + 1

r − 1

r2 j+1 − 1
r j+m

=
1

n

j
∑

m=− j

2 j − ( j +m)

2 j + 1

r − 1

r2 j+1 − 1
r j+m

=
1

n

�

n

n+ 1
− 1

n+ 1

�nrn+1 + 1

rn+1 − 1
− 1

r − 1

�

�

. (54)

When r > 1 and n goes to infinity, LHS of (46) ap-
proaches 1 and and RHS of (46) approaches 0. With suffi-
ciently large n, the condition (46) holds. Then, the maxi-

mum of R(M) is n+1
n+2

�

1
n+1
+ 1

n+1
( nrn+1+1

rn+1−1
− 1

r−1
)

�

, which con-

verges to 1, where R(M) is defined in (42). When Mn is the

optimal estimator, we show in Appendix E that the corre-
sponding error function is

η(M) =
4r

n(r − 1)
− 8

n2(r − 1)
+O(n−3) +O(r−n−1). (55)

Therefore, the minimum error for the global estimate coin-
cides with the RLD bound (38). In this case, the Cramér-
Rao approach works well for our global estimation problem.

3. Probe state as a delta distribution in the number basis

Next consider the case where pm = δa,m. Then the LHS

of (46) is 1
n+2

j+a+1

2 j+1 . The RHS of (46) is given by 1
n

j−a

2 j+1 . The

difference between the LHS and the RHS of (46) gives the
expression

1

n(n+ 2)

�

n( j + a+ 1)− (n+ 2)( j − a)
�

=
1

n(n+ 2)

�

2(n+ 1)a+ (n− 2 j)
�

. (56)

Since n = 2 j, the expression in (56) tells us that (46) is
equivalent to the inequality

a ≥ 0. (57)

Hence whenever we have a state |n/2; a〉 with a ≥ 0,
the condition (46) holds, and the maximum of R(M) is
n+1
n+2

n/2+a+1
n+1 . In the limit of large n becomes large, this max-

imum R(M) becomes 1
2 +

a
n . For positive a, this R(M) is at

least 1
2
, and is bounded away from zero. Hence the global

estimation strategy for such states in the basis Bn has a con-
stant error. In contrast, the local estimation strategy has
MSE that scales as O(1/n2). Hence the Cramér-Rao ap-
proach does not work well for the global estimation prob-
lem in this case.

As an example, we may consider the probe state given
by |n/2;0〉 which corresponds to using a half-Dicke state
for distinguishable spins. The state |n/2;0〉, commonly dis-
cussed as a quantum probe state that we can use for a quan-
tum advantage in quantum sensing, can be prepared for in-
stance in the procedure described in Ref [56]. According
to (36), F1,1 = F2,2 = 8 j( j + 1) = 2n(n + 2), and the tight

CR bound scales as O(1/n2). However, for global estima-
tion strategies, the minimum MSE is a constant, because
R(M) = 1/2. Hence under global estimation strategies, the
half-Dicke state loses its quantum advantage in sensing.

VI. DISCUSSION

We have shown that that there are situations where for
the state estimation problem, the minimum MSE obtained
from the CR approach is accurate for the error function ob-
tained for global estimation strategies. We have also shown
that the opposite can be true; namely, there are situations
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where for the state estimation problem, the minimum MSE
obtained from the CR approach is very different from the er-
ror function obtained for global estimation strategies. The
most striking difference between the minimum MSE ob-
tained from the CR approach and the minimum error func-
tion from global estimation is the situation of estimating a
unitary model with the probe state |n; n/2〉B = |n/2;0〉 In
the context of local estimation, there is a Heisenberg scal-
ing in the minimum MSE if we use |n/2;0〉 as the probe
state for this unitary model. However in the limit of large
n, we show that this Heisenberg scaling vanishes for global
estimation strategies. Our results recommends that caution
must be exercised if we wish to use CR bounds in the con-
text of global estimation.

In the case of unitary estimation of a single parameter,
it is known that the optimal Cramér-Rao type bound can-
not be attained with global estimation [12, 13, 57]. The
papers [12, 13, 57] considers the optimization of the initial
state for the estimation of the unitary. However, this paper
considers the state estimation with a fixed initial state. Fur-
thermore, the paper [12] showed that the optimal Cramér-
Rao type bound cannot be attained even under the prob-
lem of local minimax estimation even under the setting of
asymptotically many probe states used for global estima-
tion of unitary channels. This phenomenon relates to the
Heisenberg scaling under the unitary estimation. In unitary
estimation, while the optimal Cramér-Rao type bound has
the same order as the error function for optimum minimax
estimation [12, 13, 57–59], they differ in the coefficients of
their leading order terms. Moreover, it was shown that the
input state of the optimal Cramér-Rao type bound and the
optimum minimax estimation are different. For example,
although the noon state realizes the optimal Cramér-Rao
type bound, it does not work for global estimation [60, Sec-
tion VI]. Our results add to the literature of examples where
the behavior of Cramér-Rao type bounds differs from the
optimum minimax estimation, particularly with regards to
the quantum estimation of bosonic states both in a single-
parameter and a multi-parameter setting.

Our work is also related to the question as to whether a
family of bosonic states which embed parameters can have
a Cramér-Rao type bound that can be attained in the single
copy setting. One family of quantum states that we con-
sidered is the state family which is a geometric distribution
in the Fock basis. In Ref. [5, Section IV] showed that this
state family approximates a quantum Gaussian state family.
Moreover, in the setting of multiple identical and indepen-
dently distributed copies, this geometric state family con-
verges to the quantum Gaussian state family [4, 61, 62].
Given that the RLD bound can be attained under the single
copy setting for the quantum Gaussian state family, we can
see that our problem relates to the question as to whether
the state family of our interest also attains the Cramér-Rao
type bound in the single copy setting. We leave this line of
enquiry for future work.
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Appendix A: Local estimation under the general unitary
model

To show several relations in Section V, we consider the

spin j system H j spanned by {| j; m〉} j
m=− j

. For simplicity, if

j is clear from the context, we denote | j; m〉 as |m〉.
We have two operators as

J+ :=

j−1
∑

m=− j

Æ

j( j + 1)−m(m+ 1)|m+ 1〉〈m| (A1)

=

j−1
∑

m=− j

Æ

( j −m)( j +m+ 1)|m+ 1〉〈m| (A2)

J− :=

j−1
∑

m=− j

Æ

j( j + 1)−m(m+ 1)|m〉〈m+ 1| (A3)

=

j−1
∑

m=− j

Æ

( j −m)( j +m+ 1)|m〉〈m+ 1|. (A4)

We write the angular momentum operators as

J1 :=
1

2
(J+ + J−), J2 :=

1

2i
(J+ − J−) (A5)

J3 :=

j
∑

m=− j

m|m〉〈m|. (A6)

Then, the Casimir element C is given as

C :=

3
∑

k=1

J2
k
=

1

4
((J+ + J−)

2 − (J+ − J−)
2) + J2

3
(A7)

=
1

2
(J+J− + J−J+) + J2

3
= j( j + 1). (A8)

Now, we consider the following case

ρ :=

j
∑

m=− j

pm|m〉〈m| (A9)

D1 := i[ρ, J1], D2 := i[ρ, J2]. (A10)

Then, we have

i[ρ, J1] =
i

2
[ρ, (J+ + J−)] =

i

2
(−J+ρ +ρJ+ − J−ρ +ρJ−)

(A11)

i[ρ, J2] =
1

2
[ρ, (J+ − J−)] =

1

2
(−J+ρ +ρJ+ + J−ρ −ρJ−).

(A12)
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We define

K+ :=

j−1
∑

m=− j

2(pm+1 − pm)

pm+1 + pm

Æ

( j −m)( j +m+ 1)|m+ 1〉〈m|

(A13)

K− :=

j−1
∑

m=− j

2(pm+1 − pm)

pm+1 + pm

Æ

( j −m)( j +m+ 1)|m〉〈m+ 1|.

(A14)

Then, we have

ρ ◦ (1
2
(K+ + K−)) =i[ρ, J2] = D2 (A15)

ρ ◦ (− 1

2i
(K+ − K−)) =i[ρ, J1] = D1. (A16)

Thus, the SLDs L1 and L2 of the first and second parameters
are calculated as

L2 :=
1

2
(K+ + K−), L1 := − 1

2i
(K+ − K−). (A17)

Thus, we have

F1,1 = TrρL2
1

(A18)

=

j−1
∑

m=− j

�4(pm+1 − pm)
2

(pm+1 + pm)
2
( j −m)( j +m+ 1)pm (A19)

+
4(pm+1 − pm)

2

(pm+1 + pm)
2
( j −m)( j +m+ 1)pm+1

�

(A20)

=

j−1
∑

m=− j

4(pm+1 − pm)
2

pm+1 + pm

( j −m)( j +m+ 1) (A21)

F2,2 = TrρL2
2

(A22)

=

j−1
∑

m=− j

4(pm+1 − pm)
2

pm+1 + pm

( j −m)( j +m+ 1) (A23)

F1,2 = Trρ L̃1 ◦ L̃2 = 0, (A24)

which shows (36).
In particular, when the distribution {pm} is a geometric

distribution pG,m =
r−1

r j+1−r− j rm, we have

2(pm+1 − pm)

pm+1 + pm

=
2(rm+1 − rm)

rm+1 + rm
=

2(r − 1)

r + 1
, (A25)

which implies that

K+ =
2(r − 1)

r + 1
J+, K− =

2(r − 1)

r + 1
J−. (A26)

Using (A15) and (A16), we have

ρ ◦ L2 = i[ρ,
r + 1

2(r − 1)
L1], ρ ◦ L1 = i[ρ,

r + 1

2(r − 1)
L2].

(A27)

These relations guarantee the D-invariance.

Appendix B: Local estimation with the binomial distribution: Proof of (37)

We recall the Clebsch–Gordan formula, which for 2 j = n gives

〈 j + 1

2
; m+

1

2
|1
2

,
1

2
; j, m〉2 = (2 j + 2)(2 j)!( j +m)!( j −m)!( j +m+ 1)!( j −m)!

(2 j + 2)!(( j +m)!( j −m)!)2
(B1)

=
(2 j + 2)( j +m+ 1)

(2 j + 2)(2 j + 1)
=
( j +m+ 1)

(2 j + 1)
. (B2)

Now we also consider pm =
�

n

j+m

�

p j+m(1− p) j−m.
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Then, we have

F1,1 =

j−1
∑

m=− j

4(pm+1 − pm)
2

pm+1 + pm

( j −m)( j +m+ 1) (B3)

=

j−1
∑

m=− j

4(
�

n

j+m+1

�

p j+m+1(1− p) j−m−1 −
�

n

j+m

�

p j+m(1− p) j−m)2

�

n

j+m+1

�

p j+m+1(1− p) j−m−1 +
�

n

j+m

�

p j+m(1− p) j−m
(B4)

· ( j −m)( j +m+ 1) (B5)

=

j−1
∑

m=− j

4(
j−m

j+m+1

p

1−p − 1)2
�

n

j+m

�

p j+m(1− p) j−m

j−m

j+m+1

p

1−p + 1
( j −m)( j +m+ 1) (B6)

=

j−1
∑

m=− j

4(( j −m)
p

1−p
+ ( j +m+ 1))2
�

n

j+m

�

p j+m(1− p) j−m

( j −m)
p

1−p + ( j +m+ 1)
( j −m) (B7)

=

j−1
∑

m=− j

4(( j −m)p − ( j +m+ 1)(1− p))2
�

n

j+m

�

p j+m(1− p) j−m−1

( j −m)p+ ( j +m+ 1)(1− p)
( j −m) (B8)

=

j−1
∑

m=− j

4(−( j +m+ 1) + (2 j + 1)p)2
�

n

j+m

�

p j+m(1− p) j−m−1

j +m+ 1− (2m+ 1)p
( j −m) (B9)

=

n−1
∑

k=0

4(−(k + 1) + (n+ 1)p)2
�

n

k

�

pk(1− p)2n−k−1

k+ 1− (2k− n+ 1)p
(n− k) (B10)

=n2

n−1
∑

k=0

4(− k+1
n
+ (1+ 1

n
)p)2
�

n

k

�

pk(1− p)2n−k−1

k+1
n − ( 2k

n − 1+ 1
n )p

(1− k

n
). (B11)

Now we interpret the index k as a measurement outcome we obtain from measuring the state in the Fock basis, and Y = k/n
as the corresponding random variable. Then we can write F1,1 in terms of Y to get

F1,1 =n2
E

p,
p(1−p)

n

h4(−Y − 1
n
+ (1+ 1

n
)p)2(1− p)−1(1− Y )

Y + 1
n − (2Y − 1+ 1

n )p

i

, (B12)

where the first subscript on the expectation denotes the mean of Y , and the second subscript denotes the variance of Y .
We then define the random variable X =

p
n(Y − p), and get

F1,1 =n2
E0,p(1−p)

h4(−p − Xp
n
+ (1+ 1

n )p)
2(1− p)−1(1− p− Xp

n
)

p+ Xp
n
+ 1

n − (2p+ 2 Xp
n
− 1+ 1

n )p

i

(B13)

=n2
E0,p(1−p)

h4( Xp
n
− p

n
)2(1− p)−1(1− p− Xp

n
)

−2p2 + 2p+ (1− 2p) Xp
n
+

1−p

n

i

(B14)

∼=n2
E0,p(1−p)

h2 X 2

n (1− p)−1(1− p)

p(1− p)

i

= nE0,p(1−p)

h

2X 2

p(1− p)

i

= 2n, (B15)

where the congruent symbol indicates an approximation in the limit of large n. Hence, we obtain (37).

Appendix C: Local estimation with the geometric distribution

Assume that pm =
r−1

r2 j+1−1
r j+m. Since

2(r j+m+1 − r j+m)

r j+m+1 + r j+m
=

2(r − 1)

r + 1
, (C1)
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we have

K+ =

j−1
∑

m=− j

2(r − 1)

r + 1

Æ

( j −m)( j +m+ 1)|m+ 1〉〈m| = 2(r − 1)

r + 1
J+ (C2)

K− =
j−1
∑

m=− j

2(r − 1)

r + 1

Æ

( j −m)( j +m+ 1)|m〉〈m+ 1| = 2(r − 1)

r + 1
J−. (C3)

Thus, we have

L2 =
2(r − 1)

r + 1
J1, L1 = −

2(r − 1)

r + 1
J2. (C4)

Thus, we have

F1,1 = F2,2 =

j−1
∑

m=− j

4(pm+1 − pm)
2

pm+1 + pm

( j −m)( j +m+ 1) (C5)

=

j−1
∑

m=− j

4pm(r − 1)
2(r − 1)

r + 1
( j −m)( j +m+ 1) ∼= n

2

2(r − 1)

r + 1
. (C6)

Relation (A15) and (A16) are rewritten as

−ρ ◦ 2(r + 1)

r − 1
J2 =i[ρ, J1] (C7)

ρ ◦ 2(r + 1)

r − 1
J1 =i[ρ, J2]. (C8)

Thus, this model satisfies the D-invariant condition. The matrix D = (Dj,k) is approximated to

n

2

2(r − 1)

r + 1
· 2(r − 1)

r + 1

�

0 1
−1 0

�

. (C9)

Thus

CR
θ
[I] = TrF−1 +

1

2
Tr|F−1DF−1| (C10)

∼=2(r + 1)

n(r − 1)
+

2

n
=

2(r + 1) + 2(r − 1)

n(r − 1)
=

4r

n(r − 1)
, (C11)

which implies (38).

Appendix D: Proof of Theorem 1

For reader’s convenience, we give a proof for Theorem 1 as a special case of [48, Theorem 4.6].

When our estimator θ̂ corresponds to g ∈ SU(2) and when the true parameter is 0, the fidelity function as given in (40)
can be expressed as

R(0, θ̂ ) = cos2 |θ̂ |
2
= Tr|1

2
;

1

2
〉〈1

2
;

1

2
|U1/2,g |

1

2
;

1

2
〉〈1

2
;

1

2
|U†

1/2,g
(D1)

where U1/2,g is a spin-1/2 unitary representation of g ∈ SU(2).

Now, let us write the true state as ρ, and write the POVM element that corresponds to g ∈ SU(2) as (2 j + 1)U j,gρ
′U†

j,g

for some state ρ′. We consider the case when our measurement is given as Mρ′ . Then, by using the Haar measure ν on
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SU(2), the Bayesian average of R(0, θ̂ ) is calculated as

R(Mρ′) =

∫

SU(2)

Tr|1
2

;
1

2
〉〈1

2
;

1

2
|U1/2,g |

1

2
;

1

2
〉〈1

2
;

1

2
|U†

1/2,g
· (2 j + 1)TrρU j,gρ

′U†
j,g
ν(d g) (D2)

=

∫

SU(2)

(2 j + 1)Tr|1
2

;
1

2
〉〈1

2
;

1

2
| ⊗ρ(U1/2,g ⊗ U j,g)|

1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ′(U1/2,g ⊗ U j,g)

†ν(d g) (D3)

=(2 j + 1)Tr(Pj+ 1
2
+ Pj− 1

2
)(|1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ)(Pj+ 1

2
+ Pj− 1

2
)

∫

SU(2)

(U1/2,g ⊗ U j,g)(|
1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ′)(U1/2,g ⊗ U j,g)

†ν(d g).

(D4)

Here, Pj is a projector onto the space with total spin of j. We obtain the above by using the properties of the trace function,
which allows us to rewrite the Bayesian average as the integral of the trace of operators on a tensor product space. In the
next step we use properties of how a spin- j space combines with a spin-1/2 space.

R(Mρ′)
(a)
=(2 j + 1)TrPj+ 1

2
(|1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ)Pj+ 1

2

∫

SU(2)

(U1/2,g ⊗ U j,g)(|
1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ′)(U1/2,g ⊗ U j,g)

†ν(d g)

+ (2 j + 1)TrPj− 1
2
(|1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ)Pj− 1

2

∫

SU(2)

(U1/2,g ⊗ U j,g)(|
1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ′)(U1/2,g ⊗ U j,g)

†ν(d g) (D5)

To obtain this note that since the operator
∫

SU(2)
(U1/2,g ⊗ U j,g)(| 12 ; 1

2 〉〈 12 ; 1
2 | ⊗ρ′)(U1/2,g ⊗ U j,g)

†ν(d g) is commutative with

(U1/2,g ′ ⊗ U j,g ′), Schur’s lemma guarantees that this operator is a sum of constant times of Pj+ 1
2

and Pj− 1
2
. Hence, this

operator is commutative with Pj+ 1
2

and Pj− 1
2
. Hence, we obtain Step (a).

Next, we proceed to evaluate the integrals and obtain

R(Mρ′)
(b)
=(2 j + 1)TrPj+ 1

2
(|1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ) 1

2 j + 2
(TrPj+ 1

2
|1
2

;
1

2
〉〈1

2
;

1

2
| ⊗ρ′)Pj+ 1

2

+ (2 j + 1)TrPj− 1
2
(|1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ) 1

2 j
(TrPj− 1

2
|1
2

;
1

2
〉〈1

2
;

1

2
| ⊗ρ′)Pj− 1

2
(D6)

Since the irreducibility of the spaces H j+ 1
2

and H j− 1
2

guarantees that the first and second integral terms in Step (a) equal

constant times of Pj+ 1
2

and Pj− 1
2
, respectively, we obtain Step (b).

Finally, we simplify further and get

R(Mρ′) =
2 j + 1

2 j + 2
TrPj+ 1

2
(|1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ)(TrPj+ 1

2
|1
2

;
1

2
〉〈1

2
;

1

2
| ⊗ρ′) (D7)

+
2 j + 1

2 j
TrPj− 1

2
(|1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ)(TrPj− 1

2
|1
2

;
1

2
〉〈1

2
;

1

2
| ⊗ρ′) (D8)

(c)

≤ 2 j + 1

2 j + 2
TrPj+ 1

2
(|1

2
;

1

2
〉〈1

2
;

1

2
| ⊗ρ). (D9)

The inequality (c) follows from (46) and the relation (TrPj+ 1
2
| 12 ; 1

2 〉〈 12 ; 1
2 | ⊗ρ′) + (TrPj− 1

2
| 12 ; 1

2 〉〈 12 ; 1
2 | ⊗ρ′) = 1. Further, the

equality holds when ρ′ = | j; j〉〈 j; j| because (TrPj+ 1
2
| 1

2
; 1

2
〉〈 1

2
; 1

2
| ⊗ | j; j〉〈 j; j|) = 1.
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Appendix E: The error function for the global estimate on the unitary model with the geometric distribution

With Mn as the optimal covariant estimator for the unitary model on the geometric distribution, we have from Theorem
1 that

1− R(Mn) = 1− n+ 1

n+ 2

�

1

n+ 1
+

1

n+ 1
(
nrn+1 + 1

rn+1 − 1
− 1

r − 1
)

�

= 1−
�

1

n+ 2
+

1

n+ 2
(
nrn+1 + 1

rn+1 − 1
− 1

r − 1
)

�

(E1)

=1−
�

1

n+ 2
+

1

n+ 2
(
n+ r−n−1

1− r−n−1
− 1

r − 1
)

�

(E2)

=1−
�

1

n+ 2
+

1

n+ 2
(n+O(r−n−1)− 1

r − 1
)

�

(E3)

=
1

n+ 2

�

n+ 2− 1− (n+O(r−n−1)− 1

r − 1
)

�

(E4)

=
1

n+ 2

�

1− 1

r − 1
+O(r−n−1)

�

(E5)

=
r

(n+ 2)(r − 1)
+O(r−n−1) (E6)

=
r

n(r − 1)
− 2

n2(r − 1)
+O(

1

n3
) +O(r−n−1). (E7)
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man, and D. W. Berry, π-corrected heisenberg limit,

Physical review letters 124, 030501 (2020).

[8] J. J. Meyer, S. Khatri, D. S. França, J. Eisert, and P. Faist,

Quantum metrology in the finite-sample regime, arXiv

preprint arXiv:2307.06370 10.48550/arXiv.2307.06370

(2023).

[9] W. Górecki and R. Demkowicz-Dobrzański, Multipa-
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