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Abstract

In developing and administering OSCE-type assessments, institutions can spend significant

resources training examiners and designing stations/scoring instruments in attempts to

ensure that they are well-calibrated – for example, across parallel circuits where the same

station is administered across nested groups of candidates. This paper, situated in the

context of a high-stakes OSCE for international medical graduates wanting to work in the

national health service in the UK (data over the period 2016-2024), employs a recently

developed quantitative measure of examiner calibration to identify which stations show

relatively high and low average degrees of calibration between examiners. Using documentary

analysis of station material (e.g. marksheets and other supporting information), we then

investigate these stations qualitatively to better understand what factors might drive better

calibration as stations develop and design elements changes over time. We find that those

stations that are better calibrated are typically newer with more detailed and relevant scoring

guidance and support materials, whilst there is little evidence that the nature of the task(s) or

other contextual factors (e.g. simulated patient age, sex or ethnicity) are important in

determining calibration levels. In this work we provide strong evidence of how key

developments in station design, the quality of support materials and enhanced examiner

training practices can succeed in improving degrees of calibration in OSCE stations – and

suggest ways that all institutions might improve their practices in this regard.
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Practices points

 Minimising differences in patterns of OSCE examiner scoring, for example across

parallel circuits, is important in assuring the quality of assessment outcomes

 There are a range of efforts made to improve calibration between examiners, including

specific training, the development of a range of appropriate written support materials

at the station-level, and other calibration practices in OSCE stations

 Using a recently developed quantitative measure of examiner alignment, this study

shows how improved calibration practices over time can enhance degrees of

calibration in stations

 This work adds to the relatively sparse literature on ‘what works’ to minimise

differences in examiner scoring patterns in OSCEs

Highlights

This paper evidences how developments in calibration practices and support materials in

OSCEs can lead to improved alignment in scoring between OSCE examiners thereby

increasing confidence in assessment outcomes.
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Introduction

There is a lot of evidence in medical education and other assessment literature that ratings of

performance can vary by assessors in important ways. Investigations and theories around the

possible sources of such variation include, for example differing frames of reference that

examiners might have (Yeates et al., 2013), rater/examiner drift (Harik et al., 2009) and

time/contrast effects (Hope and Cameron, 2015; Yeates et al., 2022). Evidence also suggests

that judging levels of performance is cognitively difficult for examiners, particularly at lower

levels of performance (Malau-Aduli et al., 2021) and that levels of examiner stringency can

vary in individuals to an extent depending on the nature of the scoring instrument (Homer,

2024).

When the design of an OSCE requires parallel circuits, any (unwanted) examiner variation

across circuits is usually challenging to estimate, but can impact in different ways on different

groups of candidates leading to unfair outcomes (Swanson et al., 2013; Yeates et al., 2021).

Hence, in high stakes summative settings, it is important for examiners to be as well-aligned in

their scoring as possible with station design, support materials and appropriate examiner

training intended to facilitate good calibration across circuits (Khan et al., 2013; Harden et al.,

2015, ch. 9; General Medical Council, 2024). Specific station development guidance in the

literature suggests that well-constructed marking sheets, focussed training in these can help

improve levels of calibration between examiners (Moreno-López and Sinclair, 2020;

Malau-Aduli et al., 2023) as can video-based benchmarking for examiners (Edwards et al.,

2025). However, there remain important questions around the impact of feedback to

examiners on the quality and consistency of their marking (Sturman et al., 2017; Crossley et

al., 2019).

In summary, there is a lack of clear evidence, particularly longitudinal, as to what might ‘work’

to meaningfully improve degrees of examiner alignment in performance assessments such as

OSCEs – despite an extant range of best practice guidance and understandings of potential

sources of variation in scoring.

In this study, a recently developed measure of variation (i.e. level of consistency) between

examiner scores (Homer, 2025)

1

is used to identify specific stations that have relatively low or

high levels of consistency on this metric across many station administrations. Using

qualitative methods, including documentary analysis (Bowen, 2009), we investigate what

features these stations have in common and how they differ. Our aim is to develop insight into

the nature of station characteristics, associated support materials and training that impacts

on successful (or otherwise) calibration in scoring between examiners at the station level.

Our data derives from PLAB2, a summative OSCE testing clinical and professional skills,

knowledge and behaviours for those international medical graduates who want to come to

work in the National Health Service in the UK. Full contextual details of the exam are available

elsewhere (Homer, 2024; General Medical Council, 2025) but, in essence, this is a 16-station

OSCE intended to reflect real life settings such as consultation with a general practitioner or

day-to-day clinical activities appropriate for a foundation doctor a year on from completing an

undergraduate medical degree. In its current 2025 format, candidates are assessed by a

clinically trained examiner, and most stations are administered across two parallel circuits

1

This new measure will be described in detail in the Methodology section.



with examiners seeing two groups of candidates (i.e. ≈32 candidates in total each). PLAB2

exams take place regularly at two separate sites in Manchester, UK throughout the year– for

example, in 2024 there were 344 separate PLAB2 exams including almost 5500 individual

station administrations.

In each station, candidate performance is scored with a global grade (0= , 1= ,

2= , 3= and a total domain score (0 to 12) across three domains (

; ; and

– all scored 0 to 4) (General Medical Council, 2025). Borderline regression (McKinley

and Norcini, 2014) is used for standard setting in PLAB2.

The paper continues with details of the sequential mixed methods methodology (Ivankova et

al., 2006) we employ in the study, and then the quantitative and qualitative findings are

presented in turn. We take a pragmatic approach to our research and choice of appropriate

methods (Foster, 2024) – based on consideration of what types of evidence we can best use

to achieve our research aims. We finish the paper with discussion of what this work adds to

what is already known about how best to calibrate examiners/stations and to improve OSCE

scoring practices in general.

Methodology

We detail first the quantitative phase of the study– outlining how we identify those stations

with the highest and lowest levels of misalignment. This is followed by a description of the

second phase - a documentary analysis of station support materials intended to reveal

commonalities and differences across these stations.

During the period November 2016 to October 2024 there were 10,226 separate station

administrations of PLAB2 with exactly two examiners in parallel circuits. This is just under half

of all station administrations over this period, with the majority of the remaining

administrations with only a single examiner. PLAB2 has a large station bank and there are 825

different stations represented in the two-circuit dataset, with a minimum station occurrence 1,

maximum 70 and median 8.

To give us confidence in the robustness of our station-level analysis, we limit our investigation

to the subset of stations present at least 10 times in the two-circuit data. This subset consists

of 8,238 station administrations in total, across 382 individual stations with median

occurrence of a particular station=18.

For each station administration, the examiner-level borderline regression slope and intercept

(Pell et al., 2010; McKinley and Norcini, 2014) are the key metrics we use to calculate levels of

misalignment across the two circuits. To do this, we calculate the area between the two

borderline regression lines for pairs of examiners in each separate station administration

(Homer, 2025). An exemplar of the hypothetical situation is shown in Figure 1 with a blue and

orange circuit and the grey shaded area showing the level of misalignment between

examiners for this hypothesised station. Each point in the figure corresponds to a single

candidate.



The area value, expressed as a percentage of the total area in the scatter plot, can be

conceptualised asmeasuring the degree ofmisalignment between examiners –with a ‘large’

area corresponding to relatively poor calibration, and a small area (i.e. near 0) indicating good

calibrationwhere the pair of regression lines are almost completely overlapping. The key

innovation in this metric is that it employs both scores that examiners award at the station

level (i.e. the global grade and the total domain score) (Homer, 2025).

We then use a simple variance component analysis (Bloch and Norman, 2012), treating station

as a randomeffect, to estimate the proportion of variation in the areameasure explained by

the station factor. This gives us an indication across the full dataset of howmuch variation by

individual station there is in this measure.

We also produce the average (median ormean) area for each station across our data and can

then identify stations that are typically well-calibrated (i.e. lowaverage area) or those less

well-calibrated (i.e. high average area). Wepresent the top and bottom10 such stations (see

Table 1 in the Findings), whichwe then investigate further in the second, qualitative, part of the

study.

For those twenty stations identified in the quantitative phase, we analyse the corresponding

range of PLAB2 support materials and practices, mostly at the station level – such as

documents containing scripts for simulated patients (SPs) and examiners, and grade

descriptors within stations. Thesematerials are used by examiners and SPs during pre-exam

calibration discussions that take place on the morning of each PLAB2 exam between those in

the same station, but different circuits. These discussions are intended to ensure that



examiners and SPs across parallel circuits have a shared understanding of expectations

around what activities are important to the station, how different levels of performanceof

candidates should be scored, and key elements of the SP performance.

Ourmainmethodological approach in this phase is that of documentary analysis in three parts

- skimming (superficial examination), reading (thorough examination), and interpretation

(Bowen, 2009). This analysis, carried out by VA with full knowledgeof data in Table 1 , was

also informed by our knowledge of broader contextual PLAB2 factors that have developed

over time since 2016. These include practices related to examiner training and support such

as the exact nature of the calibration procedures on the day of the exam, the post-exam

feedback system to examiners and changes to the annual examiner appraisal systems. We

will return to some of these elements in the later parts of the paper.

We began the documentary analysis by skimming over the documents related to each of the

twenty stations to gain a general sense of content, purpose and structure of each. In hard

copy, these documents are typically made up of:

 a pageof candidate instructions

 three to five pages of SP instructions

 two to four pages of marking criteria

 a pageof examiner calibration guidance

 one or twopages of supporting information (for example, material frommedical

reference websites)

 one to three pages in the formof laminates for stationswhere there are clinical test

results to be handed over to the candidate at the appropriate time

In total, thismaterial amounts to between nine and 15 pages per station.

The documentary analysis led to the initial development of overarching common factors

across the documents, and to classifying the quality and status of station-level content into

categories. These factors and categorieswere further developed throughmore detailed

reading of the documents. In the final interpretation stage, we focussed on identifying the key

differences observed in this process between the relatively well-calibrated stations and those

with lower levels of scoring alignment between examiners.

During this analysis, we found five main factors revealing important differences across the

two groups of stations. Twoof these, both related to stationmaterials/content, leant

themselves to additional qualitative analysis so we also devised a rating scale (1=adequate,

2=reasonable or 3=good) for each sub-factor (Morgan, 2022), in order to better interrogate

factors such as: quality of writing, clarity, accuracy, consistency and level of detail of the

information provided, as well as alignment to current stationwriting guidance and best

practices (see Table 2 and Table 3 in theAppendix formore details).

.

Findings

We begin with the quantitative analysis ofmisalignment/calibration and thenmove on to the

documentary analysis of station support and other materials.



Figure 2 shows how the area (percentage) metric varies by individual station administration

(n=8,238, median=5.68, mean=6.52, 5

th

percentile=1.40,95

th

percentile=14.66). Those station

administrations on the left of the histogram arewell-calibratedwith low levels of

misalignment across circuits (i.e. the area between the two regression lines is small– see

Figure 1). The opposite is true of those on the right of the distribution.

Typically (i.e. across the full data), the area between regression lines is about 6% of the area of

the full scatter plot of global grades (x) versus checklist/domain scores (y).

A variance component analysis suggests that only 1.5% of the variation in area is due to

individual stations. However, when aggregating acrossmultiple administrations of the same

stationwe do find some important differences in degrees of calibration by station. The

stations listed at the top of Table 1 are those that are the least well-calibrated acrossmultiple

administrations on ourmeasure (i.e. with higher average area), and those at the bottomare

those that are the best calibrated.

We see that the degree ofmisalignment of those stations towards the top of Table 1 ismore

than twice those towards the bottom.

Station

pseudo-i

dentifier

Station title

Percentage area

Number of

station

administrations

Mean Median

1

Patient complaint

11.75 9.67

10

2

Heart attack

10.56 11.89

11

3

Knee examination

9.78 9.33

16

4

Teaching a student doctor

9.75 9.06

11

5

Man attending follow up appointment

9.42 9.58

18



6

Vaccination

9.42 7.81

10

7

Teaching a medical student

9.36 7.33

10

8

Parent with concerns about their child

9.22 6.92

31

9

Relatives' requests

9.17 6.81

20

10 Deafness 8.92 8.36 10

373 Clostridium difficile

4.44 3.06

10

374 Swelling

4.44 3.72

15

375 Boy with sore throat

4.42 4.39

10

376 Osteoporosis

4.36 4.28

12

377 Worried parent

4.28 3.11

10

378 Stomach pain

4.17 4.81

14

379 49 year old patient attending appointment

4.14 3.25

22

380 Emergency GP appointment

3.94 2.64

10

381 GP appointment

3.94 3.19

12

382 Appointment to discuss concerns

3.75 2.67

11

The actual station identifier (not shown in Table 1) can be used as a proxy for the period of

development of the station. A correlation between this identifier and area metric shows a

negative relationship (r=-0.089, p<0.001, n=8,238) which, in a simple analysis, suggests that

calibration levels in stations have improved over time when comparing older stations to those

more recently developed.

In part, this finding of apparent improvements in calibration over time motivates the

documentary analysis of station materials in Table 1 that follows.

We now discuss the five factors that emerged in the documentary analysis. To maintain exam

security, findings are referred to in general rather than discussing specific detailed elements of

the station content. A summary of our documentary analysis for each of the stations is shown

in the Appendix (see Table 2 for summary of the actual documentary analysis results, and

Table 3 for the scoring guidance used during this process).

Arguably the biggest factor identified in the documentary analysis is the marking criteria

element of the station support materials where a range of improvements to PLAB2 examiner

scoring guidance have been made over the period 2016 to 2024. Originally, for each station

and each of the three domains ( ;

there were positive and negative descriptors of

performance. These covered the extremes of a candidate’s performance, i.e. what a very good

and a very bad candidate would do. In the newer ‘ACE descriptor’ marksheets, these old levels

align with the ‘A’ and ‘E’ candidate descriptors. In addition, this new marking structure

introduced the ‘C’ candidate, a set of marking criteria defining an adequate candidate who is

deemed safe in their approach and patient management (so is set just above ‘borderline’).



ACE descriptors were developed to bolster the original marking criteria, and stations were

slowly converted over time to the new, improved scheme.

Whilst most of the 20 stations in Table 1 now have ACE descriptors, the group at the top

typically only had ACE descriptors added more recently. Eight of this group had

positive/negative descriptors marksheets at some point in time, whereas the corresponding

figure for the well-calibrated group is only three out of the ten. This analysis suggests that

adding the full set of ACE descriptors to the stations has contributed to improved calibration

statistics by offering examiners more information to help them discriminate between excellent

(A), adequate (C) and very poorly performing (E) candidates.

Development work has been carried out over time to improve a range of station-level materials

including the SP script, examiner calibration guidance and examiner (medical) supporting

information. We take each in turn.

Simulated patient script

These materials are intended to provide the SP with the necessary history and guidance on the

patient they are portraying. The way these have been written has developed over time in

PLAB2. For example, the order of the information presented has been standardised, set

phrases have been introduced to make scripts more consistent across stations, and how SPs

are to react to unforeseen questions has been developed.

A review of these materials suggests that in the well-calibrated stations:

 The information is valid, relevant, well-organised and follows the agreed order currently

deemed best practice by the PLAB2 assessment team (i.e. in order: presenting issue;

past medical history; medication; allergies; family medical history; social history - diet,

exercise, alcohol, smoking, living conditions etc; any other relevant information).

 Adequate details of the patient’s ‘story’ are present at a level sufficient in helping

facilitate the candidate-patient encounter, and to ensure that SP performance is as

consistent as possible across paired circuits.

 Phrasing and grammar is accurate and clear.

By contrast, the less well-calibrated stations do not follow the best-practice guidelines and

PLAB’s ‘style guide’

2

in at least some of these areas.

Examiner calibration guidance

These support materials give specific suggestions for the examiners regarding what they

should focus on during the calibration discussion that takes place immediately prior to the

exam – involving both examiners and SPs in the same station, but different circuits. For

example, in some stations this guidance will cover how to react to a candidate’s request to

examine the patient – and will align in this regard with the SP script. This guidance has

developed over time, for example, it now states that they must always complete a full run

2

These are documents that guide station writers to maximise standardisation across station materials.

They formalise what kinds of words to use, how numerical values are presented, give general formatting

rules, and record particular policy decisions around how things should be presented in stations.



through of the stationwith one of themacting as a candidate as part of the calibration

session.

The calibration guidancematerial is not intended as an exhaustive list or a ‘box-ticking’

exercise and there is an expectation that examiners will use their professional experience to

guide the calibration process. However, in some of the lesswell-calibrated stations at the top

of Table 1, our documentary analysis shows the calibration guidancewas either limited,

missing altogether or perhaps too generic (i.e. without station-specific details).

Examiner (medical) supporting information

Thismaterial is summarised medical information designed to expand on the context and

conditions relevant to the station. In well-calibrated stations, our analysis suggests that the

information:

 Is fromdoctor-focused sources that provide clear and authoritative clinical guidance -

for example, theGMC’sGood Medical Practice

3

and National Institute for Health and

Care Excellence guidelines

4

in the UK) - rather than frompatient-oriented sources (for

example, public-facingNHSwebsites).

 Is of appropriate length and always provides context on all relevant aspects of the

station (for example, covering both history taking andmanagement elementswhen

appropriate).

 Is sufficiently specific and clear in terms of exactly how the station should run.

By contrast, the less well-calibrated stations tend to have elements of content and medical

support materials that are a little disorganised, not always sufficiently clear or are lacking in

detail, and sometimes include irrelevant information.

Typically, the stations in the lesswell-calibrated group (top of Table 1) are older (median year

of writing is 2017 compared to 2018 in the well-calibrated). Whilst the year itself does not

necessarilymark any specificmajor change in the PLAB2 operation or policy, a range of

PLAB2 training and quality assurance processes have been implemented with the intention of

improving station quality over time. Our analysis suggests that this focus on continuous

improvement has had a positive impact over time in calibration practices. All stations are

under ongoing scrutiny, with regular quality assurance checks, audits and formal feedback

fromexaminers and SPs on station performance. Examiners and SPs are encouraged to raise

concerns and suggest improvements for the stations they are assigned to on a given exam

day – for example, reporting instanceswhere a common question every candidate asks on a

specific day is not covered in the scripts.

This finding alginswith the (negative) correlation identified in the quantitative analysis across

all stations between station identifier (a proxy for year of development) and the measure of

calibration.

3

https://www.gmc-uk.org/professional-standards/the-professional-standards/good-medical-practice

4

https://www.nice.org.uk/what-nice-does/our-guidance/about-nice-guidelines



Stations deemed to be performing poorly in post-exam psychometric review or those which

are no longer medically applicable are taken out of use in the live exam station bank as part of

the continuous quality assurance processes. In Table 1, all the well-calibrated stations at the

bottom are ‘live’ but only five of the 10 less well-calibrated stations are currently ‘live’. We can

conclude that prior to the availability of the new calibration metric, quality control procedures

have tended to identify and remove less well-calibrated stations from the PLAB2 ‘live’ station

bank.

Station materials are sometimes modified based on feedback from a number of stakeholders

including examiners, SP facilitators

5

and the delivery/administrative team in order to improve

them for future administrations. Every time a minor amendment to station materials is made,

but where the fundamental activity being assessed is deemed unchanged, the station version

number is increased by one

6

. This usually occurs when feedback received from an examiner,

SP or observer suggests a modification will likely improve station performance.

Eight out of 10 of well-calibrated stations in Table 1 have been amended at least once

whereas only 3 out of 10 of those in the poorer calibrated group have been amended (see

Table 2). This suggests that changes made to stations - based on feedback or active quality

assurance checks – have tended to improve examiner calibration in stations.

Discussion

This paper set out to investigate ‘what works’ in terms of improving calibration between

examiners in OSCEs via improved design, materials and related practices - given all the

potential sources of differences in examiner scoring that are known to exist in OSCEs (Harik et

al., 2009; Yeates et al., 2013; Hope and Cameron, 2015; Homer, 2024) and what is known

about how various elements of OSCE design and practice can help minimise such differences

(Khan et al., 2013; Harden et al., 2015; Moreno-López and Sinclair, 2020; Malau-Aduli et al.,

2021; General Medical Council, 2024).

Using new quantitative methods to identify how well stations have been calibrated (Homer,

2025), we systematically analysed station materials to develop understanding of what

particular changes to PLAB2 exam practices seem to result in better calibration metrics. At

the ‘big-picture’ level, this review of materials highlights an obvious difference in overall quality

between the two sets of stations (Table 1) in terms of all the station-level support materials

and wider PLAB2 quality assurance practices in place. For newly developed stations, scripts

are better organised and the level of detail within them has been improved over time to better

support SPs and examiners alike. In older stations, this is not always the case. Across all

materials, the standardisation of language used as well as the phrasing and structure have

also improved – and are now carefully prescribed in station development rules and guidance,

which themselves remain subject to continuous ongoing improvement. This work adds,

therefore, to the relatively limited evidence base that details specific tools and enhancements

that can aid examiner scoring consistency and alignment in OSCE-type assessments (Khan et

al., 2013; Harden et al., 2015, ch. 9; Malau-Aduli et al., 2023).

5

These are senior SPs who observe stations throughout the day via a video feed and ensure SPs

perform as expected.

6

In cases where substantive changes are made to a station, for example, in producing a cloned version

where key patient demographics have changed, the station is given a new and unique identifier).



A key element found to improve scoring alignment in this work is in the development of the

ACE marking descriptors which offer examiners a more detailed and consistent framework for

evaluating a range of candidate performance. Arguably, this is an unsurprising result as it is

consistent with practitioner guidance in this regard (Streiner and Norman, 2008, ch. 7;

Yudkowsky, 2019, ch. 7) and aligns with work suggesting that ‘borderline’ levels of

performance can be challenging to judge accurately (Malau-Aduli et al., 2021) . As a

consequence of this new evidence, the PLAB2 development team has committed to updating

approximately 500 existing OSCE station marksheets to align with the ACE descriptors model

– as of late 2025 this work is largely complete.We know that OSCE-type assessments are

expensive to administer (Pell et al., 2013; Harden et al., 2015, ch. 15), and this research does

underline the importance of adequately resourcing the ongoing development of any

high-stakes OSCE. The improvement of OSCE materials and guidance to a consistently high

standard requires suitably qualified staff to drive ongoing developments, and to lead the

training and development of key stakeholders including station writers and OSCE examiners –

particularly when it comes to best practices around calibration and marking guidance (Khan et

al., 2013; General Medical Council, 2024).

The focus in the literature, and to an extent also in this work, tends to assume that the main

source of calibration issues is due solely to examiner behaviours. However, one important

finding in our work is the emergence of the quality of SP scripts as really helping in improving

calibration. In short, part of the source of ‘examiner’ variation can be due to differences in how

SPs play the role across parallel circuits, and improved guidance on this (e.g. making it valid,

relevant, accurate, appropriately storied) can help to improve calibration. The role of the SP in

influencing differences OSCE in scoring certainly deserves greater scrutiny.

Another important emergent in our findings is the medical information provided to examiners

– we know that clinical expertise and experience can impact on judgments of performance

(Yeates et al., 2013). Our work implies that making explicit what is regarded as ‘correct’ in the

scenario – both in terms of medical knowledge and interpretation of behaviours - is likely to

improve scoring alignment – presumably by helping to weaken any influence between clinical

experiences examiners might bring and their scoring of performance.

Our documentary analysis work also suggests that some station elements appear to have little

to no impact on the degree of calibration observed – at least in our context. The type of

scenario in the station, the theme addressed within it, and patient characteristics did not

emerge as important influences on the degree of marking alignment between examiners on

parallel circuits during the analysis – but there is the need for more systematic and

wider-scale research in this area.

In terms of recommendations for practice derived from our study, we would suggest that

institutions pay close attention to ongoing development of all the OSCE support materials, in

particular the marking criteria in the station at the middle and lower end of the performance

spectrum, the SP script, and the specific up-to-date medical knowledge required in each

station. With parallel circuits, also providing clear guidance to examiners around key elements

of the station to discuss during pre-exam calibration discussion is likely to be effective.

The obvious limitation of this study is that it is from a single specific exam context, with

necessarily limited sampling of 20 stations for the documentary analysis – which was carried

out by a single analyst (VA). We would also note that because our study is observational in

nature, formally we cannot make strong causal claims. Ideally, experimental methods would

be needed for this, but these are challenging to carry out – particularly longitudinally. However,



our work does add to the seemingly sparse published research into the wider area of

longitudinal OSCE quality improvement (Fuller et al., 2013; Boursicot et al., 2021). There is also

the sense that this work validates the application of the new calibration metric via a mixed

methods study (Homer, 2025; Supianto, 2025)– in essence we have measured something

(degrees of calibration) made efforts to improve things (station quality in its broadest sense)

and the measure does then improve.

We conclude by emphasising the difficulty of researching and publishing assessment-related

research at the appropriate level of detail useful to readers, whilst also maintaining sufficient

levels of exam security around specific station content – and hope in this work we have

achieved the right balance to make it useful to readers and practitioners in a range of OSCE

contexts.
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Appendix

Table 2 shows a summary of the findings of the documentary analysis - the rating scale is intended to score materials fromadequate (1) to good

(3).

Table 3 gives the specific scoring guidance for each station factor.

Station

group

Statio

n

pseud

o-iden

tifier

Station

status

Year of initial

station

development

Current

station

version

Examiner's markingcriteria Station content and other factors

Marksheet rating

ACE

complete?

ACE rating SPScript rating

Examiner'sCalibration

Guidance rating

Examiner (medical)

supporting

information rating

High

mean

area =

poorer

calibratio

n

1 Live 2018 1 Replaced

i

Yes 2 1 1 1

2 Live 2016 2 Replaced Yes 2 2 1 2

3 Removed 2016 1 Replaced N/A

ii

N/A N/A N/A N/A

4 Rested

iii

2018 1 Replaced Yes 2 2 3 2

5 Live 2018 2 2 No N/A 1 1 1

6 Rested 2017 1 Replaced Yes 2 3 2 3

7 Removed 2018 1 Replaced N/A N/A N/A N/A N/A

8 Live 2017 1 1 No N/A 2 1 1

9 Removed 2016 1 Replaced N/A N/A N/A N/A N/A

10 Live 2016 5 Replaced Yes 3 3 3 3

Lowmean

area =

373 Live 2016 1 N/A Yes 2 1 2 3



Station

group

Statio

n

pseud

o-iden

tifier

Station

status

Year of initial

station

development

Current

station

version

Examiner's markingcriteria Station content and other factors

Marksheet rating

ACE

complete?

ACE rating SPScript rating

Examiner'sCalibration

Guidance rating

Examiner (medical)

supporting

information rating

better

calibratio

n

374 Live 2018 2 2 Yes 2 3 3 2

375 Live 2018 2 Replaced Yes 3 3 3 3

376 Live 2016 2 N/A Yes 3 3 2 3

377 Live 2017 4 3 No N/A 3 3 3

378 Live 2022 1 N/A Yes 3 3 3 3

379 Live 2022 5 N/A Yes 3 3 3 3

380 Live 2018 4 Replaced Yes 3 3 3 3

381 Live 2019 2 N/A Yes 2 2 3 2

382 Live 2020 4 Replaced Yes 3 3 3 3



Marksheets

1

Small number of marking criteria for each domain (2-4); broad/vague individual criteria, which do not make

explicit what the candidate is expected to do (e.g. 'Takes history').

2

Small to average number of individual criteria (3-5); some of the marking criteria have examples of what is

expected from the candidate (e.g. 'Takes history of the pain - onset, location etc.').

3

Good amount of marking criteria (4+) with appropriate level of detail; examples are used for most marking

criteria, and it is clearer what the candidate is expected to do; covers extremes of performance well.

ACE

1

Small number of marking criteria (2-3) per candidate level (A, C&E); marking criteria is vague/broad and

lacks examples; discrimination between A and C candidates is minimally described.

2

Average number of marking criteria (3-4) per candidate level (A, C&E); some marking criteria have examples,

especially the history taking one (e.g. 'Takes history of pain - onset, duration etc); there is some

discrimination between A and C candidates.

3

Satisfactory number of marking criteria (4+) per candidate level (A, C & E); most marking criteria comes with

examples/details of what the candidate is expected to do; there is a good level of discrimination between A

and C candidates.

SP scripts

1

Does not follow the current style guide; information is in long paragraphs and is hard to follow; does not

respect the current guidance on order of information; it is relatively short and lacks details for the SP; some

information is in the wrong sub-section.

2

Script follows most rules of the current guidance; information is structured more clearly but occasionally

lacks detail (e.g. doses for drugs); most of the information is in the right order and correct section, with

minor exceptions.

3

Script reflects the style guide closely, with minimal lapses; information is laid out in the expected order and

has a good level of detail; the information is not misplaced in the wrong sections of the script; clear and



concise.

Examiner's calibration

guidance

1 Is missing.

2 Generic guidance which could benefit from added comments but bespoke to the station.

3

An appropriate level of guidance that matches the needs of the station. Where generic, no more information

is needed.

Examiner's supporting

information

1 Is missing or has been taken from sources generally best avoided (non-medical reference websites).

2

The information isn't clearly linked to the station or covers it only broadly, but it is sourced from acceptable

websites; formatting could be improved and may be difficult to follow/find information quickly.

3

Guidance is sourced from NHS, CKS, NICE guidelines or recognisable medical websites from UK or abroad;

the information is structured well (sub-headings and bolded text are used); the information links up directly

with themes covered by the scenario.


