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Abstract

In the context of dynamic virtual power plants (DVPPs), the integration of frequency containment reserve (FCR) and fast
frequency control (FFC) enabled via local compensation of power imbalance represents a significant advancement in decentralized
frequency regulation. However, they still have to cope with the limited power and energy capacities associated with commonly
available storage solutions. This work combines a disturbance estimation based decentralized local control with distributed
imbalance compensation in the event of local shortfall. The layered architecture facilitates fast local corrections in power setpoints
while enabling coordination between neighbouring DVPP nodes to leverage the aggregated capacity, ensuring scalable and efficient
operation suitable for renewable-heavy future grids. The proposed approach is validated on an illustrative 4-bus system with a
high percentage of renewables.

Index Terms

Disturbance estimation, frequency containment reserve (FCR), fast frequency control (FFC), distributed control, inverter-based
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I. INTRODUCTION

Power systems are currently undergoing rapid transformation to address the limitations and adverse environmental impacts
of conventional fossil fuel-based energy sources with distributed generators comprising renewable energy sources (RESs) such
as solar and wind providing a promising solution to this problem. However, uncoordinated integration of renewables in the
electricity grid results in issues such as large voltage/frequency swings, increased operational costs (e.g. payouts to balancing
market entities, spinning reserve costs etc.) to compensate for inaccurate generation/load forecasts and more frequent blackouts
due to generator and/or transmission network overloads [1]. To ensure increased penetration of renewables in the electricity
grid and to meet the increasing energy demand with intermittent and unpredictable RESs, controlled aggregation of distributed
RESs (DRESs) in the form of microgrids (MGs) [2] and virtual power plants (VPPs) [3], energy communities etc. have
emerged as a powerful tool to balance the uncertainty in production and allow small to medium capacity generators as well
as prosumers to monetize their flexibility by participating in the energy, capacity and flexibility markets thereby generating
community interest [4]. Furthermore, it is expected that a bulk of the ancillary services in the future power grids will have to
be shouldered by non-synchronous DERs, implying the significance of these aggregated systems in ensuring grid stability and
reliability.

In particular, the concept of dynamic virtual power plants (DVPP) has been proposed to pave the way for DERs to provision
future ancillary services [5]. In this work, we focus on leveraging the potential of DVPPs for frequency regulation in renewable-
heavy power grids. The absence of rotational kinetic energy in DRESs and heterogeneous inertia distribution in the network
results in faster frequency dynamics, thereby making the task all the more challenging [6]. On the other hand, when controlled
properly, VPPs can be leveraged to provide inertia support via grid-forming IBRs to reinforce the system response in the event
of contingencies.

Traditionally, frequency regulation was implemented in a centralised manner via automatic generation control (AGC) where a
central authority generates regulatory signals. Despite being effective for decades, this approach is inherently limited in response
speed, making it unsuitable for fast frequency regulation [7]. In recent years, several studies have investigated the impact of
increased penetration of RESs into the grid infrastructure and proposed IBR-based frequency regulation schemes, some of which
are briefly discussed here. Model-free learning based techniques, such as those based on reinforcement learning (RL) [8], [9],
are usually without any stability certificates and work by imposing soft penalties for deviations outside a predefined range,
which restricts their application on real-time systems. Furthermore, RL-based techniques require massive training datasets,
which compounds implementation complexity. On the other hand, model-based techniques such as model predictive control
can satisfy hard constraints during transients, however, this capability relies heavily on the accuracy of the system model and
places significant communication overheads [10], [11]. Another model-based approach leveraging disturbance estimator (DE)
was introduced in [11] for fast frequency regulation, in combination with distributed optimization based on alternating direction
method of multipliers (ADMM) to overcome the shortfall in local RESs by coordinating with neighbouring assets. However,
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the coordination of neighbouring local area controllers was implemented through a central coordinator which significantly
increases the communication overhead and impacts scalability for large systems.

In this work, we follow the general framework adopted in [11], where the power system is partitioned into smaller areas
(DVPP nodes in our case) having unmeasured active power and then a controller is designed to coordinate frequency regulation
in the aggregated system. In contrast to [7], [11], the disturbance estimator in our work allows a more general internal model
for the unmeasured active power while the coordinating layer is completely distributed, requiring communication only between
neighbouring nodes. This, in turn, improves the system’s reliability and preserves data privacy.

The remaining sections in this paper are organised as follows: Section II introduces the modeling of electrical network and
different nodes using the swing equation, followed by the design of a disturbance estimation mechanism for local control and
distributed coordination in Section III. Section IV presents a numerical study to evaluate the efficacy of the proposed approach
and conclusions are drawn in Section V.

A. Notations:

I,, is an identity matrix of dimension n x n, 0 is a zero vector or matrix of appropriate dimension, diag(a1, ..., a,) denotes a
diagonal matrix with a1, ..., a, as diagonal elements. Given a symmetric matric M, M < 0 means that M is negative-definite.
The notation for positive definiteness is analogous.

II. MATHEMATICAL MODEL

We consider the electrical grid to be composed of a network of interconnected nodes, where the local frequency dynamics
of each node is defined by a swing equation. Nodes can be of different types depending on the constituting elements and
available regulation mechanisms. In this work, we distinguish between two types of nodes, which are discussed in the following
subsections. The terms ‘nodes’ and ‘buses’ are used interchangeably throughout the paper, with nodes being used mostly in
the modeling and algorithmic part and buses in the numerical validation part to link with the physical system.

A. Dynamic Virtual Power Plant Nodes
The local frequency dynamics of the i DVPP node can be defined by a standard swing equation of the form [12]

9.1' = wf
1 M
-8 P
6 _ 51
wl 2H7( 7

where w? is the frequency deviation (p.u.), H; is inertia constant (seconds) and 5{3 is the net power imbalance (p.u.). The
DVPP nodes are considered to be without synchronous generators (SGs), and are characterized by low inertia and damping
provided mostly by IBRs and rotating machines such as large motors. The power imbalance can be expressed as
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where P is electrical load, P is the unmeasured active power injected, PF9 is the power injected by RESs including storage,
PFCEEm s power injected by the assets participating in the frequency containment reserve (FCR) (discussed in Section II-Al),
ul™ is the power consumed by the battery energy storage system (BESS) and j P;_,; is the total power flowing out of the
i™ node via tie-lines which depends on the voltage phase angle (6;, 6;) at the nodes (or rather the difference between the two)

and is given by

m
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where X ; is the reactance between nodes ¢ and j. We consider that the power flowing into and out of the DVPP via tie lines is
measured, along with the power generated/consumed by all the assets/loads except for a portion of the load (P;) which is not
measured by the smart meters. It is also assumed that the net power imbalance is zero initially (¢ = 0 s) i.e. generation (PE9)
is equal to consumption (Pf), which cancels their net effect on the frequency dynamics. Hence, all frequency deviations, power
values and control signals are zero initially, which simplifies the simulation scenario.

The BESS dynamics is defined as
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where TPESS is the time constant imposed by the local device level control-loop, u is the setpoint for BESS, RBESS‘“‘“ and

2
PZ-BESS"‘ax are device power limits imposed either due to physical limitations, BMS behaviour, or to have a power buffer to

comply with accepted capacity bids.



1) FCR Response: Frequency containment reserve (FCR) are used to contain the frequency deviations under normal operation
between 49.9 to 50.1 Hz (FCR-N) and in the event of large disturbances up to 49.5 and 50.5 Hz (FCR-D). In this work, we
only consider FCR-N where cumulative active power response in p.u. of the contracted FCR-N assets can be expressed as
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where the range of FCR-N is denoted by wy = 0.27/50 in p.u., Ky = leN and PZ-F CRusx js the contracted FCR-N capacity.
Once an FCR bid is accepted, that capacity needs to be reserved (for activation by TSO when needed), and cannot be
traded again in concurrent or subsequent day-ahead markets. It is assumed that the assets participating in FCR have metered
connections to facilitate reconciliation.

2) Radom Variations in P¢ and PFFS: Random variations in the electrical load due to On/Off switching of medium to
low power appliances can be modeled as a sum of scaled (in magnitude) pseudo random binary sequences (PRBSs)
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where n denotes the discrete time instant, N, is the number of PRBSs used to generate the load variations, Py, ~

1
Uniform(0, 1) sampled independently at each step, p* = k/s; is the flip probability per step, a* = h/d*, d* = {27(/{ 3
h scales the magnitude of PRBS and sy controls the probability of how frequent the switching occurs.
On the other hand, random variations in the power generated by the renewables is modeled via Brownian motion with soft

reset (BMR) given by
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where 07y is the reset threshold, &, ~ N(0,1) is sampled independently at each time-step, At is the step size, o is the
diffusion intensity and A, is the decay factor. The reset helps in avoiding runaways and keeps the value within limits.

B. Synchronous Generator Nodes

We assume that synchronous generators (SGs) are only capable of providing droop support and are characterised by the
following second-order dynamics:
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where P/™ is the mechanical power input, ;7 and R!BR are the primary control gains of IBRs and SG, respectively, 7 is
the turbine-governor time-constant, while RBR/ 6f , P¢ and P;_,; are the same as in (1) and (2). In addition to the mechanical

power, a major difference between DVPP nodes and SG nodes is that the inertia constant for the latter is typically much higher
compared to DVPP which only contains renewables.

III. PROPOSED APPROACH

The main idea behind our approach is to first locally compensate any power imbalance at the node by available RESs +
storage and second, to coordinate neighbouring DVPP nodes to compensate the imbalance in the event of local shortfall. To
accomplish this task, it is essential to estimate the unmeasured active power, which can cause local frequency deviation. In
this section, we estimate the unmeasured active power by introducing state augmentation based on an assumed internal model
for P;.



Assumption 1. The unmeasured active power is generated by a linear exo-system
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where A € R™*™, C € R"™ and ¢; = R™*! is the state vector for exo-system.

The above assumption is a generalisation of the commonly used P/ = 0 [7], [11] and allows the flexibility to consider a
wide range of linear dynamics such as sinusoidal or time polynomial function for P/ [13], [14]. Following Assumption 1, the
state-space model for the augmented system can be defined as

& =Ax + B(—u]" + f), (10)

where « = [w], ¢]]" is the augmented state vector, f = —Pf + P} + PP — pFefm 57 P, ,; denotes the measured
quantities, whereas state and input matrices are respectively given by,
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Consequently, a Luenberger-type disturbance estimator (DE) can be designed for the augmented model in (10):
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where C = [1, 0] is the output matrix, x € R™T! is the estimator gain vector and variables with a circumflex denote the
estimate of original quantities. It is to be noted that the DE in (11) also estimates the local frequency (&9) in addition to the
unmeasured active power, which can be used for power modulation in case of FCR to suppress the effect of measurement noise
and ensure grid compliance. Unlike [7], [11], we are not concerned with local mismatched power sharing among IBRs and
only focus on coordination among DVPP nodes to balance demand with generation, which will be discussed later in Section
III-B.

Clearly, the designed DE in (11) relies on model information, particularly the inertia constant (H;) of the DVPP node.
However, the designed estimator is robust towards model uncertainty in H; to some extent and returns an accurate estimate of
P! despite model mismatch, if the internal model for the exo-system is accurate enough and the following LMI is satisfied

PA-kC)+(A-kC)'P <0 (12)

where P = PT ~ (. The above LMI can be obtained following standard Lyapunov argument (refer [15] for more details).
For the sake of simplicity and keeping in line with recent literature, we consider the simple internal model of P/ = 0 in
this work, which results in A =0 and C = 1.

A. Decentralised Local Regulation

The setpoint for BESS i.e. uj" is selected as
uj = —Pf+ P+ P, (13)

to compensate for the net internal power mismatch within a DVPP node in real-time, based on the estimate PZ-? obtained from
DE in (11). The idea here is to cancel out all the internal power imbalances (except for the FCR which introduces much needed
damping) so that the RoCoF and Zj P;_,; become zero for the DVPP node. For a system composed entirely of DVPP nodes,
the control action in (13) can stabilise the entire system if u} € [PPESSw PPESSw«] despite being decentralised. However, when
ur ¢ [PPESSnin pBESSmx) the local resources are insufficient to compensate for the power imbalance and require assistance

from neighbouring nodes, which is discussed next.

B. Distributed Redispatch to Overcome Local Shortfall

We briefly introduce the concept of a graph and associated theory which will be used to define the communication network
between nodes. A graph G = (V, £) is defined as a set of vertices (or nodes) V = {1,2,..., N} and a set of edges € C V x V,
where each edge (i, j) € £ represents a connection between two nodes i and j. We consider an undirected graph which implies
that the communication between any two nodes is bidirectional.

As defined earlier, u} is the required power to be consumed by the BESS (set-point regulated by the local controller),
and u[" is the measured actual power consumption by the BESS. Assuming u]* # u} due to physical or synthetic limitations



Type Parameters
DVPP node | H; € [0.01,0.1]s, K7 = {1,2,3}, a; = 1,k = [20, 100]7, w; ; = 1 if (4,7) € & else 0, Pl "™ = {0.005, 0.003, 0.001},
Td—05s TBESS 0.1s

SG node ;= {4, 0. 005}s RPR =0.05, T =25
{PEES pc} Nv = 8,h = 0.002,s; = le04, )\, = 0.5,0 = 0.005, Oty = 0.02, At = 5e — 04

Network X12,-01,X23-0.1,X31.-0.1, X3.4,-0.02, £ := {(1,2),(2,3)}

TABLE I: System parameters

imposed due to market participation, the mismatch can be compensated via a distributed averaging proportional integral (DAPI)
controller [16], [17] of the form
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where 67 = —P¢ + I:’? + PRES _y™ q; is a positive gain, w;, 4 = 1if (4,j) € € else 0, while st st are scaling factors
that control the contribution of a spec1ﬁc node in the event of local shortfall at any node. A commumcatlon delay of 7% s is
included in the computation of u£* by delaying uJA from all the neighbouring nodes. The final control law adds the distributed
control action to the local control law in (13)

uf = uf — Pf + P + PEPS. (15)

(2
IV. NUMERICAL SIMULATION

For the numerical study, we consider a 4-bus system to test the efficacy of our approach. All simulations are performed in
Python (ver. 3.11), where the equations are implemented using the explicit forward Euler method for numerical integration
with a step-time of 5e-4 s. Two scenarios are considered to evaluate different operational aspects. The parameters used in
numerical analysis are listed in Table I, and the setting for all the scenarios is defined as follows:

S1: Nodes 1,2, and 3 are DVPPs while node 4 is an SG node. Local resources (generation via RESs and BESS) at some DVPP
nodes are insufficient to compensate for the unmeasured active power due to artificial limits set on power converters. It
is assumed that the SG only provides droop support. There are no random variations in RESs and electrical load, while
P! undergoes step changes with first-order dynamics having a time constant of 77, .

S2: Network configuration remains the same as in S1. Local resources are insufficient on some of the DVPP nodes and there
are random fluctuations in RESs as well as electrical load. The SG trips during operation, which significantly reduces the
inertia and damping of that node. The DVPP nodes simultaneously increase their inertia following the generator tripping.
The performance is compared to a case where the DVPP inertia remains constant.

A. Results and Discussions

The 4-bus network can be interpreted as an island grid connected to a synchronous area via high-capacity transmission lines.
The island, composed primarily of DVPP nodes, can be coordinated to provide ancillary services such as FCR and virtual

inertia support for limited periods (as part of N-1 contingency, for instance). For S1, the unmeasured active power at Vi< (1 2,3}

varies in the following manner: P} = 0 1255 0.015 pu, P =0 =155 0.01 p.u. and P} =0 12255 0.02 p.u., while Pf

and PFPS are set to zero. The power limits of BESS unit for each DVPP is defined as V; : {PZBESS“"", RBESS"‘“} = Vi :
{0.02,—-0.02}, V> : {0.05,—-0.05}, V5 : {0.01,—0.01}. Plots for S1 shown in Fig. 1, illustrate the capacity of DE to accurately
track the frequency and unmeasured active power while local resources compensate the mismatch to regulate frequency. The
BESS power set-point v} increases as 5P becomes nonzero starting from ¢t = 5 s, while the u at V;—(1 2} increase steadily
in proportion starting @ ¢ = 25 s due to a power deficit at Vs, with steady state values correponding to the set K !, The net
tie-line power of node 4 increases momentarily @ ¢t = 25 s to provide droop support before settling to zero as the neighbouring
DVPPs ramp up their u to support node 3.

The second scenario S2, considers random fluctuations in load and renewable power which is typical in power systems. The

SG trips @ t = 10 s which causes a sudden decline in inertia at node 4 i.e. H; =4 =102, 0.005 s causing rapid fluctuations

in the system frequency. We assume that the DVPPs are able to either automatically detect loss of generating unit and switch to
additional inertia support or the network operator such as TSO detects the generator trip and invokes additional inertia support
from the DVPPs. The inertia constant for all the DVPP nodes increases as: Hjcy 2 3} = 0.01 =%, 0.1 s. It is also assumed
that the DVPP has information about its own inertia constant which is used directly in the DE. The power limits on BESS unit
and changes in P/ remain the same as in S1. Similar to S1, the distributed control action kicks in when u!™ # u, either due
to BESS dynamics (causing temporary jumps) or a shortfall in local resources (steady values). The same evaluation is repeated
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without additional inertia support from the DVPPs (H; = 0.01 s throughout) and the average grid frequency is compared in
the two cases. Clearly, the increased virtual inertia results in fewer rapid fluctuations compared to the second case.

V. CONCLUSIONS AND OUTLOOK

This work introduces a two-layer coordinated fast frequency regulation scheme for DVPPs having local decentralised control
enabled via an internal model based disturbance estimator and distributed compensation of local shortfall via DAPI approach.
Simulation results illustrate the efficacy of the approach on a 4-bus system and performance improvement brought about by
the inertia support enabled via DVPP, particularly in the event of contingencies. Investigating the impact of different estimator
structures, such as those in [13], [15] and different consensus algorithms on frequency regulation can be an interesting outlook
of this work. On the other hand, data-driven extensions can be explored to robustify against uncertain/unknown parameters.
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