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Abstract

Large language models (LLMs) show promise for improving clinical trials in wealthy countries but remain underex-
plored in low- and middle-income countries (LMICs), where healthcare infrastructure is weaker and resources limited.
This article explores opportunities for LLM integration and addresses ethical challenges in LMIC clinical trials through a
review of recent literature (2024-2025) on LLMs in healthcare and clinical research, examining adaptation potential for
LMICs using thematic analysis to identify ethical issues specific to LMIC contexts, including data control, fairness, and
sustainability. LLMs can accelerate protocol development, improve multilingual patient recruitment, streamline regulatory
processes, and address data gaps through synthetic records; however, implementation raises concerns about data privacy,
community representation, Al transparency, and technological dependence on foreign platforms. While LLMs can enhance
clinical trial efficiency and inclusivity in LMICs, successful integration requires locally-adapted models, community-
centered ethical oversight, and regional partnerships, with thoughtful implementation potentially democratizing healthcare
innovation benefits across Global South populations.

Keywords Large language model - Clinical trial - Public health - Al ethics - Patient recruitment - Artificial intelligence

1 Introduction

Large language models (LLMs) and artificial intelligence
(AI) have recently gained attention for their potential to fur-
ther improve clinical research, which is useful in tasks such
as drafting trial documents and matching patients to relevant
and appropriate studies. Initial tests by the researchers from
Boston Consulting Group found that LLMs can quickly
create clinical trial protocols and informed consent mate-
rials, therefore potentially speeding up the research pro-
cess significantly [1]. Similarly, Al tools like TrialGPT [2]
have successfully identified eligible participants with high
accuracy, cutting patient screening time by 42.6% when
evaluated on 183 synthetic patients involving three cohorts
and over 75,000 trial. It is important to highlight here that
most of these promising outcomes come from high-income
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countries with extensive digital health infrastructure and
detailed patient data. Unlike wealthier countries (upper mid-
dle-income and above), low- and middle-income countries
(LMICs) face very different challenges, including limited
healthcare funding, incomplete or sparse electronic patient
records, and fewer suitably qualified research professionals
[3]. An analysis covering 27 clinical trials — 5 published and
22 ongoing (with 10 in China, 6 in the USA, 3 in Canada, 2
in Germany, and single studies in Italy, Denmark, Taiwan,
Turkey, Saudi Arabia, plus one multinational trial span-
ning Germany, Italy, China, and the USA) - found a notable
concentration of trials primarily in the US and China [4].
Remarkably, none of these studies took place or are cur-
rently taking place in LMIC settings. This clear imbalance
raises a critical question: How might LMICs practically
harness LLMs to carry out meaningful clinical trials, and
what unique ethical considerations and opportunities might
arise within these contexts? This article addresses the ques-
tion posed above by examining the practical advantages and
ethical considerations associated with the use of LLMs in
clinical trials within LMICs, while also comparing them
with traditional trial methods. It does so by summarizing
recent scholarly literature (2024—2025) on the use of LLMs
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in healthcare and clinical research, highlighting how these
technologies could be adapted for LMICs. Additionally, it
closely examines ethical issues of the Al and LLM technol-
ogies [5, 6] uniquely relevant to LMIC contexts, including
data control, fairness, transparency, and long-term sustain-
ability, driven by insights from thematic analyses of cur-
rent discussions and case examples in global health and Al
ethics research. The rest of this article is organized as fol-
lows: Sect. 2 enumerates the benefits of employing LLMs
for clinical trials in LMICs, while Sect. 3 outlines the asso-
ciated ethical concerns and challenges. Finally, concluding
remarks and future perspectives are presented in Sect. 4 .

2 Potential benefits of LLMs for clinical trials
in LMICs

LLMs in clinical trials within LMICs may help bridge vari-
ous challenges related to limited resources and infrastruc-
ture that often disrupt conventional trial processes. This
Section summarizes these benefits. However, it is important
to note that the majority of promising outcomes demonstrat-
ing LLM efficiency in clinical trials have been reported in
high-income countries (HICs) with established digital health
ecosystems, stable high-speed connectivity, and extensive,
structured electronic patient records. When considering
their application in LMICs, it is vital to acknowledge the
friction points inherent in these environments, including
sparse or incomplete patient data, reliance on paper records,
intermittent digital infrastructure, and limited resources for
advanced computational deployment. Therefore, realizing
the benefits below requires a strategic approach that differ-
entiates between HIC-demonstrated potential and LMIC-
feasible adaptations that account for these resource and
infrastructural constraints.

2.1 Accelerated trial design and documentation

LLMs can act as helpful partners for local researchers when
planning clinical trials. They can quickly pull together
drafts of protocols, case report forms, and regulatory docu-
ments by drawing on a broad base of scientific literature
and international guidelines [7]. In one example, an LLM
equipped with access to regulatory resources was able to
produce protocol sections that aligned with FDA standards
[1]. This can be especially valuable in regions where trial
teams often depend on expensive outside consultants to
prepare complex documentation. In LMICs, LLMs can
efficiently support initial drafting and compliance checks,
potentially speeding up the research process significantly.
By streamlining the writing process and supporting compli-
ance with global norms (like CONSORT or GCP), LLMs
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can help lower both costs and turnaround times, potentially
allowing local teams to take greater ownership of their stud-
ies. According to the estimate presented in Fig. 4 in [8],
regulatory compliance, including trial design and docu-
mentation, accounts for roughly 10% of the total trial cost
in LMICs, indicating that potential monetary savings from
using LLMs can be substantial. However, in LMIC contexts
where local regulatory bodies may lack structured digital
standards or have unique, non-digitized requirements, it is
crucial for experienced investigators to manually verify the
output of LLMs against local regulatory requirements. This
verification step ensures that Al-generated documents com-
ply with the specific ethical and legal mandates of the host
country, mitigating risks associated with the LLM’s training
being primarily based on HIC guidelines. For a more techni-
cally detailed study on this LLM-driven clinical documenta-
tion, interested readers may consult the study by Maleki and
Ghabhari [9].

2.2 Improved patient recruitment and matching

Accurate patient recruitment is critical to the success and
generalizability of clinical trials, yet it is often hampered in
LMICs by fragmented and non-standardized record-keep-
ing. LLMs are especially good at understanding unstruc-
tured text, making them effective at reviewing clinical
notes, referral documents, or even informal reports from
community healthcare workers to pinpoint suitable candi-
dates according to detailed eligibility requirements. LLMs
offer a significant opportunity here due to their proficiency
in natural language processing, which allows them to extract
and synthesize key clinical information from unstructured,
incomplete, or handwritten patient notes. This is a strength
particularly relevant to LMIC clinics, where structured elec-
tronic health records are sparse, and patient data often exists
in diverse, difficult-to-analyze formats. By analyzing this
heterogeneous data, which can include clinician notes, lab
slips, and scanned documents, LLMs can rapidly identify
patients who meet complex eligibility criteria, far outpac-
ing manual review. A recent trial-matching system powered
by an LLM successfully identified over 90% of applicable
trials for individual patients, achieving accuracy compara-
ble to medical experts and significantly reducing the time
needed for patient screening [10]. However, a key distinc-
tion must be drawn: The high-accuracy patient matching
reported in literature is typically based on clean, structured
data from digitally mature HIC environments. In LMICs,
achieving high-accuracy matching remains hypothetical
unless advanced pre-processing of heterogeneous data can
be reliably executed on limited infrastructure. This process
may also benefit from recent advances in machine learning,
such as zero-shot learning or transfer learning from related
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task [11] to manage the heterogeneous, often handwritten
or scanned, patient data typical of LMIC clinics. Addition-
ally, this may reduce token usage and thus lower the cost of
LLMs, a particularly useful feature in LMIC settings. Note
that this work is currently an area of active research rather
than a widely demonstrated capability, requiring local vali-
dation studies before deployment.

2.3 Enhanced participant communication and
engagement

LLMs hold significant promise for improving communica-
tion in clinical trials by overcoming linguistic barriers. In
settings with low literacy rates or multiple local languages
that lack standardized written forms, LLM-based assis-
tants can rapidly generate materials (e.g., patient-facing
summaries, consent forms) in various local languages.
This capacity is essential for true linguistic inclusion,
potentially ensuring that more communities can access and
understand trial information. Recent developments show
promise for using conversational Al to educate patients
through improved readability of the consent form [12]
(supported by LLM’s multi-lingual translation capability
[13]) and even collect informed consent through interac-
tive dialogues [4]. In LMIC settings where formal educa-
tion might be limited, a friendly and supportive Al assistant
could respond to participant queries around the clock,
encourage participants to follow study guidelines (for
example, reminders about clinic appointments or medica-
tion usage), and communicate patient concerns back to the
research team [14]. By acting as accessible patient support
representatives, LLMs can potentially increase participant
retention rates and overall satisfaction, addressing gaps
left by traditional methods where patients often struggle
to receive timely answers outside scheduled visits. How-
ever, a crucial qualification must be made regarding this
potential benefit. The successful deployment of LLMs for
translation and communication depends significantly on
the quality and representativeness of their linguistic train-
ing data. Low-resource languages with limited or non-dig-
itized corpora present a considerable challenge. Despite
recent advancements for such languages (cf. ref. [15]), the
field is still not fully developed. When general-purpose
models are used to translate complex medical or ethical
concepts into these low-resource languages, the risk of
misinterpretation increases. Over-reliance on these gen-
eral models can lead to errors, simplifications, or neglect
of culturally sensitive nuances. Therefore, any LLM-based
translation tool must undergo rigorous local validation and
be fine-tuned using data curated by local linguistic and cul-
tural experts to ensure both accuracy and appropriateness.

2.4 Real-time data analysis and monitoring

Clinical trial sites with limited resources often struggle
with effective data monitoring, causing delays in iden-
tifying safety risks or errors. LLMs have the potential to
analyze trial data and reports in real time. For instance, an
LLM could actively review free-text adverse event logs or
clinician notes, rapidly identifying (potentially predicting
as well [16]) worrying trends, like increased reports of par-
ticular side effects [17] faster than conventional monitoring
methods. According to recent insights from industry profes-
sionals, LLMs might soon facilitate almost instantaneous
detection of anomalies or data irregularities. This would
allow researchers to immediately address any issues, signifi-
cantly improving patient safety [18]. Such continuous mon-
itoring could be particularly beneficial for trials conducted
in LMIC settings where advanced data oversight is usually
limited. Furthermore, LLMs might help generate interim
reports or statistical summaries for Data Safety Monitoring
Boards, automating tasks that typically require specialized
statistical knowledge that local teams may lack.

2.5 Regulatory compliance and reporting

Carrying out clinical trials that align with international reg-
ulatory standards can be especially difficult in the Global
South, primarily because of insufficient regulatory train-
ing and support. LLMs might address this by automatically
checking protocols, case report forms, and consent docu-
ments to ensure that they comply with ethical and regulatory
requirements. They can verify whether essential compo-
nents outlined by guidelines such as CONSORT or GCP
are included, helping catch mistakes that local teams may
overlook. Furthermore, LLMs could simplify the creation
of applications for ethics committees or regulatory authori-
ties by generating necessary documentation and translating
it into the formats expected by various agencies [18]. Act-
ing like virtual regulatory advisors, these Al systems could
guide investigators in LMIC settings through complicated
compliance processes more efficiently than informal man-
ual approaches. This would likely reduce approval delays
and enhance overall trial quality, addressing typical regula-
tory bottlenecks encountered with traditional methods.

2.6 Knowledge transfer and capacity building

One of the most promising developments is how LLMs
could open up access to medical knowledge for a wider
audience [19]. In lower-resource settings, such as LMICs,
researchers and healthcare providers can use LLMs to
explore up-to-date evidence or trial design approaches
that fit their specific needs. These tools can function like
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on-demand research advisors or medical librarians, offer-
ing summaries of key literature and established practices,
much of which might otherwise be hard to reach due to
paywalls or language barriers. This access can help spark
research questions rooted in local realities and lead to stron-
ger, more context-specific study designs. Additionally, by
adapting LLMs to reflect regional data (when available), it
is possible to make them more attuned to local health con-
ditions, languages, and cultural factors. In such cases, a
custom model may offer far more relevant insights than a
one-size-fits-all version [20]. Over time, using LLMs in this
way could strengthen research capacity. Early-career inves-
tigators, for instance, could learn through the feedback and
examples these tools provide, which may enhance overall
trial quality. Ultimately, LLMs have the potential to close
knowledge gaps, delivering some of the benefits typically
seen in highly developed research environments to areas
where resources are limited.

It is crucial to note that the above-mentioned advantages
depend heavily on how well the systems are put into prac-
tice. When applied thoughtfully and under proper human
supervision, LLMs have the potential to greatly improve the
speed and inclusivity of clinical trials in the LMICs, making
it possible to conduct studies more efficiently and affordably
without compromising on quality. In contrast, traditional
trial methods in many of these regions tend to be slow, rely
heavily on paper records, and often need outside assistance.
Leveraging LLMs could help bypass some of those hurdles
and bring a more streamlined approach to trial execution.

3 Ethical concerns and challenges in LMIC
settings

Although LLMs offer significant potential to enhance clini-
cal trials, introducing them in LMICs brings with it a set
of important ethical and practical concerns. Many of the
ethical questions already debated in wealthier settings can
become even more complex in LMICs, where long-standing
inequalities and less robust oversight systems may intensify
the risks [21]. As we move toward incorporating LLMs into
clinical research, it is essential to carefully examine these
challenges from multiple angles. These challenges are sum-
marized below:

3.1 Data privacy and security

For LLMs to be effective, they often need access to
data such as patient records and clinical trial documen-
tation. However, many health systems in LMICs lack
strong protections for personal data. Relying on exter-
nal cloud-based Al platforms could put sensitive patient
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information at risk, potentially breaching confidentiality.
Experts have cautioned that without proper oversight,
using cloud-hosted LLMs could result in privacy viola-
tions and unauthorized access to data [22]. This concern
is even more pressing in LMICs, where research partici-
pants may already face vulnerabilities and might not be
fully aware of their data rights. This vulnerability is sig-
nificantly intensified by the institutional realities in many
LMICs:

® Lack of Statutory Data Protection: Many nations lack
comprehensive national privacy legislation or a statu-
tory data protection framework. Without robust laws
defining data ownership, transfer, and breach liability,
local research sites and participants are left exposed.

e JWeak Governance: This deficit is often compounded
by the frequent absence of formalized, well-resourced
data governance bodies capable of auditing Al usage
or enforcing international data standards.

o Contractual Vulnerability: This institutional gap
places the burden of protection on contractual agree-
ments. Local sites often have limited capacity and le-
verage to negotiate stringent contractual protections
(e.g., preventing data re-use for commercial model
training) when partnering with powerful external (of-
ten HIC-based) technology providers.

e FExample: A trial site in a country without national
data protection laws utilizes a free, cloud-based LLM
for translating patient data. The generic Terms of Ser-
vice permit the LLM provider to use uploaded texts
for future model training, effectively transferring sen-
sitive patient data control to a foreign commercial en-
tity without adequate local legal recourse, illustrating
the practical vulnerability in the absence of institu-
tional backing.

Ethical use of these technologies requires strict adher-
ence to privacy protocols, which may mean keeping data
within national borders through on-site deployment or
locally adapted models. Yet running advanced LLMs
locally presents its own challenges, as they typically
demand substantial computational resources. A promis-
ing workaround involves using smaller, more efficient
models that are designed for environments with limited
infrastructure [23]. Regardless of the approach, research-
ers must secure informed consent before using patient
data with Al tools and ensure that strong cybersecurity
protections are in place. Without these safeguards, there’s
a real risk that LLM deployment could compromise par-
ticipant privacy and erode public trust in the research
process.
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3.2 Bias and generalizability

Most mainstream LLMs are trained primarily on data from
wealthier countries, meaning their outputs often uninten-
tionally reflect biases tied to those populations. Some read-
ers may recall immediately the pulse oximeter controversy
during the height of the COVID-19 pandemic [24]. Without
careful consideration, these models may produce clinical
trial guidelines or eligibility rules that do not align well with
local genetics, lifestyles, or cultural norms.

3.2.1 Mechanisms of bias reproduction

The risk of bias in LLM-enhanced trials is magnified by
three specific mechanisms inherent to the LMIC research
environment:

e Limited Local Data Availability: 1If an LLM is used to
screen for eligibility or predict outcomes, it will perform
less reliably for specific ethnic groups or region-specific
disease patterns that were underrepresented in its initial
training data. This lack of local data can lead to sys-
tematic under-diagnosis or misclassification of certain
LMIC populations.

e Uneven Representation of Disease Patterns: Models
trained overwhelmingly on HIC data may fail to ac-
curately assess conditions or co-morbidities that are
prevalent in LMICs (e.g., infectious diseases, malnu-
trition-related conditions), leading to potentially unsafe
recommendations.

o Structural Power Imbalances: The power imbalance be-
tween external sponsors and local investigators means
that sponsors may prioritize deploying a single, pre-
trained global model over investing in specialized local
fine-tuning. This effectively allows the structural biases
embedded in the global model to be imposed upon the
local research setting, reinforcing existing inequities.
This situation could lead to standardized trial designs
that ignore critical local biological or cultural differenc-
es, potentially excluding certain ethnic groups or over-
looking region-specific disease presentations.

This situation could lead to standardized trial designs that
ignore critical local biological or cultural differences, poten-
tially excluding certain ethnic groups or overlooking region-
specific disease presentations.

3.2.2 Feasibility of mitigation
To address fairness, one potential solution is to countering

these biases by customizing models using local healthcare
documents and involving diverse local experts to review the

Al-generated outputs. Fairness and bias are ongoing ethical
challenges healthcare [24]. However, the feasibility of full
local adaptation of massive LLMs is constrained by realistic
barriers: local institutions often lack the necessary compu-
tational resources, data governance structures, and techni-
cal expertise required to train or fine-tune billion-parameter
models. A more practical mitigation strategy involves uti-
lizing small language models (SLMs) and other efficient,
specialized models designed for environments with limited
infrastructure [23]. These SLMs are easier and less expen-
sive to train and deploy locally, offering a more realistic path
for local adaptation and context-specific fine-tuning. Ulti-
mately, ethical responsibility demands that trials enhanced
by AI do not reinforce existing inequities. Al-generated
recommendations should always be critically assessed in
terms of local relevance, fairness, and cultural sensitivity.
LLMs can also be leveraged to reduce bias if thoughtfully
applied, for example, by reviewing whether trial recruit-
ment adequately includes diverse community groups [18],
or by clearly translating eligibility criteria into accessible
language suited to different populations, thereby promoting
broader inclusivity.

3.3 Informed consent and participant autonomy:
technical and reliability risks

Obtaining genuinely informed consent in clinical trials
within LMICs has historically been challenging because
of language barriers, technical terminology, and culturally
different understandings of consent. The introduction of
LLMs into this process brings both potential benefits and
new ethical concerns. On the positive side, an Al-based
assistant might help by clearly explaining trial information
to participants in their local language, answering questions
promptly, and making the consent process more understand-
able. Studies are already underway to evaluate how LLMs
can support patient education and consent conversations [4].
Nevertheless, caution is crucial regarding the reliability and
accuracy of the Al output. LLMs sometimes confidently
present inaccurate information, commonly known as “hal-
lucinations”, which could seriously mislead participants
about the real risks or benefits involved [25]. When these
hallucinations occur in a local language translation, they can
specifically introduce factual errors or misrepresentations
of trial procedures or risks. In [26], it has been found that
hallucinated translations can pose serious safety issues in
machine translation, particularly in low-resource languages
and when translating from English, revealing toxic patterns
from training data. Simply scaling existing models is insuf-
ficient to address these hallucinations; instead, employing
diverse fallback models can improve translation quality and
mitigate harmful outcomes. Beyond simple factual error, the
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risk of culturally inappropriate or simplified output in local
languages is a concern, which could inadvertently alter the
meaning of consent or patient rights. For instance, translat-
ing a complex concept of “risk-benefit ratio” into a language
that lacks direct scientific equivalents may result in a cultur-
ally simplified phrase that minimizes the actual risks. There-
fore, if participants interact with an Al chatbot for consent
purposes, it must be made explicitly clear that the assistant
is an Al system rather than a human doctor, to prevent undue
influence or misunderstanding.

3.4 Interpersonal and cultural dimensions of
consent

The involvement of an LLM in the consent process fun-
damentally changes the nature of the human-to-human
interaction, raising ethical concerns specific to the socio-
cultural context of LMICs. In many communities, par-
ticularly those with a history of extractive or externally
driven research [21], trust in research institutions is a
complex, fragile, and interpersonally mediated process.
The introduction of a sophisticated, foreign-developed
Al tool may be perceived as another mechanism reinforc-
ing a structural power imbalance between the sponsor-
ing body (often foreign) and the local participant. This
can inadvertently undermine the participant’s autonomy,
especially if the Al is perceived as projecting an unwar-
ranted authority that discourages questions or dissent, or if
the Al is viewed as a replacement for a human researcher.
Furthermore, informed consent in many LMIC settings
is not solely an individual act but involves relational
decision-making. Decisions may be made in consultation
with family elders, community leaders, or spouses, often
involving processes of deference to collective authority.
An LLM-based assistant, which is designed for one-on-
one, transactional information delivery, risks bypassing
or disrupting these critical cultural frameworks. The lack
of a human, relational presence in the consent explana-
tion, even if technically accurate, may fail to provide
the necessary sense of safety and legitimacy required
for truly informed, voluntary participation within the
community’s established decision-making protocols.
Research protocols must therefore ensure that LLM
tools serve only as supportive aids and do not replace the
human-to-human interaction necessary to establish trust
and respect for local relational dynamics. We empha-
size the importance of distinguishing clearly between a
human communication partner (the researcher) and the
Al assistant to preserve the integrity of the participant-
researcher relationship.

@ Springer

3.5 Accountability and oversight

Bringing Al into clinical trials makes assigning responsibil-
ity more complex. If an Al system generates an incorrect
protocol or misjudges patient eligibility, causing harm, it
becomes unclear who is at fault: the Al developers, local
research teams, or the trial sponsors? This issue is especially
critical in LMIC contexts, where Al-specific regulatory
frameworks are limited or absent. Many LMIC regula-
tory bodies are still struggling to develop comprehensive
guidelines for conventional trials, much less for trials using
advanced Al tools.

3.5.1 Delineation of risk and responsibility

A clearer delineation of which parts of the trial workflow are
most sensitive to misattribution of responsibility is neces-
sary, as errors carry different ethical and legal implications:

e Protocol Drafting Errors: LLM errors in generating sec-
tions like dosing schedules or inclusion/exclusion crite-
ria can have direct legal and patient safety implications.
The local investigator is ultimately responsible for veri-
fying and signing off on the final protocol as mandated
by Good Clinical Practice.

e Safety Monitoring Errors: Errors introduced by an LLM
during the review of safety data (e.g., failing to identify
an adverse event trend or mis-summarizing a serious ad-
verse event) pose an immediate, critical patient safety
risk.

® Recruitment/Eligibility Errors: LLM misclassification
of eligibility criteria carries primary fairness and ethi-
cal implications. If eligible patients are excluded due or
if ineligible patients are included based on biased LLM
suggestions, the investigator bears responsibility for the
ethical breach and potential harm to the study's scientific
validity.

In this context, ref. [27] offers a valuable perspective by pro-
posing a model that combines a human-centric approach to
data ethics with John Rawls’ concept of the common good.
Such an approach aligns with the lived realities of LMIC
environments, emphasizing individual autonomy, privacy
protection, and fairness, while still enabling harmonization
with emerging global data-governance frameworks. Apply-
ing these ideas to Al-enabled clinical trials suggests that
accountability structures should not only safeguard indi-
viduals’ rights but also ensure that shared benefits are equi-
tably distributed to local populations, preventing extractive
data practices or exploitation. This perspective supports our
argument for locally adapted models while also acknowl-
edging the usefulness of complementary global frameworks
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that can help standardize protections against risks such as
data breaches, algorithmic bias, and opaque accountability
boundaries.

Note that the regulatory gaps risk enabling “ethics dump-
ing” [28], where external sponsors introduce sophisticated
Al technologies into vulnerable communities without proper
oversight or governance. Therefore, it is essential to advo-
cate for explicit guidelines on how LLMs should be used
ethically in human research. Ethics committees in LMICs
need specialized training to evaluate the role and implica-
tions of Al in research proposals.

3.5.2 Implementation of concrete audit trails

Ethicists strongly recommend always maintaining human
oversight [25]. Specifically, the outputs from LLMs should
serve only as suggestions for human researchers, rather
than being considered definitive decisions. Establishing
clear audit trails, which document AI recommendations and
show precisely how final decisions were made, is crucial. To
implement this concretely, especially in settings where digi-
tal infrastructure may be intermittent or inconsistent, audit
trails should be structured as follows:

e Mandatory Human Sign-off Checkpoints: Require man-
datory human sign-off checkpoints for all LLM-generat-
ed critical outputs (e.g., final protocol sections, Adverse
Event summaries). The researcher must confirm they
have reviewed and verified the output.

o Offline Logging Mechanism: Audit trails should utilize
local, timestamped logging to record LLM inputs, out-
puts, and human verification status on site-level devices.
This mechanism is designed to operate even during pe-
riods of network outage.

e Synchronization upon Connection: The local logs must
be designed to automatically synchronize with a central
server when stable connectivity is restored, ensuring a
complete, tamper-resistant record of the decision-mak-
ing process.

e Documentation of Al Version: The audit trail must re-
quire the documentation of the specific LLM version,
parameters, and fine-tuning data used for that particular
output, ensuring transparency and reproducibility.

Researchers and investigators should ultimately verify and
take responsibility for all Al-generated outputs. Without
these safeguards, there is a risk that errors will remain unno-
ticed, or sponsors might attempt to shift responsibility onto
Al systems to evade accountability, a scenario that would
be ethically unacceptable. It is important to note that inte-
grating Al effectively demands stronger (not weaker) gover-
nance mechanisms for clinical trials in LMICs.

3.6 Exploitation and equity concerns

Historically, clinical research in the Global South has often
been criticized as exploitative, with richer countries benefit-
ting disproportionately from studies conducted in poorer
regions [21]. Introducing LLMs into this context could
either reduce or increase such exploitation. On the positive
side, LLMs might make trials quicker and cheaper, enabling
local researchers in LMICs to carry out more studies that
directly address local priorities, such as neglected tropical
diseases. This would help ensure that local communities
directly benefit from research outcomes. However, there is
also a risk that if LLM technology remains dominated by
large foreign corporations or sponsors, trial sites in LMICs
could end up simply providing valuable data for Al training,
without receiving fair benefits in return. For instance, data
collected in an LMIC trial might improve a commercial Al
model, yet the local healthcare system might not gain access
to the resulting innovations. This situation raises critical
ethical concerns around data ownership and benefit-sharing.

3.6.1 Workable governance solutions for Benefit-Sharing

Fairness and justice demand that Al-supported clinical
research in LMIC settings should be directly linked to local
health needs, with clear benefits flowing back to local com-
munities. This requires transitioning from identifying the
risk of exploitation to outlining workable governance solu-
tions in contractual agreements and policy frameworks:

e Local Co-ownership of Datasets: Mandate local insti-
tutional co-ownership of the datasets collected during
the trial, especially those used for LLM fine-tuning, en-
suring that the LMIC sites have a legal voice in their
downstream use.

e Conditions on Downstream Commercial Use: Imple-
ment clear contractual conditions that require fair com-
pensation or licensing fees for any LLM that uses the
LMIC-generated data to train a commercial product.

® Requirements to Return Model Outputs and Capacity:
Require that any locally-trained, specialized LLMs or
Al tools developed using local data be returned to the
originating health system at no cost and with full docu-
mentation, thus linking LLM use directly to sustainable
local capacity building.

o Affordability Guarantees: Mandate that successful inter-
ventions or LLM-based tools arising from the research
remain affordable or free for the originating LMIC
health systems and populations.

Another ethical challenge is the potential widening of exist-
ing inequalities; urban, well-funded hospitals might attract
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more trials due to better access to Al technologies, leaving
rural or less-equipped hospitals further behind. Addressing
equity requires thoughtful deployment strategies, possibly
through global partnerships that make Al tools affordable
or free for all participating sites. Ultimately, researchers
must consistently reflect on a fundamental question: Will
using this LLM in our clinical trial strengthen local health-
care and research capacities, or will it merely take value
away? Ensuring the answer prioritizes local empowerment
is essential for ethically responsible research.

3.7 Reliability and quality of Al outputs

Lastly, a practical ethical issue involves ensuring the accu-
racy and reliability of content generated by LLMs. Tra-
ditionally, clinical trial processes rely heavily on expert
judgment, but such expertise may be scarce in LMIC set-
tings, making Al an appealing alternative. However, exces-
sive dependence on Al for critical tasks like clinical trials
carries significant risks. It is well-documented that LLMs
sometimes produce incorrect or illogical outputs, which
might not be obvious to a less-experienced researcher [25].
If local researchers accept Al-generated protocols without
careful scrutiny, participants could face real dangers.

3.7.1 Granular examination of model failure modes

Different types of model failure and their distinct impli-
cations are examined below:

e FErrors in Clinical Interpretation/Dosing: 1f an LLM
incorrectly analyzes a patient’s case report, misinter-
prets complex biological data, or suggests an unsafe
medication regimen or inaccurate dosage, this poses a
direct and immediate patient safety risk. This requires
mandatory verification by a clinician.

e Misclassification of Eligibility Criteria: If the LLM
overlooks or misinterprets patient data based on HIC-
centric training or existing biases, it can lead to the
systemic exclusion of eligible groups. This error car-
ries significant bias and ethical exclusion risks (Sect.
3.2), undermining the trial's generalizability and
fairness.

e Overly Confident but Incorrect Summaries (“Hallu-
cinations”’): LLMs can generate confidently asserted
but false summaries [25]. In resource-limited settings
where expertise is limited, there is a risk of mislead-
ing less-experienced researchers who may lack the
background to spot subtle but critical inaccuracies in
protocol drafts or data analysis, thereby compromis-
ing overall trial quality.

@ Springer

A recent Delphi study of Al in healthcare also highlighted
the danger of overly trusting Al-generated recommenda-
tions [22]. This highlights the importance of training
researchers to approach Al suggestions with appropriate
skepticism. International sponsors should not completely
delegate trial design to Al at LMIC sites simply to reduce
costs, unless they also provide support for rigorous
human “oversight”.

3.7.2 Quality assurance and validation

In any application of LLMs, whether drafting documents,
recruiting patients, or data analysis, a qualified person
should always verify and refine the Al’s suggestions. Fur-
thermore, formal validation studies should be implemented,
such as:

e Comparing trial protocols drafted by an LLM against
those prepared by experienced investigators.

e Checking patient eligibility recommendations from Al
tools against current standard methods to confirm no eli-
gible groups are overlooked.

Requiring this kind of validation builds in quality assurance
similar to software verification, integrating it directly into
the ethical oversight of clinical trials. Ultimately, the goal of
incorporating LLMs should be to support human expertise,
not replace it, at least until there is conclusive evidence that
these systems are consistently reliable across diverse global
contexts.

4 Conclusion and perspective

LLMs offer promising opportunities to improve clini-
cal trials in the Global South. They can address persistent
issues, such as streamlining extensive paperwork, ana-
lyzing unstructured patient data to improve recruitment,
overcoming language barriers, and providing timely ana-
lytical insights to boost trial efficiency and patient experi-
ences. Unlike traditional methods, which are often slow
and resource-intensive, strategic use of LLMs could make
high-quality clinical trials more accessible to underfunded
regions, empowering them to manage studies more indepen-
dently. Additionally, LLMs could help adapt trials to local
health priorities, enhancing their relevance and effective-
ness in LMICs.

However, achieving these advantages without caus-
ing harm demands proactive ethical safeguards and a
strong commitment to fairness. Implementing LLMs in
clinical trials must include robust data protection proto-
cols, active strategies to reduce bias, and clear guidelines
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outlining responsibility and accountability. A recent system-
atic review emphasized that the potential benefits of LLMs,
such as their capabilities in data analysis, information provi-
sion, and decision support, cannot be separated from serious
ethical concerns about fairness, transparency, and the risks
posed by convincingly wrong outputs [25]. These general
ethical concerns become even more critical in LMIC set-
tings, highlighting the importance of rigorous oversight.
Global sponsors, local researchers, ethics committees, and
community representatives all have roles to play in ensuring
that the deployment of LLMs aligns with local values and
genuinely meets community needs.

LLMs could significantly enhance clinical trials in
resource-constrained regions, but they are not a simple solu-
tion. Their introduction should reinforce ethical standards,
not bypass them. Through careful planning, strengthening
local capacity, and vigilant regulatory oversight, LLM tech-
nology can help clinical research become more inclusive
and effective in the Global South. This careful approach
could accelerate medical breakthroughs benefiting commu-
nities worldwide. Conversely, careless adoption could lead
to repeating historical patterns of exploitation and harm.
Therefore, it is crucial for all stakeholders to responsibly
guide this innovation, ensuring Al technology complements
human judgment and integrity, ultimately improving health
outcomes while maintaining high ethical standards in every
clinical trial, wherever it occurs.
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