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ABSTRACT

We present a model of x-ray thermal diffuse scattering (TDS) from a cubic polycrystal with an arbitrary crystallographic texture, based on
the classic approach of Warren [B. E. Warren, Acta Crystallogr. 6, 803 (1953)]. We compare the predictions of our model with femtosecond
x-ray diffraction patterns gathered from ambient and dynamically compressed rolled copper foils obtained at the High Energy Density instru-
ment of the European X-Ray Free-Electron Laser facility and find that the texture-aware TDS model yields more accurate results than does the
conventional powder model owed to Warren. Nevertheless, we further show: with sufficient angular detector coverage, the TDS signal is largely
unchanged by sample orientation and in all cases strongly resembles the signal from a perfectly random powder; shot-to-shot fluctuations in
the TDS signal resulting from grain-sampling statistics are at the percent level, in stark contrast to the fluctuations in the Bragg-peak intensities
(which are over an order of magnitude greater); and TDS is largely unchanged even following texture evolution caused by compression-
induced plastic deformation. We conclude that TDS is robust against texture variation, making it a flexible temperature diagnostic applicable
just as well to off-the-shelf commercial foils as to ideal powders.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivs 4.0 International (CC BY-NC-ND) license (https://creativecommons.org/licenses/by-nc-nd/4.0/). https://doi.org/10.1063/5.0295250

I. INTRODUCTION
Dynamic-compression science concerns the behavior of matter

at the most extreme conditions accessible on Earth. The singularly
powerful combination of high-intensity laser-compression platforms

coupled to ultrabright x-ray free-electron lasers (XFELs) allows us to
witness the dramatic microstructural dynamics precipitated by com-
pression to planetary pressures at strain rates approaching those of
meteoric impact events. This extraordinary capability has allowed us
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to make “movies” of extreme plastic deformation unfolding over
hundreds of picoseconds,1 to measure short-range order in molten
metals under thermodynamic conditions akin to those of the Earth’s
core,2 and to discover exotic high-pressure phases in a wide range
of elements.3–5

The search for a robust temperature diagnostic is one of the
longest-standing6 and most fundamental problems in the field of
dynamic-compression science. Temperature controls myriad physical
properties and processes, including polymorphism, plasticity, diffu-
sivity, and conductivity, and is, therefore, essential to understanding
the exotic, high-pressure states of matter generated via shock- or
ramp-compression. Modern dynamic-compression experiments are
often realized via laser ablation,7–14 in which a high-power pulsed
optical laser is focused onto the surface of a solid sample, thereby
launching a supersonic shock-wave that leaves in its wake material at
several million atmospheres, pressures comparable to those found in
terrestrial planetary interiors. To measure the temperature of this
short-lived, high-density matter within the nanosecond window
before which it depressurizes and subsequently disintegrates presents
unique experimental challenges. To overcome them, the dynamic-
compression community has been developing several independent
thermometric techniques, some of which have only borne fruit
within the last couple of decades.

The conventional way to measure the temperature of shock-
loaded matter is via pyrometry (i.e., photon emission spectroscopy),
whereby the thermal radiation emitted by the rear surface of the
sample is fitted to a gray-body spectrum.15–17 While relatively easy to
field, pyrometry has a number of known drawbacks. First, for
samples opaque to radiation in the infrared-to-visible range, the tem-
perature being measured is that of the sample’s surface, rather than
its bulk. To maintain the shock pressure at the rear surface long
enough for measurable spectra to be recorded, the sample is often
tamped by an optically transparent “window.” Even on nanosecond
timescales, some heat will be conducted between the sample surface
and the window.18–20 Moreover, any mismatch in shock impedance
between the two layers will launch a secondary shock- or release-
wave into the sample, causing further temperature changes. Such
surface effects complicate the modeling required to back out mean-
ingful temperatures, but they are not insurmountable;20 the second
and more fundamental problem with pyrometry is that, for laser-
ablation experiments, the duration of the emission is so short
(�10 ns) and the emitting area so small (,1mm2) that the signal
may simply be too dim to yield a sensible temperature. This renders
pyrometry unusable for poor emitters at temperatures below a few
thousand degrees.

The new generation of alternatives to pyrometry is gener-
ally based on the volumetric interaction of the sample with a
high-intensity x-ray probe. Arguably the most mature of these
techniques—as applied to dynamically compressed matter, at
least—is the measurement of the extended x-ray absorption
fine structure (EXAFS).21–25 Here, one illuminates the sample
with a bright, broadband x-ray source whose spectrum straddles a
K- or L-edge and records the absorption spectrum; due to interfer-
ence between the photoelectron ejected from the central atom and
the neighboring atoms arranged periodically around it, the absorp-
tion coefficient marginally above the edge exhibits modulations, the
depth of which depends on the typical thermal displacement of

each atom from its equilibrium position. This technique is exempli-
fied by the recent study of Sio et al.26 wherein EXAFS measurements
of copper (Cu) ramp-compressed to around 400 GPa at the National
Ignition Facility (NIF) were compared directly with synthetic absorp-
tion spectra calculated using atomistic configurations from classical
and first-principles molecular dynamics (MD) simulations, providing
temperature measurements with an error of +20%. Ultimately, what
one measures with EXAFS is the Debye–Waller factor M (a proxy
for the mean-squared atomic displacement), which must be related
to the temperature T via a model. When not deduced implicitly
using MD simulations as in the aforementioned study, M(T) is typi-
cally calculated using the Debye model, which necessarily involves
numerous simplifications of the underlying physics. This model-
dependence is a limitation common to all thermometric techniques
based on the measurement of the Debye–Waller factor.

A second approach to temperature diagnosis garnering con-
siderable attention is measurement of the inelastic x-ray scattering
(IXS) spectra of x-ray photons interacting with phonons. When a
monochromatic photon beam is launched at a crystalline sample
and the distribution of scattered photon energies at an angle far
from the Bragg peaks recorded, the resultant spectra depend on the
typical values of M at the measured scattering angles (and tempera-
tures). For low M—corresponding physically to low-q or forward
scattering, where scattering from single phonons dominates—one
generally observes two peaks symmetrically displaced about the
original photon energy, corresponding to photons that have either
emitted or absorbed a phonon; the relative probabilities of these
interactions occurring are controlled by detailed balance and,
hence, the system temperature. Thus, IXS in this mode provides
what is essentially a model-independent thermometer, along with
information about the phonon frequencies (and, hence, the Debye
temperature ΘD). For experimental geometries where higher values
of M are accessed (e.g., in backscattering), multiphonon scattering
dominates, and the recorded spectrum tends to a Gaussian distri-
bution, the width of which is determined by temperature.

The implementation of IXS at the European X-Ray
Free-Electron Laser (EuXFEL) facility has been pioneered by the
group of McBride et al.27–29 Presently, the main barrier to realizing
IXS-based temperature measurements in dynamically compressed
matter is the difficulty accruing enough data to overcome the
exceptionally small scattering cross section, given that resolutions
of a few tens of meV are required; even using a monochromated
XFEL—the most spectrally bright light-source available—at least
100 repeated shots per compression state would likely be required
to obtain a single temperature measurement. Such a workflow is
now becoming practicable using highly stable, high-repetition-rate
drivers like the DiPOLE 100-X laser,30,31 but IXS is in any case fun-
damentally incapable of providing single-shot temperature measure-
ments using current light-source technology. There also exists an
upper limit on the temperature that can be derived from forward
IXS: once the compression-induced heating has pushed T well
beyond the Debye temperature ΘD, the Stokes and anti-Stokes peak
intensities reach parity, and no further useful information can be
extracted from their ratio.

The third class of temperature-diagnostic techniques under
active consideration involves measuring a sample’s Debye–Waller
factor directly from its x-ray diffraction pattern.32,33 The most
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conspicuous effect of temperature on the coherent scattering comes
via the Bragg peaks, whose intensities decay exponentially with
M(T). However, this deceptively simple functional relationship
between the signal and the temperature is difficult to exploit in
reality owing to crystallographic texture. The intensity of each
Bragg peak is dictated principally by the number of crystallites that
meet the appropriate Bragg condition. That number will vary from
shot-to-shot both stochastically (due to the x-ray beam sampling
finitely many grains) and systematically (due to the plastic defor-
mation effected by the compression8,9,34), making measurement of
the Debye–Waller factor from the elastic scattering alone challeng-
ing for textured targets.

Only recently has it become apparent that this strong texture
sensitivity can be circumvented by looking not at the peaks, but
between them. As the intensity of the elastic scattering diminishes
with increasing temperature, there is a concomitant increase in the
thermal diffuse scattering (TDS), a largely structureless signal
sitting beneath and between the Bragg peaks that is essentially the
spectrally integrated aforementioned IXS.35 That TDS could serve
as a texture-robust temperature diagnostic was not realized until a
recent experiment undertaken by the present authors at EuXFEL.36

In that study, the authors obtained single-shot, femtosecond diffrac-
tion from rolled Cu foils shock-compressed to up to 140 GPa, and
fitted the diffuse component of the signal to the classic model of TDS
owed to Warren.37 The inferred temperatures were fully consistent
with Hugoniot temperatures predicted by equations of state SESAME
333638,39 and LEOS 29040 to within a statistical error comparable
with that of EXAFS. Yet more remarkable was the observation
that although Warren’s TDS model was built to describe powders
(i.e., polycrystals with no preferred crystallographic orientation),
it predicted the form of the TDS remarkably well for textured
foils, regardless of their compression state. These results raise the
tantalizing prospect of a single-shot, texture-insensitive tempera-
ture diagnostic readily fieldable at XFEL facilities.

The paucity of current thermometric techniques makes it par-
ticularly important that we fully characterize this new TDS-based
diagnostic, such that its limitations can be understood. To that end,
we will present a new texture-aware model of thermal diffuse scat-
tering for arbitrarily textured cubic polycrystals. Our main aims
are to explain why Warren’s model is so successful for textured
samples, and to determine whether the TDS prediction can be
made better yet by integrating texture into the model. We will
then present a systematic study of how changes in crystallographic
texture influence the form of the TDS signal (a study that, to
our knowledge, has not been performed even in the context of
“conventional” materials science) and, thus, explain the empirical
observation that TDS is largely unaffected by the texture-related
effects normally felt so acutely in dynamic-compression experi-
ments. In so doing, we take the opportunity to give a full mathe-
matical exposition of our thermal-diffuse-scattering model.

The main body of the paper is divided into two sections.
In Sec. II, we first present the theory behind our texture-aware
thermal-diffuse-scattering model in its entirety, explaining how
we bridge the gap between single- and polycrystal scattering and
how we incorporate higher-order scattering effects. In Sec. III,
we go on to explore the implications of our model as applied to
dynamic-compression experiments. We begin by briefly presenting

the x-ray scattering patterns and crystallographic texture of the rolled
Cu foils used in the experiment detailed in Ref. 36 in Secs. III A
and III B, respectively. In Sec. III C, we then compare the TDS
signals from perfectly random powders with those from polycrystals
with a rolling texture. We then examine the stochastic changes to the
TDS caused by finite grain sampling in Sec. III D and the systematic
changes caused by plasticity in Sec. III E. Finally, we discuss the
implications of our study in Sec. IV before concluding in Sec. V.

II. THERMAL-DIFFUSE-SCATTERING MODEL

A. Scattering from a single crystal

Before considering the role of crystallographic texture, we will
first recap the origin of (first-order) thermal diffuse scattering from
a perfect single crystal. The single-crystal scattering function is fun-
damentally the kernel over which we integrate to generate the scat-
tering signal from a full polycrystalline aggregate. It is this function
that encodes the detailed atom–atom correlations within each
coherently scattering domain and, thus, predicts the overall magni-
tude, structure, and temperature dependence of thermal diffuse
scattering. Our goal is not to present a complete derivation—which
can be found in the reference texts of James41 and Warren42—but
to highlight “milestones” in the model’s construction and the sim-
plifying assumptions underpinning them.

The elementary expression for the structure factor of a mon-
atomic group of Na atoms with instantaneous positions {rn} at
reciprocal-space point q and time t is

~s(q, t) ¼ f 2(q)
XNa

n¼1

e�iq�rn(t)
�����

�����
2

, (1)

where f (q) is the atomic-form factor. We decompose the position
of each atom into its equilibrium position Rn and its thermally
induced displacement un(t), which we assume to be sufficiently
small that each atom visits only those regions of its confining poten-
tial well that can reasonably be approximated by a Hamiltonian con-
taining terms no higher order than quadratic in un. Within this
harmonic approximation, the time-averaged structure factor can be
expressed as43

s(q) ¼ f 2(q)
X
n,m

e�iq�Rnm e�
1
2hp2nm(q)i, (2)

where Rnm ¼ Rn � Rm and pnm(q) ¼ q � (un � um). The central
problem of diffuse-scattering theory is to derive a closed-form
expression for the thermal-displacement factor of exp(�hp2nmi=2)
that faithfully models long-range correlations between atomic
displacements.

To this end, we populate the crystal with an equilibrium distri-
bution of noninteracting phonons, each of which brings about a
characteristic displacement field of

ugj ¼ egjagjcos(g � r� ωgjt � δgj), (3)

where g and j denote the wavevector and polarization state of the
phonon, egj its polarization vector, agj its amplitude, ωgj its angular
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frequency, and δgj a rapidly, randomly varying phase. If each
atom’s displacement is expressed as a linear combination of dis-
placements from the entire phonon distribution (whose phases are
assumed to be uncorrelated), one finds that

hp2nm(q)i ¼
X
g,j

(q � egj)2a2gj 1� cos(g � Rnm)½ �: (4)

The amplitudes {agj} are, in turn, derived from the Bose–Einstein
statistics governing the phonon populations. By equating the ener-
gies of a phonon mode predicted from its treatment as either a clas-
sical normal mode of oscillation or a quantum harmonic oscillator,
we infer that the phonon amplitudes obey the equation

a2gj ¼
ħ

Namωgj
coth

1
2

ħωgj

kBT

� �
, (5)

where m is the atomic mass.
Following convention, the phonon amplitudes are

re-parameterized via the coefficients

Ggj(q) ¼ 1
2
(q � egj)2a2gj, (6)

allowing us to express the thermal-displacement factor as

e�
1
2hp2nm(q)i ¼ e

�
P

g,j
Ggj e

P
g,j
Ggjcos(g�Rnm), (7)

where the {Ggj} are closed-form functions encoding the phonon
dispersion relation and population statistics. We note in passing
that the mean-squared displacement of any given atom from its
equilibrium position in the direction of q is given in the phonon
formalism by

h(q � un)2i ¼
X
g,j

(q � egj)2a2gj, (8)

whence it follows that

e
�
P

g,j
Ggj ¼ e�

1
2h(q�un)2i (9a)

; e�2M(q), (9b)

where M(q) is the Debye–Waller factor, the single most important
parameter in the model, and the one that we ultimately measure
experimentally.

Incorporating these phonon-based functions into Eq. (2)
(and henceforth dropping the argument notation for f , M, and Ggj,
all of which are understood to depend on q) gives

s(q) ¼ f 2e�2M
X
n,m

e�iq�Rnme
P

g,j
Ggjcos(g�Rnm): (10)

We now separate the single-crystal scattering signal into its elastic
and thermal-diffuse components by expanding the second factor in
the summand of Eq. (10) as an ascending power series (only the

first two terms of which we will attempt to calculate explicitly),

s(q) ¼ f 2e�2M
X
n,m

e�iq�Rnm 1þ
X
g,j

Ggjcos(g � Rnm)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
1st-order thermal diffuse

2
66664

þ 1
2

X
g,g0 ,j,j0

GgjGg0j0cos(g � Rnm)cos(g
0 � Rnm)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

2nd-order thermal diffuse

þ � � �

3
777775: (11)

The first contribution,

s0(q) ¼ f 2e�2M
X
n,m

e�iq�Rnm (12a)

¼ f 2e�2MI0(q), (12b)

expresses the elastic scattering, which takes the form of the equilib-
rium ionic structure factor I0(q) (a sharply localized function that
is maximal at any reciprocal lattice vector G) modulated by the
atomic-form factor and diminished by a factor of e�2M . The second
contribution,

s1(q) ¼ f 2e�2M
X
n,m

e�iq�Rnm
X
g,j

Ggjcos(g � Rnm), (13)

constitutes the leading-order contribution to the thermal diffuse
scattering. Its structure is made more transparent by rendering the
cosine function in its complex-exponential form, giving

s1(q) ¼ f 2e�2M 1
2

X
g,j

Ggj I0(qþ g)þ I0(q� g)½ �: (14)

Hence, each phonon mode only contributes appreciably where its
wavevector is such that q+ g ¼ G, where G is any reciprocal
lattice vector. It is instructive to picture every reciprocal lattice
vector as being “dressed” by a Brillouin zone populated with
phonons, as in Fig. 1; every scattering vector is effectively sur-
rounded by a cloud of scattering intensity whose extent is that of
the Brillouin zone and whose intensity grows with the phonon
population at that point in the zone. We conclude that first-order
scattering from phonons is, therefore, (1) diffuse (indeed, there is
no point in reciprocal space that cannot be accessed from a scatter-
ing vector G with the assistance of a phonon wavevector g) and
(2) marginally structured (the intensity being maximal at the recip-
rocal lattice vectors themselves—like the elastic scattering—due to
acoustic phonons being most populous).

To make implementation of Eq. (14) more practicable, we appeal
to Warren’s model of first-order thermal diffuse scattering for cubic
crystals,37 which makes a number of simplifications to the phonon
structure akin to those used in Debye’s model of specific heat.44

First, the Brillouin zone is approximated as a sphere with such a
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radius qB as is required to give it the correct (inverse) volume for
the given crystal structure; for a face-centered-cubic (fcc) crystal
with cubic lattice constant a,

qB ¼ 2π
a

3
π

� �1
3

: (15)

Second, all phonons are modeled with an identical phase velocity
(regardless of their polarization state j), such that their dispersion
relation reads

ωgj ¼ �cjgj, (16)

where �c is the universal sound speed. Third, the crystal’s tempera-
ture is taken to be sufficiently high (relative to its Debye tempera-
ture ΘD) that all phonon population numbers tend toward their
classical limit. The Debye temperature parameterizes the energy
of the highest-frequency phonons situated at the surface of the
Brillouin zone and can, thus, be related to the sound speed �c by

kBΘD ¼ ħ�cqB: (17)

Warren’s final expression for the first-order diffuse scattering in
the vicinity of reciprocal lattice vector G—which we will simply
quote—reads

s1(qjG) ¼ Naf
22Me�2MW(q� G), (18)

where the Debye–Waller factor takes its classical form (which is
most accurate when T . ΘD),

M(q) ¼ 6h2

mkB

T

Θ2
D

sin θ
λ

� �2

, (19)

with θ being the Bragg angle corresponding to scattering vector q.
Note that the Debye–Waller factor encodes both the total phonon
population (via the temperature T) and the angle-dependent sen-
sitivity of the scattering cross section to the thermal displacement
caused by these phonons, which grows with q2. Meanwhile, the
Warren kernel W, which describes the distribution of diffuse scat-
tering around each scattering vector, is simply

W(k) ¼ 1
3
q2B
k2 for 0 , k � qB,

0 for k . qB:

�
(20)

The salient feature of the first-order TDS is its temperature
scaling via a factor of 2Me�2M . In the phonon-assisted-scattering
picture, the e�2M term reflects the diminishing strength of the elastic
scattering vectors at the center of each Brillouin zone, while the 2M
term encodes the growing phonon population within the Brillouin
zone centered around each of those scattering vectors; generally, for
hard x rays scattered into the forward direction, the latter term domi-
nates, and the first-order thermal diffuse scattering increases with
temperature.

Finally, we note that to correctly predict the magnitude of the
elastic scattering s0 relative to the first-order diffuse scattering s1,
the ionic structure factor I0(q) must be normalized appropriately.
If we express the elastic scattering distribution around a single scat-
tering vector G as

s0(qjG) ¼ Naf
2e�2MJ(q� G), (21)

where J is some plausible shape function (essentially the three-
dimensional analog of a line shape), then J must satisfy the
constraint

ð
R3
d3k J(k) ¼ Nb

2π
a

� �3

, (22)

where Nb is the number of atoms in the conventional unit cell
( four for an fcc crystal).

To summarize, the elastic and first-order thermal-diffuse-
scattering intensities at point q in the vicinity of a reciprocal lattice
vector G take the form

s(qjG) ¼ Naf
2e�2MJ(q� G)|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

s0(qjG)

þNaf
22Me�2MW(q� G)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

s1(qjG)

, (23)

where Na is the number of atoms per grain, f (q) is the atomic-form
factor, M(q) is the Debye–Waller factor, and where the shape func-
tion J and Warren kernel W express the distribution of each type
of scattering around any given reciprocal lattice vector; the elastic
scattering s0 is extremely concentrated, while the thermal diffuse
scattering s1 decays with a relatively slow inverse-square form.

FIG. 1. The first-order thermal-diffuse-scattering condition. At a given reciprocal
lattice point q ¼ k� k0 on the Ewald sphere, scattering is brought about with
the aid of phonons in the vicinity of a reciprocal lattice vector G with wavevector
g satisfying q� G ¼ +g. Hollow points indicate reciprocal lattice vectors.
Filled points represent phonon wavevectors, the diminishing opacity of which
indicates the falling phonon population further from the Brillouin zone center.
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We now go on to discuss how we calculate the scattering intensity
from a full polycrystal.

B. Scattering from a polycrystal

Calculating the total scattering from a polycrystalline aggregate
is a matter of integrating contributions from every reciprocal lattice
vector from every grain. In other words, one must know the full
distribution of scattering vectors in reciprocal space.

Under ambient conditions, the reciprocal lattice vectors of
a cubic polycrystal reside on a set of concentric spheres called
Polanyi surfaces. Each Polanyi surface Phkl accommodates scatter-
ing vectors belonging to a particular family of planes denoted by
the Miller indices {hkl}. These vectors have an associated magni-
tude Ghkl (the radius of Phkl ) and multiplicity jhkl. We choose to
describe the distribution of scattering vectors over each Polanyi
surface via the number of scattering vectors per unit solid angle,
σhkl , which must satisfyð ð

Phkl

dΩ σhkl ¼ Ngjhkl , (24)

where Ng is the total number of grains in the polycrystal, which we
assume throughout to be of identical size. Under hydrostatic condi-
tions, all Polanyi densities {σhkl} are derivable from a single orien-
tation distribution function (ODF). The ODF generally depends on
both the manner of preparation of the sample and the loading path
to which it is subjected in the experiment.

We digress briefly to note that during dynamic uniaxial
compression—the scenario in which we ultimately wish to apply
TDS as a temperature diagnostic—there is no guarantee that the
loci described by the scattering vectors remain spherical. In the
simplest picture of compression, the unit cell contracts equally in
all directions while the crystal structure is perfectly preserved.
In reciprocal space, such hydrostatic compression manifests as an
isotropic enlargement centered on the origin; the Polanyi surfaces
expand, but remain spherical. Hence, a single ODF is sufficient
to uniquely describe the polycrystal’s crystallographic texture.

In reality, however, dynamic compression is often realized via a
uniaxial loading path. Grains immediately behind the traveling com-
pression front find themselves in a state of extreme deviatoric elastic
strain, in which the interatomic spacing has decreased along the com-
pression direction, but is unchanged in the transverse directions.
Each grain will rapidly (over a few picoseconds45) relax toward a
hydrostatic strain state via one of any number of shear-stress-relieving
mechanisms (crystallographic slip,1 deformation twinning,9 shear
banding,46 grain–grain interactions47), but will inevitably stop some-
where short of a perfectly isotropic strain state, because the residual
shear stress falls below the threshold needed to activate further defor-
mation (an effect referred to in the shorthand as “strength”).

One should, therefore, expect that the typical unit cell will
remain marginally more compressed along the loading direction
than along the transverse directions. As a result, the Polanyi surfaces
will be distended into broadly ellipsoidal shapes, whose longest axis
lies parallel to the compression direction; indeed, modeling the
Polanyi surfaces as perfect ellipsoids48 is a common approach to

inferring the strength of shock-compressed metals.7,49,50 However,
even this model does not capture the true complexity of the post-
shock scattering-vector distribution, which is not even guaranteed to
form continuous surfaces. In this regime, an ODF alone is insuffi-
cient to characterize the polycrystal’s reciprocal space, necessitating a
higher-dimensional function that encodes the distribution of the
local lattice spacings with orientation.

To keep the present model tractable, however, we will neglect
strength effects and assume that the scattering vectors continue to
inhabit a set of concentric spherical surfaces, regardless of com-
pression state. We do so principally to make better contact with the
original model of Warren,37 which is predicated on every grain
having a perfect cubic crystal structure. Our model is, therefore,
notionally unsuitable for materials that exhibit “significant”
strength upon compression (e.g., diamond51).

Assuming the Polanyi surfaces remain spherical and that all
grains scatter independently, the signal from the polycrystal may be
expressed by the integral

S(q) ¼
X
hkl

ð ð
Phkl

dΩ σhkl(P)s(qjP): (25)

That is to say, each bundle of scattering vectors concentrated at
point P on Polanyi surface Phkl [of abundance dΩ σhkl(P)] contrib-
utes s(qjP) per vector to the scattering pattern, where the functional
form of s is given by Eq. (23). The structure of these integrals is prac-
tically identical for the elastic and first-order thermal diffuse contri-
butions to S(q) (which are additive), the only difference being
whether J or W appears in the integrand.

While the integral is formally conducted over the entire Polanyi
surface, functionally, the variable of integration P is restricted to
those regions of the Polanyi surface close enough to reciprocal-space
point q to contribute appreciably to the pattern. We show in Fig. 2 a
schematic of the integral required to evaluate the first-order TDS at
point q from a single Polanyi surface Phkl , for which we need only
consider points within the Brillouin zone radius qB of q, since the
Warren kernel W vanishes beyond that separation. Calculation of
the elastic scattering is yet more localized, requiring contributions
only from a narrow belt of scattering vectors situated in the vicinity
of the intersection between the Polanyi and Ewald spheres (albeit
with a greater resolution).

Borrowing terminology from Paskin,52,53 we render the first-
order TDS S1(q) in the form

S1(q) ¼
X
hkl

ð ð
Phkl

dΩ σhkl(P)s1(qjP) (26a)

¼ NaNgf
22Me�2M

X
hkl

ð ð
Phkl

dΩ σ̂hkl(P)W(q� P)

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
C1(q)

, (26b)

where C1(q) is an intensive, temperature-independent, geometric
factor that encapsulates the polycrystal’s crystallographic texture
(via the factor σ̂hkl ¼ σhkl=Ng) and explains the characteristic
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structure of first-order TDS. We have validated the integration
scheme outlined by Eq. (25) by checking that it correctly repro-
duces the known, closed-formed geometric coefficient C1 in select
high-symmetry scenarios, including the case of a random powder
originally treated by Warren, for which

C1(q) ¼
X
hkl

1
6
jhkl

q2B
qGhkl

ln
qB

jq� Ghklj
� �

: (27)

Details of the integration validation are given in the supplementary
material.

C. Higher-order scattering

Thus far, we have considered only first-order TDS. According
to the expansion of s(q) in Eq. (11), there exist higher-order,
diminishing contributions to the scattering that correspond physi-
cally to multiphonon interactions with the incoming photon. In
analogy with Eq. (26), the total thermal diffuse scattering can be
expressed as a sum of ‘-phonon scattering events, which takes the
form of a power series in 2M,

STD(q) ¼
X1
‘¼1

S‘(q) (28a)

¼ Nf 2e�2M
X1
‘¼1

(2M)‘

‘!
C‘(q), (28b)

where N ¼ NaNg is the total number of scattering atoms and where
C‘ encodes the structure of the ‘th-order thermal diffuse scattering.
Note that these higher-order corrections do not account for anhar-
monicity; all multiphonon scattering events are modeled within a
harmonic framework, which is enforced from Eq. (2) onward.

It is indeed possible to calculate the coefficients {C‘} within
the framework of the Debye model used here, but even the lowest-
order terms have excessively complicated analytic form. To keep
the application of the model tractable, we use an accurate approxi-
mation owed to Borie,54 who observed that for an fcc powder,

C‘ �
1
2 (1þ C1) for ‘ ¼ 2,
1 for ‘ . 2,

�
(29)

where C1 [defined in Eq. (26)] describes the reciprocal-space struc-
ture of S1. In other words, the second-order TDS is structured in
much the same way as the first-order (albeit to a lesser extent),
while all higher-order diffuse-scattering signals are essentially
structureless.

Substituting Borie’s structure coefficients into Eq. (28b) yields
the approximation for the all-order diffuse scattering that we use
throughout,

STD(q) ¼ Nf 2(1� e�2M)þ Nf 2e�2M(2M þM2)(C1 � 1): (30)

To justify Borie’s approximation, we have validated that it satisfies
Plancherel’s theorem, which requires that the total scattering from
a discrete set of pointlike particles—integrated over all reciprocal
space—must be constant, regardless of their arrangement. This is to
say that if we raise the temperature of the polycrystal, the attendant
decrease in elastic scattering (owed to the enhanced Debye–Waller
factor 2M) must be compensated for exactly by an increase in
thermal diffuse scattering. Strictly speaking, the conservation is
exact only when the entire three-dimensional reciprocal space is
integrated over, but the scattering over the Ewald sphere embedded
in that space should still be strongly conservative. By showing that
Plancherel’s theorem is satisfied by our model, we demonstrate that

FIG. 2. First-order thermal-diffuse-scat-
tering calculation for a polycrystal.
Largest sphere depicts Polanyi surface
Phkl accommodating an anisotropic dis-
tribution of scattering vectors from the
{hkl} family of planes, with σhkl (P) scat-
tering vectors per unit solid angle at
point P. First-order scattering at point q
on the Ewald sphere is calculated by
integrating the elementary scattering
function s1(qjP) from Eq. (18) over the
locus of scattering vectors on Phkl

falling within a spherical Brillouin zone
of radius qB centered on q. Loci are
shown to scale for the {111} Polanyi
surface (G111 ¼ 3:01 Å�1) of a face-
centered-cubic polycrystal with lattice
constant a ¼ 3:615 Å (qB ¼ 1:71 Å�1)
probed by an 18 keV x-ray source
(E=ħc ¼ 9:12 Å�1).
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both the temperature scaling of the scattering components and
their relative magnitudes are correct.

In Fig. 3, we show a set of diffraction patterns from a powder-
like Cu polycrystal simulated at temperatures between 300 and
1900 K. The intensities are plotted on a logarithmic scale to
expose the relatively weak TDS, whose maximum intensity at
ambient temperatures is at least two orders of magnitude less
than that of the Bragg peaks. In that same figure, we show the
total scattering intensities from the elastic and thermal-diffuse
components (both at first order and at all orders) integrated over
the scattering angle range 2θ [ [17, 60]�. As required, the dimin-
ishing elastic scattering intensity is balanced almost exactly by
the growing thermal-diffuse background, such that the total scat-
tering intensity is conserved to within 2%. Note that, with the
present parameters, the first-order diffuse scattering actually sat-
urates and eventually diminishes beyond �1800 K, meaning that
the higher-order contributions are essential to maintain intensity
conservation.

We will assume that Borie’s approximation for the higher-
order scattering is reasonable not only for powders but also for
moderately textured polycrystals. We will justify this claim a poste-
riori in Sec. III C, where we compare our model predictions with
experimental data.

III. TEXTURE-SENSITIVITY ANALYSIS

Having constructed a texture-aware thermal-diffuse-scattering
model, we now aim to address the question of whether crystallo-
graphic texture significantly complicates the process of extracting
the Debye–Waller factor (and, hence, temperature) from TDS mea-
surements. To this end, we will address three related questions:

1. Does the thermal diffuse scattering from a “typical,” commercial
rolled foil differ from that of an ideal random powder?

2. Do statistical errors resulting from the x-ray beam sampling
finitely many grains change the thermal-diffuse-scattering
pattern?

3. Do systematic texture changes caused by shock-induced plastic
deformation change the thermal diffuse scattering?

The backdrop against which we perform this investigation is the
dynamic-compression study of Wark et al.,36 in which TDS-based
temperature measurements of shock-loaded rolled Cu foils were
obtained from femtosecond x-ray diffraction patterns. Throughout,
our model parameters will be chosen to match those of the experi-
ment, the essential details of which we will recap in Sec. III A. We
will then describe the starting texture used for all of our simulations
in Sec. III B before answering the questions above in Secs. III C–III E.

FIG. 3. Conservation of total integrated scattering intensity during (isochoric) temperature increase. (a) Modeled diffraction from a powderlike Cu polycrystal illuminated by
an 18 keV x-ray source as a function of temperature, including elastic and thermal-diffuse components (logarithmic scale). The intensities of the first five Bragg peaks at
300 K are shown by black data points above the same peaks at 1900 K for comparison. (b) Integrated diffraction intensities from the thermal diffuse and elastic components
of scattering over the interval 2θ [ [17, 60]� as a function of temperature (linear scale). Integrated intensities are normalized to the total (elasticþ all-order thermal
diffuse) integrated intensity at 300 K.
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The run numbers of the data analyzed in Sec. III A can be
found in the supplementary material.

A. Representative thermal-diffuse-scattering data

A complete account of the thermal-diffuse-scattering-based
temperature measurements of shock-compressed Cu obtained at
the inaugural DiPOLE 100-X experiment may be found in Ref. 36
(along with accounts of parallel studies undertaken on Sn and C in
Refs. 31 and 55, respectively); here, we recap only the essential
details. The experiment was undertaken at the High Energy
Density (HED) instrument of the European X-Ray Free-Electron
Laser (EuXFEL) using the setup shown in Fig. 4(a). Targets com-
prising a 50-μm-thick Kapton-B (DuPont) ablator layer glued to
25 μm of rolled Cu (Goodfellow) were shock-compressed up to
pressures approaching 200 GPa using 10-ns pulses of frequency-
doubled (515 nm) radiation from the DiPOLE laser containing up
to 40 J. Shortly before shock breakout, the targets were probed with

a 50 fs pulse of 18 keV x rays traveling at 22:5� to the target
normal. Femtosecond diffraction patterns were recorded on a pair
of Varex detectors situated downstream of the XFEL beam.

We show representative diffraction data from a single shot at
close to 140 GPa shock pressure in Fig. 4(d). The shift of the
Bragg peaks toward higher 2θ angles relative to the ambient is
consistent with a volumetric compression of V=V0 ¼ 0:7, while
the growth in intensity of the TDS suggests a shock temperature
of (3200+ 900) K.36 That the Cu foil possesses a non-trivial crys-
tallographic texture is clear from the azimuthal modulations in
scattering intensity around the Debye–Scherrer rings. However,
when we azimuthally average our diffraction patterns and
examine the result at an intensity level approximately two orders
of magnitude lower than that of the Bragg peaks [Fig. 4(e)],
we observe a clear thermal-diffuse-scattering signal whose struc-
ture is reproduced reasonably well by Warren’s powder model.
The accuracy of the prediction degrades at higher compression,
an observation likely attributable—at least in part—to the growing

FIG. 4. X-ray thermal diffuse scattering (TDS) patterns obtained from shock-compressed Cu at the High Energy Density (HED) instrument of the European X-Ray
Free-Electron Laser (EuXFEL).36 (a) Experimental configuration. Copper foils are dynamically loaded using the DiPOLE 100-X laser and simultaneously probed by an
18 keV photon beam inclined at 22:5� to the target normal. Diffraction is captured on a pair of symmetrically displaced megapixel Varex detectors in transmission geometry.
(b) Close-up of an individual Cu target viewed downstream, indicating the sense of the “vertical” and “horizontal” directions. (c) Configuration viewed in the horizontal
plane. (d) Full diffraction pattern from Cu shock-compressed to 140 GPa, presented in (2θ, f)-space. White regions either fall outside detector coverage, were obscured
by shadows, or failed to have data recorded. (e) Azimuthally averaged scattering from an ambient (blue) and a driven (pink) shot shown at the scale of the TDS. Data are
normalized to the incident photon flux, corrected to exclude polarization, per-pixel solid angle, and all attenuation factors, and have had Compton scattering and scattering
from the drive-side ablator layer subtracted. The inter-Bragg regions of each pattern are fitted to Warren’s TDS model for a perfectly random power (dashed lines).
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effects of anharmonicity at higher shock temperatures (at least
3000 K at 140 GPa) not accounted for in our model. Regardless,
Warren’s powder model is perhaps surprisingly successful given
the degree of texturing evident from the azimuthal structure of
the Debye–Scherrer rings. Our goal is to explain this observation
quantitatively by forward-modeling the TDS pattern expected of
our textured specimens, which requires that we first understand
their starting texture.

B. Calculation of the starting texture

To calculate the Cu targets’ initial ODF (whence we can derive
all Polanyi densities {σhk}), we first aggregated diffraction patterns
from ten separate foils with the same mounting orientation on the
target frame and took their average after correcting for extraneous
factors such as polarization and attenuation. We then took each
Debye–Scherrer ring in turn and calculated the variation of the inte-
grated intensity under the peak as a function of azimuthal angle f.
Combining Eqs. (21) and (25), one may show that if the shape func-
tion J is sufficiently localized, the radially integrated intensity for an
fcc polycrystal should vary according to the equation

Ihkl ¼ Na
λ

a

� �3

f 2e�2M 1
sin2 θhkl cos θhkl

" #
σhkl: (31)

Thus, we can calculate the local density of scattering vectors σhkl

along the intersection between the Ewald and Polanyi spheres
directly from the peak intensity Ihkl. Repeating this calculation for
Debye–Scherrer rings with Miller indices between (111) and
(420) inclusive yields eight partial pole figures evaluated in the
x-ray frame. We then used the MTEX software package56 to esti-
mate the single underlying ODF consistent with all eight pole
figures. To expedite ODF reconstruction, we first actively rotated
the partial pole figures by 22:5� about the vertical direction to
bring them into the sample frame, allowing us to exploit the
global orthorhombic (mmm) symmetry imparted to the foils by
the rolling process.

We show in Figs. 5(a) and 5(b) the partial and reconstructed
pole figures, respectively, for the (111), (200), and (220) scattering
planes. In the parlance of Sec. II B, the pole figure for the (hkl)
family of planes depicts (up to a multiplicative constant) the Polanyi
density σhkl over the upper hemisphere of Polanyi surface Phkl . We
observe a starting texture that is broadly consistent with the β-fiber
expected of rolled Cu.57–59 In Fig. 5(c), we show contour-style pole
figures overlaid with the plane directions for particular high-
symmetry grain orientations. We find that the ODF is essentially tri-
modal, with the three dominant orientations being the copper
[expressed with Euler angles (w1, Φ, w2) ¼ (90, 35, 45)�] and Goss
[(0, 45, 90)�] orientations—both of which constitute part of the
β-fiber—in addition to the standard cube [(0, 0, 0)�]. For the set of
targets used to reconstruct the ODF, we infer that the foil rolling
direction (RD) was horizontally oriented, with the sense of “horizon-
tal” being shown in Fig. 4(b). We assume that every target can rea-
sonably be assumed to have the same starting texture on the basis
that each one was cut from the same sheet of Cu, allowing us to use
a single master ODF in all of the modeling that follows.

C. Comparison between powder and rolling-texture
signals

We provide in Fig. 6 an overview of the comparison between
the x-ray scattering measured from uncompressed Cu foils in the
experiment described in Sec. III A with the predictions of our
texture-aware diffraction model. To enrich the comparison, we
show results for sets of targets with two different mounting orienta-
tions, such that their rolling direction (RD) is either oriented hori-
zontally or vertically, defined in the sense shown in Fig. 4(b). By
probing targets with inequivalent orientations with respect to the
incoming x-ray beam, we can test our model’s accuracy over a
greater volume of reciprocal space. We first consider the targets
with a horizontal RD from which the starting texture was
calculated.

The elastic scattering from the horizontally oriented targets
may be understood with reference to Fig. 6(a), which shows low-
index pole figures in the x-ray frame. Overlaid on these figures are
the one-dimensional loci of intersection between the Ewald and
Polanyi spheres where the Bragg condition is met; at the azimuthal
scattering angles where these loci traverse a region of the Polanyi

FIG. 5. Starting texture of rolled Cu foils in the sample frame. (a) Equal-area,
partial pole figures for the (111), (200), and (220) planes obtained by illuminating
the foils with a quasimonochromatic 18 keV photon beam at 22:5� to the target
normal. (b) Complete pole figures reconstructed using MTEX.56 (c) Contour-style
pole figures with the high-symmetry copper, cube, and Goss orientations over-
laid (along with their orthorhombic-symmetric equivalents). Labels RD and TD
denote the inferred rolling and transverse directions, respectively.
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FIG. 6. Modeling of thermal diffuse scattering (TDS) from rolled Cu foils under ambient conditions. (a) Equal-area pole figures showing the Polanyi density σhkl of the
(111), (200), and (220) planes in the x-ray frame for targets with their rolling direction oriented horizontally. Dashed yellow lines show the loci of planes that meet the
Bragg condition (where the Ewald sphere and Polanyi surface intersect). Azimuthal regions not covered by the detectors are covered by a semitransparent white mask. (b)
Modeled azimuthally resolved diffraction pattern in (2θ, f) space. Azimuthal intensity variations around each Debye–Scherrer ring are indicated by overlaid lineouts. Data
have been divided by atomic-form and Debye–Waller factors to make higher-order peaks more easily visible. (c) Experimental azimuthally resolved diffraction pattern. (d)
Inter-peak, azimuthally averaged experimental diffraction (gray) compared with modeled thermal diffuse scattering (TDS) for a perfectly random powder (dark blue) and for
the textured polycrystal (pink, dashed). (e)–(h) As (a)–(d), but for targets with a vertical rolling direction.
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surface densely populated with scattering vectors, we expect to
see strong elastic scattering. The full diffraction pattern in
(2θ, f)-space is shown in Fig. 6(b), with lineouts showing the
azimuthal intensity variation around each Debye–Scherrer ring
superimposed. The predicted pattern may be compared with the
average of ten experimental diffraction patterns from ambient
Cu shown in Fig. 6(c). In both patterns, we have divided by the
atomic-form and Debye–Waller factors that would otherwise atten-
uate the scattering with increasing 2θ to better expose the structure
of high-index Bragg peaks. On the whole, we capture the observed
azimuthal structure of the Debye–Scherrer rings successfully.

With the elastic scattering prediction validated, we turn to the
thermal diffuse scattering. In Fig. 6(d), we plot the azimuthally
averaged experimental diffraction at the scale of the TDS alongside
two predicted signals, the first assuming a perfectly random powder,
the second factoring in the full crystallographic texture; the two
modeled TDS signals are normalized such that the total number of
scattering grains Ng is equal for both. Several conclusions may be
drawn from this plot: first, both modeled TDS signals reproduce the
experimentally measured intensity very well; second, the predicted
TDS is remarkably similar for the textured and untextured polycrys-
tals; third, while the differences between the two are slight, it is in
fact possible to discern that the TDS model incorporating the target
texture provides a better fit than does the powder model. Examining
the TDS intensity in the intervals between the (220)/(311),
(222)/(400), and (400)/(331) peaks, we see that the powder model
over-, under-, and over-predicts the measured TDS, respectively,
while the texture-aware model provides a stronger match to the data
in all three intervals.

We repeat all of the foregoing analysis on samples whose RD
is instead aligned vertically in Figs. 6(e)–6(h). The ODF of these
samples is not fitted explicitly, but is rather obtained simply by
rotating the ODF of the horizontally oriented foils by 90� about
the normal direction (ND). We see in Figs. 6(f ) and 6(g) that the
overall structure of the diffraction pattern is reproduced reasonably
well by our model, though with less accuracy than for the horizon-
tally oriented specimens, which we attribute to our being unable
to reconstruct the ODF perfectly from a single “still image.”
Comparing the modeled and measured TDS signals in Fig. 6(h), we
observe once again that while the fidelity of the texture-aware TDS
model is greater, its predictions differ from those of the powder
model only marginally. Indeed, by comparing Figs. 6(d) and 6(h),
we see that the thermal-diffuse-scattering patterns from the hori-
zontally and vertically oriented foils are similar not only to that of
an ideal powder but also to one another. We conclude that the
structure of the azimuthally integrated TDS is—for these moder-
ately textured rolled foils, at least—remarkably insensitive to the
details of the polycrystal’s orientation distribution.

The intuitive explanation for this insensitivity can be under-
stood with reference to Fig. 7. The (first-order) TDS at a single
point q on the Ewald sphere [i.e., a single (2θ, f)] is given by a
weighted integral of the scattering-vector density σhkl over those
regions of the Polanyi surfaces within a Brillouin-zone radius qB of
q. The total fraction of the Polanyi surface that these regions con-
stitute is fairly small; for example, the spherical cap of participating
(111) scattering vectors for the experimental setup considered here
(shown in Fig. 2) constitutes at most 8% of P111. However, when

we azimuthally average the TDS, that fraction grows considerably.
By integrating the intensity at all q-points around the Ewald sphere
sharing the same 2θ, that spherical cap of participating scattering
vectors is smeared into the “belt” shown in Fig. 7; for the (111)
vectors, that belt constitutes as much as 54% of the total Polanyi
surface. Hence, the total proportion of the Polanyi surface that par-
ticipates in thermal diffuse scattering is large.

Now suppose we started with a perfectly random powder and
then gradually imparted to it some degree of texture. In reciprocal
space, the introduction of texture amounts to the conservative
redistribution of scattering vectors around the Polanyi surfaces. If
the belt of scattering vectors participating in TDS is sufficiently
broad, the total number of vectors that migrate out of the belt due
to the texture change should be approximately equal to the number
that migrate in; the bigger the belt, the better is this compensatory
effect. Note also that if a change in texture diminishes the TDS
measurable from one Polanyi surface, one usually observes a com-
mensurate increase in scattering from a different Polanyi surface;
since the TDS at almost every q-point includes contributions from
multiple Polanyi surfaces, this introduces another compensatory
effect that further reduces the sensitivity of the TDS to texture
(away from its maxima, at least). It is for these reasons that the
TDS patterns from our rolled Cu foils obtained at the HED instru-
ment differ only marginally from that of a perfect powder.

Key to this argument is the size of the azimuthal range over
which the TDS is averaged, or, in other words, how far the belt of
detectable participating scattering vectors wraps around the Polanyi
surfaces. The standard detector geometry at HED offers reasonably
generous angular coverage; as shown in Fig. 4, each of the two Varex
detector covers an azimuthal domain of approximately 60� at every 2θ.

FIG. 7. Schematic illustrating the belt of scattering vectors sampled via mea-
surement of azimuthally averaged scattering. Blue curve indicates the quasi-1D
locus sampled by elastic scattering, found by calculating the intersection
between the Ewald sphere and the Polanyi surfaces. Pink band indicates the
2D locus sampled by thermal diffuse scattering (at q-values that also meet the
Bragg condition), found by calculating the overlap of an extruded torus of
Brillouin zones and the Polanyi surface. Loci are shown to scale for the {111}
Polanyi surface of ambient Cu probed by an 18 keV x-ray beam, for which at
most 54% of P111 is sampled.
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Were this azimuthal range considerably reduced, we should not
expect the TDS pattern to resemble that of a powder. To demon-
strate this, we can model how the azimuthally averaged TDS from our
(horizontally oriented) rolled Cu foils varies with the angular range
over which the averaging is performed. For convenience, we choose to
average over the symmetric domain f [ [� Δf=2, Δf=2], sampling
domains sizes of Δf ¼ 10�, 30�, 90�, 180�, and 360�. The predicted
patterns are shown in Fig. 8(a), along with the ideal powder signal for
comparison. We also plot in Fig. 8(b) the percentage deviation of the
azimuthally averaged TDS signals from the powder pattern. We see
that for the smallest azimuthal averaging range (10�), the averaged
TDS differs dramatically (by over 50%) from a powder signal. As we
average over increasingly large regions of reciprocal space, the resulting
TDS signal steadily approaches the powder solution; were we able to
average over all f, the TDS pattern would differ from the powder

pattern by no more than 5% over the entire 2θ range measured here.
Wide azimuthal detector coverage is, therefore, integral to the apparent
insensitivity of the TDS pattern to crystallographic texture.

The same conclusion can be reached by direct examination of
the experimental data. Again, we choose to deliberately restrict the
azimuthal averaging region, this time to the domain f [ [0, Δf],
where Δf ¼ 20�, 40�, or 80�. Since the range of azimuthal angles is
already restricted in this case by the finite coverage of the detector,
we end up averaging over the blade-shaped regions of the upper
detector (Varex 2) shown by Fig. 9(a). The resulting TDS signals
are shown in Fig. 9(b) along with comparisons with the powder
signal and the predictions of our texture-aware TDS model averaged
over the same 2θ-dependent azimuthal regions. From this figure,
two main observations may be made: first, it is clear that the full
TDS model provides a stronger match to the data than does the
powder model, even for the narrowest azimuthal averaging region
where the TDS structure is strongest and the signal noisiest; second,

FIG. 8. Dependence of the modeled azimuthally averaged thermal-diffuse-scat-
tering signal from a horizontally oriented Cu foil on the size of the azimuthal
integration window, varying between f [ [� 5, 5]� and f [ [� 180, 180]�

(i.e., full 360� coverage). (a) Absolute scattering signals compared with the
signal from a powder containing the same number of grains. (b) Fractional differ-
ence between the azimuthally averaged signals and the powder signal. Regions
in the immediate vicinity of the maxima where differences are largely attributable
to numerical-integration artifacts are masked out.

FIG. 9. Dependence of the experimental azimuthally averaged thermal-diffuse-
scattering (TDS) signal from a horizontally oriented Cu foil on the size of the
integration window, spanning f [ [0, 20]�, [0, 40]�, or [0, 80]�. (a)
Experimental azimuthally resolved diffraction pattern in (2θ, f) on the upper
detector only, with intensity plotted on a logarithmic scale. Colored lines indicate
the blade-shaped azimuthal averaging regions. (b) Experimental and modeled
azimuthally averaged TDS signals for each integration region compared with the
signal from a perfect powder. TDS patterns from each integration region are
offset vertically for clarity.
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expanding the averaging domain generally pushes the form of the
TDS closer to that of an ideal powder.

To summarize, we have shown that the azimuthally averaged
thermal diffuse scattering from machine-rolled Cu foils with a
moderate texture differs only marginally from that of a perfectly
random powder and indeed is largely insensitive even to the
mounting orientation of the foil. Provided the TDS signal can be
averaged over x-ray detectors with sufficiently large angular cover-
age, then, one can reasonably use Warren’s one-line analytic
expression for (first-order) TDS from a powderlike polycrystal
[from Eqs. (26b) and (27)] and still expect to obtain an accurate
temperature measurement.

D. Influence of grain-sampling statistics

To achieve the intensities needed to launch compression
waves of megabar strength (�1012 W cm�2), long-pulse drive lasers
like DiPOLE are typically focused down into a circular spot of
100–500 μm diameter. To ensure the high-pressure state being
probed is uniform, the x-ray beam is in turn focused into a concen-
tric spot an order of magnitude smaller than the drive spot, i.e.,
10–50 μm. As shown schematically in Fig. 10(a), this dimension is
not vastly greater than that of the grains being probed. The thick-
ness of the illuminated sample layer, meanwhile, is typically of
order 5–25 μm; targets much thicker than this cannot be entirely
shock-compressed, as the laser pulse supporting the shock typically
ends after around 10 ns. Ignoring attenuation effects, the total
x-ray–target interaction volume is, therefore, of order 104 μm3. If
we make the conservative estimate that the target’s grains are at
least one micrometer in size, we should expect the crystallites
sampled in a single shot to number in the thousands.

At this kind of sample size, single-shot statistics start to take
effect. In reciprocal space, smaller sample sizes manifest as increas-
ingly “spotty” Polanyi surfaces; Fig. 10(b) shows the predicted
structure of P111 for our rolled foils assuming just 5000 grains are
sampled. Such spottiness is directly visible in the elastic scattering:
the Debye–Scherrer rings in Fig. 4(d)—taken from Cu at 140 GPa
probed using a 16-μm-wide x-ray spot—exhibits sharp azimuthal

modulations owing to the small number of grains being sampled.
Moreover, this azimuthal structure varies visibly from shot-to-shot
as the x-ray beam samples different portions of the foil’s total
texture (the same spot cannot be sampled twice, as dynamic com-
pression obliterates the target). This sampling effect causes the inte-
grated Bragg-peak intensities to change stochastically, rendering
measurement of the Debye–Waller factor M via fitting of the elastic
scattering alone challenging. Using our model, we can assess
whether grain-sampling statistics have a similar effect on the TDS.

To characterize the grain statistics (shown in Fig. 11), we calcu-
late representative distributions of both the elastic and thermal
diffuse scattering for different grain sample sizes. We randomly
sample Ng grains from the ODF described in Sec. III B and use our
model to evaluate the azimuthally averaged scattering intensity at
26:2� [between the (200) and (220) peaks where the TDS dominates]
and under the (200) peak centered at 21:7� (where the elastic domi-
nates), as indicated in Fig. 11(a). We do this 1000 times for each
sample size Ng and then calculate the normalized distribution of
intensities around the two selected scattering angles. We repeat this

FIG. 10. (a) Schematic of an x-ray spot of diameter Lx illuminating a polycrystal
with typical grain size Lg . (b) Distribution of {111} scattering vectors generated
from a sample of 5000 grains, showing the rolling and transverse directions (RD
and TD, respectively).

FIG. 11. Grain-sampling statistics. (a) Modeled total scattering from a horizon-
tally oriented Cu foil between the (200) and (220) peaks (black) compared with
ambient experimental data (gray) on a logarithmic scale. Blue and red triangles
at 2θ values of 21:7� and 26:2� indicate angles at/around which variations in
the elastic and diffuse intensities are measured, respectively. (b) Representative
intensity distributions obtained from a powder comprising 10 000 grains, along
with fits to normal distributions. Intensities are normalized by the mean of their
distribution. (c) and (d) Scaling of the normalized standard deviation of the
intensity distributions with the number of grains Ng for the elastic and diffuse
components, respectively. The standard deviations are fitted to an inverse-
square-root function.
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calculation for sample sizes between 1000 and 10 000 grains.
Azimuthal averages of both the elastic and thermal diffuse scattering
are still conducted over the restricted azimuthal range permitted by
the experimental detector configuration described by Fig. 4.

To model the elastic scattering, we use the shape function J
for spherical coherently diffracting subdomains, whose size is
expected to be considerably less than that of the grains them-
selves.60,61 We choose such a domain size as to approximately
reproduce linewidth of the experimentally measured Bragg peaks
under ambient conditions [as shown by the total scattering predic-
tion in Fig. 11(a)] and the typical shot-to-shot fluctuations we
observe in the ambient Bragg-peak intensities [which, for the (200)
peak, are approximately 6% (25%) when the targets are probed
using a 45 μm (16 μm) x-ray beam].

We predict that for a sample size of Ng ¼ 10 000 grains [see
Fig. 11(b)], the intensity of the (200) peak fluctuates by approxi-
mately +20%, while the TDS between the (200) and (220) peaks
deviates by no more than +1% from its average value. As we change
the sample size, we find that the standard deviation of the scattering
intensity diminishes with N�1=2

g [Fig. 11(c)]; for grain sample sizes of
10 000 and above, the statistical error in the TDS is well below the
percent level. This figure is considerably smaller than the dominant
source of statistical error in the TDS measurement, which—at the
time of writing—comes from normalization of the scattering signal to
the incident photon flux, which is measurable with the use of
intensity-position monitor (IPM) diodes to within a few percent.36

Therefore, we expect the statistical errors in the TDS resulting from
grain-sampling statistics to be essentially negligible and at least an
order of magnitude smaller than that felt by the Bragg peaks.

E. Influence of plasticity-induced texture evolution

To understand the applicability of TDS as a temperature diagnos-
tic to dynamically compressed solids, we must consider not only the
statistical variations in (sampled) texture caused by the finite x-ray
spot size, but systematic variations in texture caused by plasticity.

When a crystalline sample is uniaxially compressed to stresses
beyond its elastic limit, it will deform plastically to relieve the shear
stresses accumulated on planes oblique to the loading axis. As indi-
cated in Fig. 12, plastic deformation is generally mediated by crystallo-
graphic slip, whereby contiguous blocks of the crystal structure slide
past one another, in this case allowing the sample to decrease its
extent along the compression direction. However, the uniaxial strain
imposed upon the sample cannot be realized by plastic deformation
alone; the remaining strain is necessarily accommodated via elastic
deformation, which generally includes some degree of rotation of the
sample’s underlying crystal structure. This compression-induced reori-
entation is grain-specific: a grain’s orientation with respect to the
loading axis determines the shear stresses felt by its slip systems and,
thus, their activities, meaning each grain experiences a different plastic
strain and therefore a different amount (and direction) of rotation.
In reciprocal space, plasticity manifests as a systematic, conservative
redistribution of scattering vectors around the Polanyi surfaces.
Plasticity-induced texture changes can be observed directly in the
elastic scattering and exploited to obtain information about the plastic
deformation mechanisms active under extreme compression condi-
tions.8,9,62 Does texture evolution imprint similarly on the TDS?

We will demonstrate here that, for our moderately textured
cubic polycrystals at least, the TDS is only weakly sensitive to texture
changes caused by plastic deformation under dynamic compression.
To do so, we use a rudimentary model of crystal plasticity for fcc Cu
based on the framework described in Refs. 63 and 64. We will
reserve the complete mathematical details of the model for the
supplementary material and outline only its key components here.

The central equation connecting plasticity and texture evolution
is the multiplicative decomposition of the total deformation gradient F
into its elastic and plastic components, Fe and Fp, respectively,

F ¼ FeFp: (32)

We force the total deformation gradient F to take the form

F ¼ diag(1, 1, Fzz), (33)

reflecting the assumption that every grain in the polycrystal experi-
ences the same uniaxial compression along z (the Taylor constraint)
by a global factor Fzz ¼ V=V0, the total volumetric strain. The plastic
deformation Fp is parameterized by the activities on the slip systems,
{γα}, via the leading-order expression

Fp ¼ I þ
X
α

γα(mα � nα), (34)

where mα and nα are the direction and plane, respectively, of slip
system α. The core of our model is estimating the slip-system activities
for each grain, allowing us to calculate its elastic deformation gradient
Fe ¼ FF p�1 and, thus, the change in size, shape, and orientation of its
crystal structure. We do this by first estimating the relative activity of
each grain’s slip systems via the resolved shear stresses they experience

FIG. 12. Elastoplastic deformation of a uniaxially compressed single crystal.
The total deformation gradient F ¼ FeFp comprises a plastic component Fp

and an elastic component Fe. Plastic deformation is realized via concerted
shear motion on a set of slip planes (red), which decreases the crystal’s extent
along the compression direction but leaves the underlying crystal structure
(gray) unchanged. Elastic deformation expresses changes to the crystal struc-
ture, including the decrease in volume and the local rotation of the crystal. The
shape of a single unit cell (blue) is highlighted for clarity.
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(given the grain’s orientation, its elastic moduli, and the total volumet-
ric strain) before computing the absolute activity on each system by
finding the accessible strain state with the least deviatoric elastic strain.

In general, the outcome of this calculation is an elastic strain
state, including both a density increase (as enforced by the com-
pression factor Fzz) and elastic shear strains that warp the unit cell.
To simplify the analysis, we will dispense with both of these factors
and extract only the purely rotational part of the elastic deforma-
tion, R, via the polar decomposition,

Fe ¼ RUe: (35)

In so doing, we essentially allow each grain’s scattering vectors only
to move around their original spherical Polanyi surfaces, without
those surfaces changing shape or size. We do this to maintain com-
patibility with the overall structure of our TDS model and to make
comparison between signals from polycrystals with different densi-
ties easier; here, we are interested not in the fact that the scattering
signal is everywhere pushed out to higher q, but in the changes in

crystallographic texture accompanying the compression. We further
ignore the possibility of deformation twinning, which would bring
about nanograins with new orientations. We should stress that this
simplistic model is not intended to yield a quantitatively accurate
prediction of the grain-dependent rotation—something which
would be better obtained with a spatiotemporally resolved,
dynamic crystal plasticity model62—but merely to actively rotate
each grain about a unique axis by an angle broadly consistent with
that expected under shock (no more than 10� at 100 GPa).

To ensure that the systematic plasticity-induced texture evolu-
tion dominates over statistical variations caused by finite grain sam-
pling, we simulate polycrystals comprising 106 grains; according to
the sampling statistics shown in Fig. 11, such a grain population
reduces random fluctuation in Bragg-peak intensities to around
1%, while that of the TDS becomes entirely negligible.

Figure 13(a) shows the systematic change in the distribution
of the {200} scattering planes for uniaxial strains between 0 and 0.20.
The change in Polanyi density is made more apparent by Fig. 13(b),

FIG. 13. Modeled influence of plasticity-induced texture evolution on elastic and thermal diffuse scattering. (a) Sequence of (200) pole figures for textured Cu polycrystals
suffering increasing strain along the compression axis z, labeled by the total uniaxial strain Fzz and the average grain rotation ζ . (b) Change in the (200) pole figure for a
polycrystal compressed to Fzz ¼ 0:75. Overlaid are the high-symmetry copper, cube, and Goss orientations around which the initial orientation distribution function is con-
centrated. (c) and (d) Azimuthally averaged elastic and thermal diffuse scattering for both ambient (Fzz ¼ 1:00) and compressed (Fzz ¼ 0:75) textured polycrystals, along
with the powder signal for comparison. The density change and deviatoric elastic strains accompanying the plastic deformation have been factored out of the calculation.
Elastic scattering predictions have been separated by 0:25� in 2θ for clarity.
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which shows the difference between the angular density of {200}
vectors for an ambient polycrystal and one compressed to Fzz ¼ 0:75
(effecting the same amount of plastic deformation as shock-
compression to around 90 GPa). Our simple model predicts that both
the copper and cube orientations are unstable: grains which sit close
to these points in orientation space rotate away from these ideal orien-
tations, leading to the formation of “limbs” spanning the previously
weakly occupied orientation states between them. In particular, grains
with the cube orientation undergo conjugate slip, rotating about one of
the h100i directions orthogonal to the compression direction such
that one of the h110i directions rotates toward z, in agreement with
both dynamic-compression experiments on and molecular dynamics
simulations of [001]-oriented Cu (see Refs. 8 and 64, respectively). By
contrast, the Goss orientation becomes more prevalent, consistent
with the expected stability of the fcc [110] direction under com-
pression.65 For a compression of Fzz ¼ 0:80, the average grain
rotation is just under 5�, in agreement with measurements from
dynamic-compression experiments of [001]-oriented Cu.8

When we examine the plasticity-induced changes to the azi-
muthally averaged elastic and TDS patterns [Figs. 13(c) and 13(d)],
we observe strikingly different behavior. The changes in the
Bragg-peak intensities are relatively dramatic, approaching 50% for
the (220) and (222) reflections. By contrast, the TDS in the regions
between widely separated Bragg peaks (i.e., those TDS-dominated
regions whence we would derive a temperature in experiment)
changes by no more than 10% in any interval; again, we observe
the characteristically delocalized nature of the TDS “softening” its
sensitivity to texture. This physics is illustrated most vividly by the
practically unchanged TDS signal between the (200) and (220)
Bragg peaks. Here, the dominant contributions to the TDS are
from scattering vectors on the two nearest Polanyi surfaces, P200

and P220. The number of scattering vectors suitably situated to
contribute to the TDS can be estimated by proxy from the intensity
TDS directly beneath the Bragg peaks, which we see diminishes for
the (200) and grows for the (220). It transpires that increasing TDS
from the (220) and decreasing TDS from the (200) vectors com-
pensate for one another almost exactly, accounting for the observa-
tion that the TDS is essentially stationary with respect to texture
evolution midway between the peaks.

It is also striking that, upon compression, the structure of the
TDS from the polycrystal converges to that of a powder. This can
be understood with reference to the pole plots in Fig. 13(a), which
demonstrate that the overall effect of plastic deformation on these
moderately textured polycrystals is to diversify the range of grain
orientations present and, thus, reduce the additional structure in
the TDS caused by the anisotropy of the Polanyi densities. We
should stress, however, that this is not the behavior we observe in
experiment: in Fig. 4(d), we see that the quality of Warren’s
powder fit to the data is actually poorer for shock-compressed
targets. We speculate that this additional structure in the TDS is
due not to texture changes but to growing anharmonicity along the
Hugoniot, which is unaccounted for in the current form of our
model. Nevertheless, we conclude that slip-mediated plastic defor-
mation experienced by a dynamically compressed rolled foil is
unlikely to significantly change the form of its TDS pattern and
may, in fact, drive that pattern closer yet toward that of an ideal
powder if the polycrystal’s starting texture is sufficiently strong.

IV. DISCUSSION

Dynamic-compression experiments are soon to enter an era of
unprecedented repetition rates. The advent of diode-pumped, cryo-
genically cooled, long-pulse drive lasers—exemplified by the DiPOLE
100-X laser system recently commissioned at the European XFEL,31

which is capable of firing at 10Hz—means the number of data
points accrued in a single experiment will soon be measured not in
hundreds but thousands.

Such high-throughput experiments demand a huge number of
targets. To meet these demands, it is often most practicable to
source multiple batches of samples: some may be bought
“off-the-shelf” from commercial vendors that produce thin foils
en masse via machine rolling, imparting a characteristic texture
over which the user has little control; others may be procured
via physical vapor deposition (PVD), the outcome of which can
vary considerably unless the preparation “recipe” is specified
very precisely. Consequently, the target make-up of a multi-day
dynamic-compression experiment conducted at a rep-rate facility
often comprises a highly heterogeneous mixture of multiple batches
of samples with subtly (or perhaps dramatically) different crystallo-
graphic textures that are difficult to track and sometimes impossible
to reproduce in subsequent campaigns.

The overall picture of thermal diffuse scattering that emerges
from the foregoing modeling is one of remarkable insensitivity to
such textural variations. We have shown that, for these moderately
textured Cu polycrystals, the azimuthally averaged TDS (1) is largely
insensitive to the sample mounting orientation, (2) fluctuates
shot-to-shot at the sub-percent level even when only a few thousand
grains are sampled, (3) changes by no more than 10% due to sys-
tematic, compression-induced texture changes, and (4) in all
cases strongly resembles the TDS from an ideal random powder.
The last of these observations is particularly powerful, as it means
one can justifiably use Warren’s one-line analytic expression for
the (first-order) TDS to treat the experimental data and still
expect to obtain a highly accurate measurement of the Debye–
Waller factor (and, hence, the temperature), without having to
appeal to texture-characterization techniques and the relatively
extensive model described in Sec. II.

This behavior contrasts starkly with that of the elastic scattering:
individual Bragg-peak intensities may vary by around 20% due to
sampling statistics and by up to 50% due to plasticity. In other
words, the intensity of any given Bragg peak is modulated not only
by the Debye–Waller factor but by a peak-specific, texture-dependent
correction [encoded by the σhkl term in Eq. (31)]. Failing to account
for this factor and naively calculating 2M via the logarithm of the
Bragg-peak intensity could result in inferred temperatures that are
inaccurate by several tens of percent. Thermal diffuse scattering is,
therefore, preferable as a temperature diagnostic if one cannot prac-
ticably calculate the ODF of the compressed target in situ (due to
insufficient detector coverage, for example).

We have shown that the insensitivity of TDS to texture is con-
tingent on its being azimuthally averaged over a sufficiently wide
range of azimuthal angles. Wide coverage of q-space is readily
achievable in a standard diffraction experiment measuring TDS,
but the same is generally untrue of IXS-based experiments in
which that same TDS is spectrally resolved; the energy-dispersive
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elements employed typically sample only a small area of the Ewald
sphere (and, by extension, the Polanyi surfaces). In forward scatter-
ing (low M), the limited textural coverage will impart a nontrivial
structure to the Stokes and anti-Stokes peaks that is sensitive to the
sample’s orientation. In principle, the ratio of the total areas under
these peaks still depends only on the system’s temperature, but
interpreting the inelastic peaks may still prove difficult in practice if
they partially overlap a quasielastic peak at zero energy transfer
(due to crystal defects, for example66) or if the photostatistics are
poor. The texture sensitivity may be overcome by moving to a back-
scattering (high M) geometry, in which case the meV-IXS spectrum
collapses to a Gaussian distribution whose height depends on
texture, but whose width varies with temperature only. In this sense,
IXS spectra collected in the single-particle regime may also be con-
sidered partially “texture-robust.” In principle, it would be simple to
augment the mathematical framework described here and calculate
spectrally resolved scattering patterns [i.e., S(q, ω)] in the single-
phonon scattering regime at least, allowing us to model in detail the
influence of crystallographic texture on meV-IXS spectra.

We have further demonstrated that for moderately textured
polycrystals whose TDS pattern differs marginally from that of a
powder, the small “shortfall” can be successfully accounted for by our
model’s inclusion of the ODF [Figs. 6(d) and 6(h)], allowing us to
extend the domain of the applicability of TDS-based thermometry.
However, there must exist a level of texture beyond which our model
will fail. Among its simplifying assumptions are (1) that the Brillouin
zone is spherical and populated by phonons with a linear, isotropic
dispersion relation and (2) that higher-order TDS arising from
multiphonon scattering events is largely structureless [Eq. (29)].
These approximations will surely break down in the limit of the
most strongly textured specimen possible, i.e., a single crystal, for
which STD(q) is known to exhibit the same strong anisotropy as
the crystal structure itself. The structure of the single-crystal TDS
is “washed out” if the polycrystal’s distribution of grain orienta-
tions is sufficiently diverse—as it is for our commercial foils—but
there will exist a degree of texture beyond which such a structure
can no longer be ignored, and a model of single-crystal-level TDS
more elaborate than that provided by the Debye picture would be
required.

Indeed, there is a general need to explore and push the limits
of applicability of TDS modeling. The principle of extracting tem-
peratures from dynamically compressed matter via femtosecond
thermal-diffuse-scattering measurements has, thus far, been real-
ized in only one scenario: shock-compressed, polycrystalline, fcc
copper. If TDS as a temperature diagnostic is to be widely adopted,
we must be able to model the diffuse scattering from samples with
a diversity of crystal structures compressed via a variety of loading
paths, be they mono- or polycrystalline. Intense investigation into
thermal-diffuse-scattering theory and its application to femtosec-
ond scattering from dynamically compressed matter, thus, repre-
sents an immediate and important research opportunity.

V. CONCLUSION

We have developed a texture-aware model of x-ray thermal
diffuse scattering (TDS) from cubic polycrystals. We have shown
that our model successfully reproduces the TDS patterns measured

from moderately textured Cu rolled foils and with greater accuracy
than does Warren’s classic analytic model of TDS from a perfectly
random powder. Our model further predicts that, with sufficient
detector coverage, the azimuthally averaged TDS pattern is remark-
ably insensitive to the details of the sample’s underlying crystallo-
graphic texture, varying statistically at the percent level due to the
sampling of finitely many grains and systematically by no more than
10% due to compression-induced crystal plasticity. These results
endorse TDS as a robust temperature diagnostic for dynamically
compressed solids whose potential we have only begun to explore.

SUPPLEMENTARY MATERIAL

See the supplementary material for details of how we validated
the texture-integration scheme described in Sec. II B, the structure
of the plasticity model outlined in Sec. III E, and the run numbers
of the experimental data presented in this article.
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