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ABSTRACT
Introduction: Artificial intelligence (AI) is poised to improve the diagnosis and management of lower urinary tract dysfunction

(LUTD). Its effective deployment requires prioritization, regulatory oversight, rigorous validation, and clinician and patient

engagement.

Methods: The Think Tank at the International Consultation on Incontinence—Research Society (ICI‐RS) 2025 evaluated key

considerations for successful AI implementation into LUTD clinical care. The topics included clinical triage framework,

regulatory and legal principles, levels of evidence required for validation, and clinician and patient engagement to guide

development. The group developed a narrative of the pressing matters related to AI implementation and a list of proposed

research questions, which, when addressed, will help shape the future of the field.

Results: LUTD topics that should be prioritized for AI implementation include high‐burden conditions with high unmet need

such as neurogenic LUTD, bladder outlet obstruction, and overactive bladder. Regulatory frameworks such as the EU AI Act

and the U.S. “Software as a Medical Device” and its associated guidance promote safety, transparency, and accountability. AI

solutions should be as rigorously evaluated as other clinical devices or drug agents. Patient and clinician engagement are

paramount to ensure innovation aligns with the pressing needs of patients and clinicians.

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the original work is properly

cited.
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Conclusions: AI's integration into LUTD care requires cross‐disciplinary collaboration, prospective validation, and legal and

ethical frameworks. AI must be developed and implemented with a strong focus on transparency, trust, and patient‐
centered care.

Clinical Trial Registration: This study is not a clinical trial and thus does not warrant registration as such.

1 | Introduction

Artificial Intelligence (AI) carries major potential for public
health authorities, healthcare companies (pharmaceutical or
tech), healthcare providers and professionals, and patients in
general. It is on the cusp of transforming the diagnosis, man-
agement, and long‐term care for individuals with lower urinary
tract dysfunction (LUTD). AI has demonstrated value through-
out medical domains including imaging interpretation, risk
prediction, and clinical decision support, yet its implementation
in LUTD is in its infancy. In the near future, patients could
receive personalized assessment and treatment, be assisted by
chatbots, and benefit from healthcare apps. Healthcare profes-
sionals on the other hand could benefit from automation of
repetitive tasks, ad hoc data analysis to advise on diagnosis or
treatment, systematic reviews and guideline development. To
ensure meaningful and sustainable adoption, AI should be
deployed based on a systematic triage strategy. Priority should be
placed on clinical scenarios with high unmet need, those with a
significant disease burden, the need for treatment personaliza-
tion, and/or resource limitations. Conditions with multiple
decision points and therapeutic options such as neurogenic
LUTD and overactive bladder (OAB), as well as tests with

variable clinical interpretation such as bladder diaries or ur-
odynamics, are ideally suited for AI implementation (Table 1).

Successful AI solutions should also be designed within robust
legal, regulatory, and ethical frameworks, which together en-
sure data quality, patient privacy, accountability, and equitable
access. The levels of evidence necessary for AI validation should
meet or exceed those necessary for other diagnostic and ther-
apeutic standards. The perspectives of both patients and clini-
cians should be sought early and incorporated consistently to
maximize utility, trustworthiness, and practical relevance.

In this paper, which stemmed from the International Consul-
tation on Incontinence—Research Society (ICI‐RS) 2025, we
explore the current landscape and future of AI in functional
urology. We review a triage framework for AI application in
LUTD, the regulatory and ethical considerations necessary for
AI implementation, and evaluate the levels of evidence neces-
sary for validation. We discuss the critical role of the patient and
the clinician in guiding responsible AI‐based innovation.
Finally, we sought to develop high‐priority research questions
and strategies to address them with a focus on AI use to
advance LUTD research and patient care (Table 2).

TABLE 1 | Applications of artificial intelligence in lower urinary tract dysfunction and their considerations.

Example application Description Pros Cons

AI Interpretation of
Uroflowmetry

Pattern recognition for
diagnosing voiding
dysfunction subtypes

Standardised
interpretation, reduces
interobserver variability

Requires large validated
labelled datasets

AI‐Guided Pelvic Floor
Therapy Apps

Tailored exercise regimens
with feedback for stress or

mixed incontinence

Increases accessibility,
reduces physiotherapy
demand, may improve

adherence

Limited effectiveness without
patient motivation, requires

patient ability to use computer‐
based technology

Chatbots for Bladder Training AI chatbots guiding
behavioural therapy and

hydration habits

Enhances adherence,
scalable

Risk of misinformation if
unsupervised

Neurogenic upper tract risk
stratification models using
urodynamics and
videourodynamics

Predicts deterioration in
SCI and spina bifida
patients or early
intervention

Prevents complications,
prioritises follow‐up

May requires integration with
both EMR and urodynamics

system, long‐term data
validation

Surgical Treatment Planning AI defining surgical
treatment plan based on

radiological and
clinical data

Increased efficiency and
precision during surgery

Requires standardisation of
radiological and endoscopic

imaging

Monitoring patient adherence AI access to treatments and
prescription refills,

adherence to surveillance
regimen in high‐risk LUTD

Real time alerts Integration with primary care
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2 | How Can the Open Questions in LUTD be
Triaged as Potential Applications of AI?

The deployment of AI in LUTD management requires a sys-
tematic triage strategy to maximise clinical and research
impact. A structured selection framework enhances the value of
AI by focusing on high‐priority, data‐rich, and outcome relevant
issues [1]. Clinical impact must guide application selection,
targeting conditions with significant morbidity or quality‐of‐life
burden such as neurogenic LUTD [2], severe bladder outlet
obstruction (BOO) and posterior urethral valves (PUV) [3], or
refractory OAB [4, 5]. Data availability and technical feasibility
are important; AI algorithms require structured datasets such as
those from uroflowmetry, bladder diaries, (video)urodynamics,
and kidney and bladder ultrasound to train predictive models
reliably. Variability in diagnosis identifies conditions where
interpretation differs substantially among clinicians. For ex-
ample, AI may standardize assessment of interpretation of
bladder diaries or uroflowmetry patterns. Resource bottlenecks
can direct AI towards settings with limited specialist availabil-
ity. For example, virtual pelvic floor therapy guided by AI can
expand access and reduce dependence on in‐person physio-
therapy. Further, it may improve patient adherence. Patient
engagement potential should be assessed, favouring applica-
tions that empower self‐management. Chatbots and digital
adherence tools can enhance behavioural therapy, fluid man-
agement, voiding retraining, and adherence to surveillance

regimens in high risk LUTD. Table 1 lists potential AI appli-
cations in LUTD and their considerations.

AI could be useful in the diagnosis of common conditions as
well as complex LUTD requiring life‐long management to
mitigate risk of renal failure. PUV diagnosis and management
could benefit by AI. For example, AI may assist in prenatal
diagnosis, selection of candidates for fetal treatment or post‐
natal resection, and long‐term evaluation of bladder and renal
function [6, 7]. Finally, risk stratification is a powerful AI
application in LUTD, enabling early prediction of deterioration
such as autonomic dysreflexia or upper tract damage in in-
dividuals with neurogenic LUTD, thus guiding timely inter-
vention. This triage framework ensures AI resources are
allocated towards clinically meaningful, technically feasible,
and ethically responsible innovations, improving diagnostic
precision, personalising treatment, and optimising health sys-
tem efficiency [8].

3 | What Are the Legal, Regulatory, and Ethical
Frameworks for Implementation?

Before full implementation of AI in healthcare and LUTD care
specifically, regulatory gaps need to be filled. The rapid devel-
opment of AI, which vastly outpaces regulatory progress, is a
major challenge. Governing bodies worldwide are developing

TABLE 2 | Research questions and strategies to address them.

Research question Strategy

Can AI write a reliable systematic review on lower urinary
tract dysfunction (LUTD)?

LUTD review written by AI compared to those written by
healthcare professionals

Can AI develop a reliable LUTD care guideline? NLUTD guideline written by AI compared to those written
by healthcare professionals

Can patients be re‐identified from an anonymised data set? Deidentified database of urodynamics tracings

Can AI be used for regulatory decision‐making in LUTD care? Reimbursements, decision‐aids, supervision
Does the difference in AI regulation impact implementation
of AI for LUTD care in different countries?

Developed and developing world, U.S. and EU

Can AI assist with or replace patient monitoring? Bladder diaries, pad tests

What is the environmental burden of AI? Is the environmental burden justified by the improvement in
clinical care?

Should priority be placed on applications of clinical
importance or on applications with data (structure or volume)
most amenable to handling by AI?

Data set with large volume in a condition with low clinical
research priority or small volume with high clinical research

priority condition

How and at what stage can clinicians and patients be formally
engaged in AI‐based algorithm development?

Interviews to identify unmet needs; structured interviews
early in algorithm development process once application is

identified

What AI applications will be covered by insurance? Review of payor policies by region/country, analysis of
reimbursement decisions

Does providing clinicians and patients with AI‐generated
treatment recommendations for LUTD improve trust, shared
decision‐making, and/or treatment adherence compared to
recommendations without explanation?

Randomized controlled clinical trial with an explainable
versus non‐explainable AI

Who will pay for AI applications? Insurance, NHS,
Stakeholder (as industries)?

Market analysis, cost‐effectiveness analysis, stakeholder
interviews

3Neurourology and Urodynamics, 2025

 15206777, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/nau.70186 by U

N
IV

E
R

SIT
Y

 O
F SH

E
FFIE

L
D

, W
iley O

nline L
ibrary on [18/11/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



strategies to cope with this, each with their own emphases and
priorities. The EU has a risk‐based focus in the EU AI Act [9]
and classifies AI used in clinical decision making under Medical
Device Regulation (EMA/MDR) [10]. In contrast, the U.S. fol-
lows a more market‐oriented approach, where the FDA regu-
lates AI in healthcare primarily under the framework of
Software as a Medical Device (SaMD) [11], which emphasizes
market entry and innovation rather than predefined risk tiers.
There is consensus that key points of AI governance/regulation
are: safety, respect for fundamental rights and values (first do
no harm), promotion of trust in AI technologies and facilitation
of innovation. A review by Palaniappan et al has formulated
essential points for a coordinated legal, regulatory, and ethical
framework for implementation of AI in healthcare [12]. The
translation of these points to the application of AI in LUTD is
discussed below.

The first is data quality, security and protection. Data should be
representative and comply with the 4 V's: Volume, Variety,
Veracity and Velocity. For LUTD, a uniform database structure
for urodynamics data has been proposed [13], which may serve
as the basis for an International Continence Society Data
Repository [14]. Nevertheless, there are practical challenges.
The use of data in AI algorithms needs to comply with data
protection legislation such as the Health Insurance Portability
and Accountability Act (HIPAA—US) or General Data Pro-
tection Regulation (GDPR—EU). One concern is the potential
re‐identification by AI of patients from anonymized data,
especially in rare diseases. Furthermore, previously provided
informed consent may not include the permission to retro-
spectively use data for AI development. It may also be chal-
lenging to fully extract a patient's data from data‐based AI
algorithms when the patient withdraws informed consent. Data
repositories require data exportation across borders and jur-
isdictions, causing both legal and security concerns.

The second is validation of algorithms, which relates to trans-
parency and trust. The output of AI should be explainable:
explainability refers to the extent to which the internal rea-
soning of an AI model including the factors, features, and
decision rules it relies on can be made understandable to a
human audience. This is especially critical in LUTD, as symp-
toms can be subjective. A “black box” can lead to automation
bias (over‐reliance on AI) or distrust, and will compromise
shared decision‐making in healthcare [15]. Patient‐centered
care is paramount in LUTD, not only because of the benign
nature of these disorders and the preference for sensitive
treatment options such as those available for OAB [16], but also
due to the complex mind–body interplay that often underlies
functional disorders like OAB [17]. Both clinicians and patients
need to understand and be able to explain why diagnostic or
therapeutic options are offered. The implication is that all AI
healthcare applications should have in‐depth technical docu-
mentation including the purpose, procedure of development,
comprehensive information on the data sets used for training
and validation, similar to the information provided in clinical
trials for medication or medical devices.

Another important consideration is accountability/liability. It is
essential that both healthcare professionals and patients receive
a specific disclosure when AI has been used in their diagnosis

or treatment process. Examples are talking to chatbots or when
accessing AI generated/assisted scientific content. AI should
currently assist and not replace clinical judgment. Continuous
learning models are a challenge in terms of liability: the product
keeps developing after release (as opposed to locked models)
and it may become unclear who is accountable for an error later
in this process. Currently AI is included in the Product Liability
Directive from the EU, and may be under Tort law in the US.

Last but not least is the ethics of and equitable access to AI. Real
world patterns of health inequality and discrimination—for ex-
ample, limited access to single‐use catheters, (ambulatory) ur-
odynamics, nerve stimulation such as SNS, and robotic surgery,
may translate into discriminatory data being used to train AI
models. This will lead to both biased design and implementation
practices, and hence application inequity of precision/personalized
medicine [18]. Governance on non‐discriminative data used for
training AI is therefore crucial. Finally, it is worth considering the
climate impact of AI. Worldwide AI‐related electricity consump-
tion may increase to 134 TWh annually, which is comparable to
the annual electricity consumption of a small country [19].

4 | What Standards and Levels of Evidence Are
Needed to Demonstrate Value and Effectiveness of
AI in LUTD?

With the growth of AI applications in healthcare, several
standards have recently been developed. One example is the
British Standards Institute having issued a validation frame-
work for AI in healthcare in 2023. The framework includes
ensuring the clinical effectiveness, external validity and equity
and bias of the application [20, 21].

Levels of evidence in healthcare range from Level 1, which
includes systematic reviews, individual RCTs and all or none
situations, to Level 5, which includes expert opinions without
explicit critical appraisal [22]. Where does AI belong? To
answer this question, Probst and Wagner addressed levels of
evidence in the era of AI [23]. AI may generate evidence faster
and better, but must be reproducible and transparent. Chatbots
that provide instant answers with no transparency or trace-
ability would be at the lowest level of 5 or possibly at a proposed
level 6 [23]. AI may efficiently generate systematic reviews with
meta‐analyses of RCTs, and could provide level 1 evidence with
appropriate documentation and sufficient human oversight and
critical assessment [23].

Roles for AI in LUTD may include prediction, diagnosis and
treatment decision making, as well as administration and im-
proving patient safety, and the levels of evidence needed depend
on the role. RCTs are the highest level of evidence for clinical
interventions, and AI solutions for diagnosis/treatment should
be assessed to the same standard. Effectiveness of AI solutions
is essential, but value must also be demonstrated. Measures of
effectiveness used for other studies, such as sensitivity, speci-
ficity and confidence intervals, should also be used for AI.
Effectiveness may be more challenging to demonstrate if there
is not a gold standard for comparison. Transparency and
repeatability are critical, and there is potential for bias for or
against the use of AI solutions. Potential risks of using AI in

4 Neurourology and Urodynamics, 2025
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healthcare include false negatives in the form of missed diag-
noses, unnecessary treatment due to false positives, unsuitable
interventions due to imprecise diagnoses, or incorrect prioriti-
zation of interventions in emergency departments. Other
potential risks include loss of doctor‐patient interaction and
marginalization of vulnerable groups.

Experimental evidence does not necessarily equate to real‐
world performance. AI may catch a diagnosis that a human
missed, but a human may catch a diagnosis that AI missed [24].
Mechanisms for continuous monitoring and evaluation of AI
system performance and efficacy are needed, along with
improvement of AI systems based on monitoring and feedback.

Physicians need timely and trustworthy evidence because their
actions may have immediate and potentially irreversibly con-
sequences. AI cannot replace clinical trials or a physician”s
judgement. AI may be effective if it can help the surgeon reach
faster and more precise conclusions. To trust and effectively use
AI, the physician may need to see the same data they would
normally see and know the quality of the data compared to the
data used for AI training.

5 | What Are the Clinician and Patient
Perspectives in Development and Deployment of AI
Solutions?

The integration of AI into urology, especially functional urol-
ogy, is rapidly advancing [25]. While much attention has cen-
tered on technological capabilities, less focus has been given to
the perspectives of clinicians and patients, whose involvement
is critical for successful adoption. From the clinician's view-
point, AI offers the potential to enhance diagnostic accuracy,
streamline workflows, and support complex decision‐making.
In functional urology, AI has been applied in the interpretation
of bladder diaries, uroflowmetry, filling cystometry, voiding
pressure flow studies, and in predicting the outcomes of botu-
linum toxin and sacral nerve stimulation therapies [4, 26–30].
However, the performance of AI in these settings remains
suboptimal, with AUC values ranging from 0.70 to 0.91, indi-
cating the need for further development to improve accuracy.
Clinician skepticism persists, often fueled by concerns regard-
ing interpretability, accountability, and potential disruption to
established workflows.

Additionally, the introduction of natural language models such
as ChatGPT has broadened the potential applications of AI in
functional urology. Recent evaluations of chatbot accuracy have
yielded mixed results, ranging from highly accurate to entirely
incorrect responses [31–35]. While recent advancements in
natural language processing (NLP) have significantly improved
performance, the “black box” phenomenon remains a key
challenge. For AI solutions to achieve widespread adoption,
transparency in algorithm design, rigorous validation, and
seamless integration with existing clinical systems are
essential.

Functional urology often relies on subjective assessments
including bladder diaries, symptom scores, or patient‐reported
outcomes, which are challenging to standardize. AI could

facilitate automated data extraction and longitudinal monitor-
ing, but clinicians need to trust the algorithm's outputs, espe-
cially when making decisions about invasive interventions like
SNS or botulinum toxin injections. To address current limita-
tions, AI and NLP tools must be adapted to diverse populations,
cultures, and habits.

Moreover, the adoption of AI in healthcare faces significant
financial barriers, including high upfront costs for infra-
structure, data management, staff training, and ongoing
maintenance. These challenges, particularly in low‐resource
settings, may hinder integration despite potential long‐term
benefits. This underscores the need for strategic investment
and supportive policies to ensure equitable and sustainable
implementation [36].

From the patient's perspective, the adoption of AI in urology
raises concerns around data privacy, informed consent, and the
potential depersonalization of care. Nevertheless, many patients
are open to AI tools when they are presented as adjuncts to
physician expertise rather than replacements [37]. In functional
urology, where chronic symptoms can significantly impact
quality of life, patients value human empathy and individual-
ized care. Involving patients in the codesign of AI tools can
improve their acceptability and usability [4, 26]. Mobile appli-
cations that combine symptom tracking with AI‐driven alerts or
feedback may empower patients, but must be developed with
attention to accessibility, health literacy, and data protection. In
clinical practice, demands for increased transparency and ex-
plainability are particularly critical [36, 37]. Finally, from the
patient's point of view, readability and understandability are of
utmost importance and should always be considered.

6 | Discussion and Conclusion

AI holds promise for transforming LUTD care, but its deploy-
ment must be guided by clinical need, data readiness, and
adherence to legal and ethical frameworks. Conditions such as
neurogenic LUTD, BOO, PUV, and OAB are clear opportunities
wherein AI may optimize the diagnostic process, personalize
treatment, and improve long term outcomes. AI in LUTD
should be transparent, explainable, and validated with the same
rigor as other clinical interventions. Equitable access will be
necessary to avoid unintended harm or bias. Clinician‐led in-
itiatives that bring together cross‐disciplinary teams—including
engineers, ethicists, and patients—can ensure that AI applica-
tions address real clinical needs while preserving the human-
istic core of urologic care. Future work should prioritize
prospective studies that evaluate clinical utility, real‐world
performance, and patient‐centered outcomes. Open and press-
ing research questions relating to the use of AI in LUTD, and
strategies to address them, are included in Table 2.
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