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ABSTRACT

Academic Summary: This article draws on the attention-based view (ABV) to examine whether, how, and under what condi-
tions top management team (TMT) attention to responsible artificial intelligence (AI) influences firm innovation. We developed
a 480-word responsible AI dictionary grounded in 155 academic sources and 527 corporate case descriptions, and applied it to
2452 S&P 500 earnings call transcripts (2011-2021) using natural language processing (NLP) and large language model (LLM)
techniques, yielding 2670 firm-year observations. Linking these measures to US patent data, we find that greater responsible
AT attention predicts more and higher-impact patents. The effect is stronger in low-technology industries and under short-term
investor pressure, while the presence of a chief technology officer (CTO) does not amplify it. Mechanism analyses reveal that
responsible AT attention fosters innovation by increasing investment in Al-relevant human capital and mitigating innovation
risk. Theoretically, this article enriches the AI and innovation management literature by positioning responsible AI attention as
a dynamic strategic asset that mobilizes resources, reduces risk, and enables contextual adaptation. Practically, findings suggest
that firms can strengthen innovation by prioritizing managerial attention to responsible AI, distributing responsibility beyond
technical specialists, balancing ethical safeguards with strategic flexibility, and aligning governance with investor and industry
conditions.

Managerial Summary: This article examines how managerial attention to responsible artificial intelligence (AI) can enhance
firm innovation. Using text analytics on 2452 earnings call transcripts from S&P 500 firms (2011-2021) and a panel of 2670 firm-
year observations linked to patent outcomes, we show that firms whose top management teams (TMT) devote greater attention
to responsible AI produce more and higher-impact patents. This effect is stronger in low-technology industries and when firms
face short-term investor pressure; it is not amplified by having a chief technology officer (CTO). In practice, sustained attention
to responsible AI tends to build Al-related skills and reduce project risk, thereby supporting a more reliable innovation pipeline.
Executives should treat responsible Al as a strategic priority rather than a compliance task by establishing cross-functional gov-
ernance, investing in role-based governance training, and sharing accountability across the C-suite. Innovation managers can
embed ethics checkpoints (bias audits, design reviews) into project workflows to enhance stability and organizational learning.
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Policymakers can reinforce responsible innovation by providing clear regulatory frameworks and incentives that align ethical

safeguards with competitiveness. Together, these actions can help build more durable organizational capability for responsible

innovation and support long-term performance and adaptation to ongoing technological change.

1 | Introduction

Innovation management is being reshaped by the rapid rise of
artificial intelligence (AI). According to the Forrester Global
Tech Market Forecast report, software and IT services (includ-
ing AI) are expected to account for 69% of global technology
expenditures by 2027, while investments in AI are predicted
to surge to $227 billion by 2030, reflecting an impressive an-
nual growth rate of 36% (Forrester 2024). AI technologies,
capable of simulating human cognitive behaviors (learning,
reasoning, adapting; Berente et al. 2021), are accelerating
the speed, scope, and scale of innovation processes across in-
dustries (Huang and Rust 2021, 2024; Verganti et al. 2020).
Recent scholarly work echoes these transformative trends. For
example, Al adoption both enables new innovation capabil-
ities and enhances existing ones by mining massive datasets
for patterns and novel solutions (Gama and Magistretti 2025;
Spanjol et al. 2024). In practice, firms are already deploying
AT to augment core innovation activities: Al-driven systems
boost idea generation (Bouschery et al. 2023) and product de-
sign (Verganti et al. 2020). As a result, many organizations not
only achieve incremental improvements but also unlock radi-
cal new pathways for product, service, and business model in-
novation. IBM's Watsonx Assistant (Gidwani and Bello 2024)
provides a vivid example, By leveraging custom large language
models (LLMs) to transform customer support, it reportedly
cut service costs by up to 30% while raising customer satisfac-
tion by 20%, illustrating how Al-fueled innovation can yield
significant competitive advantages.

However, Al's transformative power comes with profound eth-
ical, legal, and societal risks. High-profile incidents, ranging
from facial recognition privacy scandals to algorithmic bias in
decision-making (Asatiani et al. 2021; Mikalef et al. 2022), have
triggered public outcry and regulatory scrutiny (e.g., Clearview
AT's unauthorized use of personal data led to a $10 million fine
and regional bans; Heikkild 2022). Firms that race to adopt AI
without appropriate governance risk eroding customer trust
and damaging their reputations. In response, the concept of re-
sponsible AI has emerged as a critical framework for ensuring
that AI systems are developed and deployed in accordance with
ethical principles such as transparency, fairness, accountabil-
ity, and privacy (Barredo Arrieta et al. 2020; Diaz-Rodriguez
et al. 2023). Responsible AI involves proactively integrating
these principles into AI design and use, essentially building
“guardrails” to prevent misuse or unintended harm (Babina
et al. 2024; Shneiderman 2021). This notion is rapidly gaining
traction. According to a recent Accenture survey (Eitel-Porter
and Grosskopf 2022), 80% of companies plan to increase invest-
ment in responsible AI and 77% prioritize AI regulation in the
near term. Businesses and academic communities also recog-
nize that failing to embed ethics in AI can invite backlash and
stifle innovation, whereas doing so may help build stakeholder
trust and sustained innovation capacity (Spanjol et al. 2024).

Despite growing interest in both AI-driven innovation and respon-
sible AT, significant knowledge gaps remain at their intersection.
Prior studies have demonstrated that Al can act as a powerful tech-
nological catalyst for innovation (e.g., by automating R&D tasks or
generating creative outputs) and recent literature reviews map out
the broad contours of this phenomenon. For instance, Gama and
Magistretti (2025) document how AI adoption influences firms'
innovation capabilities and outline various roles Al can play in in-
novation processes. At the same time, thought leaders in the field
have highlighted responsible innovation as a top-tier research pri-
ority. Spanjol et al. (2024) identify “AI in innovation” and “respon-
sible innovation” as two of the five most critical forward-looking
research paths for innovation management. These works make
clear that understanding how ethics and innovation intertwine
is increasingly important. Yet, to date, we lack robust theoretical
and empirical insights into how embracing responsible AI prin-
ciples actually impacts firm-level innovation outcomes (Babina
et al. 2024; Shneiderman 2021).

Most extant research has treated AI from a technology-centric
perspective, emphasizing algorithms, capabilities, and perfor-
mance gains (Babina et al. 2024; Gama and Magistretti 2025;
Liu et al. 2020; Rammer et al. 2022), or has examined ethical
Al in isolation (e.g., design guidelines or compliance checklists;
Diaz-Rodriguez et al. 2023). In contrast, little attention has been
given to managerial attention, that is, how the top management
team (TMT) perceives and prioritizes ethical AT issues, and how
this shapes a firm's innovation. This omission is critical: if man-
agers overlook ethical imperatives amid the AI hype, they may
expose their firms to innovation-derailing risks; conversely, if
they over-index on caution, they might miss out on high-reward
innovative opportunities. Recognizing this gap, our article asks:
How does managerial attention to responsible Al influence firm-
level innovation outcomes? Through what mechanisms does this
influence occur, and under what conditions is it most pronounced?

To answer these questions, we draw on the Attention-Based View
(ABV) of the firm as our theoretical lens. ABV posits that organi-
zational decision makers operate under bounded rationality and
thus can attend to only a limited set of issues at any given time
(Ocasio 1997). What TMTs choose to focus on, guided by organi-
zational attention structures, routines, and values, filters which
problems and opportunities gain priority, thereby shaping strate-
gic decisions and outcomes. In essence, managerial attention is the
scarce resource that determines how firms allocate resources, ad-
dress challenges, and exploit opportunities. By channeling atten-
tion toward certain domains and not others, TMTs set the agenda
for organizational action. This perspective is highly pertinent to
our inquiry: if responsible AI becomes a salient focus for a firm's
TMT, ABV suggests that it will influence how the firm steers its
innovation efforts. We expect that heightened managerial atten-
tion to responsible AI will shape the firm's innovation strategy,
directing more resources and care toward such considerations and
potentially altering the types of innovations the firm pursues.

Journal of Product Innovation Management, 2025

85U80|7 SUOWIWOD A0 3|cedldde 8y Aq peusenob afe saoiie YO ‘@SN JO s3I 104 Akeid1 78Ul UQ A8]I UO (SUONIPUOD-PpUe-SWBI WD A8 | IMAeIq U [UO//:SANY) SUORIPUOD pue Swie | 8L 885 *[GZ0Z/TT/ET] Uo ARiqiTaulluo A8|IM ‘T3 I443HS 40 ALISYIAINN Aq ST00Z WId[TTTT OT/I0p/wWo0 A8 1M Ae.q 1 pul|uo//:sdny Wwoiy papeojumod ‘0 ‘S88S0VST



We theorize that managerial attention to responsible Al can be
a double-edged sword for innovation. On one hand, when TMTs
emphasize responsible AI, they do more than mitigate ethical
pitfalls; they create environments conducive to both innovation
quantity and quality. First, embedding ethical principles into AI
initiatives enhances market legitimacy and stakeholder trust,
accelerating the adoption of new products and increasing in-
novation quantity (Gnewuch et al. 2024). Second, transparency
and fairness practices, such as data audits and bias-detection
protocols, stimulate process innovation by uncovering insights,
thereby catalyzing novel product features or entirely new offer-
ings and enhancing innovation quality and quantity (Raisch and
Krakowski 2021). Third, when TMTs consistently emphasize re-
sponsible Al they strategically reallocate resources, such as spe-
cialized AI talent and ethical AI infrastructures, to ensure safe
and ethical technology use, effectively establishing sustainable
pipelines for high-quality long-term innovation (Li, Li, et al. 2021).
Thus, responsible AT attention does not merely mitigate potential
harms but actively promotes sustained creative exploration and
aligns innovation efforts with stakeholder expectations.

On the other hand, we acknowledge that the net impact of re-
sponsible AI attention on innovation may not be unilaterally
positive. High ethical scrutiny might, in some cases, slow down
experimentation or constrain the data and methods available
for innovation (e.g., strict privacy rules could limit creative
data use, or thorough review processes might delay product
launches). Some skeptics worry that too strong a focus on “Al
principles” could act as a brake on the free-wheeling explora-
tion that radical innovation sometimes requires (Bouschery
et al. 2023; He and Tian 2013; Wu et al. 2015). Conversely, it is
also plausible that a reputation for responsible AI could expe-
dite innovation diffusion; for instance, customers and regula-
tors may more quickly embrace new Al-driven solutions that
come with assurances of fairness and transparency. To navigate
this theoretical tension, we design our article to empirically in-
vestigate the conditions under which managerial attention to
responsible AI catalyzes innovation versus when it might inad-
vertently constrain it. Our aim is to unpack the specific mecha-
nisms and boundary conditions that determine how responsible
AT attention plays out in practice as an innovation driver.

Addressing these theoretical tensions requires rigorous empir-
ical investigation. We develop a novel measure of “managerial
attention to responsible AI” by analyzing the content of 2452
earnings call transcripts from S&P 500 firms (2011-2021).
Using natural language processing (NLP), LLM, and our cus-
tom dictionary of 480 keywords related to responsible AI and
its practices, we capture how frequently and in what context
TMTs discuss responsible AT topics in their formal communi-
cations. We then link these attention measures to firm-level
innovation outcomes using patent data (2670 firm-year ob-
servations of granted patents, forward citations, and patent-
derived market value) from the US Patent and Trademark
Office (USPTO; Kogan et al. 2017; Stoffman et al. 2022).
Patents and their citations are well-established indicators of a
firm's innovative output and impact (He and Tian 2013; Nanda
and Rhodes-Kropf 2013).

Our article makes three theoretical contributions. First, it ex-
tends the ABV by demonstrating that not only economic or

technological cues but also normative and ethical concerns
can guide managerial attention and shape strategic outcomes.
Integrating insights from upper echelons theory (UET), we link
executives' ethical orientations to the allocation of attention and
to firms' innovative behavior, thus specifying how values enter
the attention—performance relationship. Second, we enrich ABV
by explicating the mechanisms through which responsible AI
attention promotes innovation. Firms with greater responsi-
ble AT attention invest more in Al-relevant human capital and
experience lower innovation risk, embedding a socio-ethical
dimension into the core of managerial attention. Third, we re-
fine ABV by identifying boundary conditions and attentional
heterogeneity: responsible Al attention yields stronger innova-
tion benefits under low technological intensity and short-term
investor pressure, while distinct ethical foci exert divergent ef-
fects. Methodologically, we offer a scalable, replicable approach
to capturing responsible AI attention in executive discourse.
Taken together, these insights support the view that responsible
AT can be regarded as a sustained managerial priority, rather
than merely a compliance obligation, aligning ethical integrity
with firms' innovative performance.

2 | Institutional Background

As Al reshapes core business practices, accelerates innova-
tion, and creates new sources of value, concerns about ethi-
cal lapses have heightened the imperative for responsible Al.
This shift has expanded the conversation beyond technologi-
cal issues to encompass managerial capabilities and ethical
governance. Increasingly, firms approach responsible AI as a
strategic priority rather than a compliance obligation, engag-
ing stakeholders to align AI initiatives with diverse values and
thereby enhancing innovation quality, market responsiveness,
and long-term growth. To better understand how firms opera-
tionalize responsible Al in practice, we conducted a qualitative
analysis that combines insights from prior research with 527
case descriptions from 30 global organizations. These cases
span healthcare (e.g., Alder Hey Children's Hospital), finance
(e.g., Capital One, JPMorgan Chase), retail (e.g., Amazon,
H&M), technology (e.g., IBM, NVIDIA), consulting (e.g., PwC,
Deloitte), energy (e.g., Equinor ASA), automotive (e.g., Audi),
and telecommunications (e.g., Cisco, Telefonica). Across these
diverse contexts, a consistent pattern emerges: firms that
embed responsible AI principles into core operations tend to
stimulate innovation, differentiate their offerings, and culti-
vate stakeholder trust.

Three recurring practices are especially noteworthy. First, em-
bedding fairness, explainability, and accountability into both
strategy and system design enables firms to anticipate and
mitigate ethical risks, thereby facilitating AI adoption and im-
proving market responsiveness. Second, cross-functional gov-
ernance structures that bring together data scientists, ethicists,
AI managers, and legal experts are essential for coordinating
ethics-oriented initiatives. This integrative approach reduces
organizational friction and fosters a culture of responsible in-
novation. Third, human-centered design reframes AI as a
complement to human creativity and judgment rather than a
replacement, which minimizes ethical pitfalls while strengthen-
ing user acceptance and loyalty.
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Firms also tend to anchor their responsible AI initiatives in
five interrelated dimensions: beneficence, non-maleficence,
autonomy, justice,! and explicability (Floridi et al. 2018). These
dimensions serve as a blueprint for responsible deployment by
emphasizing societal benefit, harm avoidance, user agency, eq-
uitable outcomes, and transparent decision-making. Illustrative
examples include H&M's integration of fairness and transpar-
ency into its recommendation systems to address consumer
concerns, Deloitte's adoption of governance protocols to manage
algorithmic bias and privacy risks, and IBM's emphasis on expli-
cability to differentiate its AI solutions and reinforce client trust
(see Bigham et al. 2022; H&M Group 2021; IBM 2025).

Taken together, these cases suggest that responsible AI, when
grounded in clear principles, supported by cross-functional
teams, and implemented through human-centered design,
constitutes a cornerstone of sustainable innovation. Treating
responsible AT as a strategic driver, rather than only an ethical
safeguard, enables firms to build trust, enhance reputation, and
secure competitive advantage (Bouschery et al. 2023; Floridi
et al. 2018). As intelligent technologies become increasingly
embedded in business and society, integrating responsible AI
into long-term strategy has become essential for sustaining
leadership in dynamic markets (Huang and Rust 2021; Spanjol
et al. 2024). Table 1 illustrates how the five dimensions of re-
sponsible AI are conceptually articulated and demonstrates
their practical significance through examples from prior re-
search and business practice. See Web Appendix A for details on
responsible AI and its sub-dimensions.

These insights, drawn from both case evidence and prior re-
search, underscore the importance of institutionalizing re-
sponsible AI and examining its organizational consequences,
particularly for innovation. However, the underlying mecha-
nisms, boundary conditions, and measurable impacts remain
underexplored. The following section therefore develops hy-
potheses based on the ABV, explaining how TMTs' strategic
focus on responsible AI may stimulate innovation through its
influence on resource allocation, risk management, and stake-
holder legitimacy.

3 | Hypothesis Development

The ABV of the firm provides the overarching theory for our ar-
ticle (Ocasio 1997). It draws on early works from the behavioral
theory of the firm (e.g., Cyert and March 1963; Simon 1947) to
emphasize that individuals face bounded rationality and there-
fore must selectively allocate their limited attention. Attention,
as a scarce organizational resource, determines which issues
and action alternatives decision makers consciously or uncon-
sciously prioritize while neglecting others, such as “problems,
opportunities, and threats” and “proposals, routines, projects,
programs, and procedures” (Ocasio 1997, 189). Because atten-
tion allocation determines which cues are perceived as salient
and which responses are enacted, variations in the focus, inten-
sity, and distribution of attention explain differences in organi-
zational behavior and performance (Ocasio 1997; Repenning
and Sterman 2002). Empirical research supports this argument,
showing that executive attention shapes firms' innovation be-
havior (Eggers and Kaplan 2009; Ridge et al. 2017), responses to

environmental change (Nadkarni and Barr 2008), and sustain-
ability performance (Ahn 2020).

Building on this logic, we argue that TMT attention to respon-
sible AI shapes firm innovation outcomes. The ABV posits
that strategic decisions and outcomes depend heavily on where
TMTs direct attention and how they interpret information.
The UET (Hambrick and Mason 1984) reinforces this view by
showing that attentional choices are influenced by TMTs' val-
ues, expertise, and cognitive orientations. In the context of Al,
these perspectives together suggest that TMTs' ethical priorities
and technological focus jointly determine how AI is developed,
governed, and leveraged for innovation. On this basis, we de-
velop hypotheses about how TMT attention to responsible Al
stimulates innovation, through which mechanisms these effects
occur, and under what contextual conditions they are likely to
vary. Figure 1 depicts our research road map, showing hypoth-
esized relationships, the dataset used, and the unit of analysis.

3.1 | Responsible AI Attention and Innovation

Directing greater managerial attention to responsible AI is ex-
pected to enhance a firm's overall innovation output. When a
TMT highlights responsible Al practices, it signals strategic im-
portance, mobilizes resources, and aligns organizational efforts
toward Al-driven innovation that adheres to ethical standards
(Yadav et al. 2007). According to the ABV, issues that receive
greater managerial focus attract disproportionate organiza-
tional resources and action; thus, prioritizing responsible Al
channels investment into cutting-edge, ethically sound AI capa-
bilities and processes.?

Prior research supports this logic: managerial attention to emerg-
ing technologies is positively associated with innovation perfor-
mance. For example, firms whose TMTs emphasize technological
initiatives generate more patents and new product launches, and
family firms that prioritize technological adaptation exhibit su-
perior innovation outcomes (Kammerlander and Ganter 2015).
Importantly, mere possession of technical resources, however,
is not by itself transformative; their innovation potential is un-
locked only when channeled by focused managerial attention and
guidance. Extending this logic to the AI domain, we posit that
TMT attention to responsible AI should spur greater innovation.
Embedding ethical principles into AI development enables firms
to generate novel offerings such as transparency- or fairness-
enhancing features, and to improve existing solutions through,
for example, bias-mitigation algorithms. Such efforts will ul-
timately increase both the quantity of innovation (e.g., patent
counts) and its quality and market value. Accordingly, we expect:

H1. Firmswhose TMT devotes greater attention to responsible
AT will exhibit higher innovation outcomes.

3.2 | Mechanism: Investing in AI-Skilled Human
Capital

One key mechanism through which TMT attention to respon-
sible AI can drive innovation is human capital investment.
Managerial attention not only signals strategic priorities but
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TABLE1 | Selective illustrative comparison of academic vs. industry perspectives on five core responsible AI dimensions.

Responsible
Al sub-
dimensions Definitions Academic perspective Industry perspective
Beneficence An Al system is designed, Research highlights that beneficent Accenture Responsible AT
validated, and deployed to AT must be purpose-built to deliver program (Eitel-Porter et al. 2021;
produce measurable public measurable human and societal gains, Eitel-Porter and Grosskopf 2022),
benefit, sharpening human such as boosting capabilities, decision Alder Hey Children's Hospital's
capabilities, improving decision quality, and well-being, while remaining predictive-care models (Alder
quality, and enhancing resource aligned with sustainability and fairness. Hey 2025), Microsoft's AI for
efficiency, while at the same For example, Tomasev et al. (2020) catalog Health (Microsoft 2025a),
time weighing profit against Al-for-Social-Good projects aligned with and Google Research's AI
fairness, sustainability, and risk. the UN SDGs, distill 10 cross-sector for Social Good initiative
partnership guidelines, and spotlight (Google 2025b) illustrate how
impactful cases (e.g., Troll Patrol), thereby responsible AI can create both
offering a beneficence-oriented roadmap business and societal value
for innovation managers to steer AI with measurable ESG impact.
portfolios toward scalable societal value.
Non- An Al system is built and Research stresses rigorous risk audits, Capital One and JPMorgan
maleficence overseen to prevent or minimize bias testing, and explainable AI (XAI) to Chase embed model-risk
harm through rigorous risk mitigate privacy breaches or manipulation. governance into AI development
and bias audits, strong privacy For example, Thomaz et al. (2020) analyze workflows (Capital One 2023;
and security safeguards, Al conversational agents for a hyper- JPMorgan Chase 2023); Cisco
and clear accountability, private web, map “Buff” versus “Ghost” and IBM apply red-team testing
so it does not exploit or user data scenarios, flag privacy- and to strengthen Al security and
discriminate against people, bias-related harms, and propose privacy- governance (Owen-Jackson 2025;
society, or the environment. by-design safeguards plus stage-gate Patel 2025); Google and
risk audits, offering a non-maleficent Microsoft conduct pre-launch
blueprint for innovation management. risk reviews for AT applications
(Google 2025c; Microsoft 2023,
2025Db), together shaping a
harm-avoidance blueprint.
Autonomy An Al system offers user- Research highlights the importance Salesforce’s Einstein Trust
centered controls that let of AI designs that preserve human Layer (Salesforce 2025),
individuals make informed, agency in automation-augmentation Meta's Privacy Center
voluntary choices about hybrids and meaningful work. (Meta 2022), and Telefénica's
engagement, data sharing, For example, Huang and Rust (2024) Data Transparency Portal
and the delegation or focus on human-centered “feeling AI” for (Telefénica 2025) provide users
withdrawal of decision customer service, map a four-step journey: with opt-outs, granular consent
authority, free from coercion detect, empathize, manage, bond, flag options, and transparency
or manipulation and thus generative Al gaps, and provide prompt/ mechanisms that preserve
safeguarding human agency. response-engineering tenets as a staged human decision authority.
blueprint for service-innovation R&D,
while upholding autonomy through opt-in
emotion sharing and user overrides.
Justice An Al system is governed Research suggests that AT designs employing Bias-mitigation is supported

to ensure distributive and
procedural fairness, using
inclusive data, quantitative bias
checks, participatory oversight,
and remedy pathways to ensure
that benefits and burdens are
shared equitably across groups.

inclusive data and fairness audits can help
secure unbiased and equitable outcomes.
For example, Rhee (2024) interrogates
Jjustice in emotion-recognition AI,
benchmarks three commercial models

against human raters, uncovers demographic

scoring gaps, finds that transparency
leaves users anchored to biased outputs,
sometimes worsening inconsistencies,
and calls for systemic fairness safeguards
beyond individual correction.

by IBM AI Fairness 360
(Bellamy et al. 2019), Credo
AT's governance platform
(Eisenberg 2025), and SAP's
AT Ethics program (Lombana
Diaz and Welsch 2025), and
further strengthened by
fairness provisions in Google's
and Microsoft's Responsible
Al standards (Google 2025a;
Microsoft 2025b).

(Continues)
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TABLE1 | (Continued)
Responsible
AI sub-
dimensions Definitions Academic perspective Industry perspective
Explicability An Al system provides Research shows that explainability and Transparency comes via model
clear, human-interpretable transparency are the trust linchpins, cards and explainability suites
explanations of its data sources, turning AI from a “black box” into such as IBM Explainability 360
reasoning, and chain of a “glass box” via XAl taxonomies (IBM 2019), NVIDIA NeMo
accountability, along with stated and user-focused explanations. Model cards (NVIDIA 2025),
limitations and uncertainties, For example, Bauer et al. (2023) test PwC's Responsible AI Toolkit
enabling stakeholders to feature-based AI explanations in investment (PwC 2025), and Microsoft's
scrutinize and act on its and real estate tasks, show they reweight annual transparency reports
outputs without compromising user cues and trigger confirmation-bias (Hutson and Crampton 2025).
privacy or security. spillovers, positioning explicability as a
double-edged tool that innovation managers
must channel, via bias-aware stage gates, to
boost learning without seeding new errors.
Vs oo > \

Shareholder Investment Horizon
¢ Dataset: Compustat database
« Unit of analysis: External-organizational

Technological Intensity of the Industry
* Dataset: Compustat database
¢ Unit of analysis: Industrial level

Responsible AI Attention

Firm size
Firm age

————— - ——

Investing in AlI-
Skilled Human
Capital

Controls

Firm performance
R&D intensity
Corporate governance

- ———

Firm Innovation

Beneficence; Non-maleficence;
Autonomy; Justice; Explicability

Variables: A dummy variable that is
assigned a value of 1 if a firm mentions

—the responsible use of Al at least once
during its earnings conference call
between 2011 and 2021

Dataset: S&P 500 listed firms’ earnings
conference call transcripts from Seeking Alpha

L— Unit of analysis: Organizational

FIGURE1 | Researchroad map.

also triggers resource reallocation within the firm. When top
executives focus on responsible AT, they are likely to direct bud-
gets toward acquiring and developing the necessary talent to
implement ethical AI practices, such as hiring AI specialists
(e.g., data scientists, AI ethicists), training employees in ethi-
cal AI protocols, or forming dedicated AI ethics committees
(Hambrick and Mason 1984; Li, Li, et al. 2021). These invest-
ments strengthen the firm's capacity for ethical and cutting-
edge Al innovation. Consistent with UET, managerial values
shape how attention translates into concrete resource deploy-
ment; thus, a TMT committed to responsible AI will allocate
staffing and training resources to enact those values. By ex-
panding the pool of Al-skilled employees, the firm enhances
its capacity to generate innovative AI solutions that align with

high ethical standards.

Exploratory vs.
Exploitative Innovation

Variables: Innovation: the natural logarithm of the
number of the filed patents in year t+1; Innovation
impact: the natural logarithm of one plus the
forward citation count of the patents filed in year
t+1; Patent market value: The natural logarithm of
one plus the citation-weighted patent value index

Reducing
Innovation
Risk
Dataset: Patent data constructed by Kogan et al.
(2017) and extended by Stoffman et al. (2022);
Patent-based variables derived from U.S. Patent
and Trademark Office records

—— Unit of analysis: Organizational

Empirical research supports the link between managerial
attention and resource allocation. For example, when CEOs
emphasize a particular strategic agenda, they tend to chan-
nel resources and investments accordingly; Bouquet and
Birkinshaw (2008) describe attention as a mechanism that
drives resource provision to favored projects. Having a larger
and better-trained AT workforce directly improves innovation
performance, as skilled AI engineers and scientists are the
ones who create new algorithms and patents. Prior studies
confirm that firms with greater technological human capital
exhibit higher innovation, as expertise is a critical input to
R&D (Artz et al. 2010). Therefore, we expect that responsible
AT attention increases Al-skilled human capital, thereby fa-
cilitating greater innovation (Babina et al. 2024). We formally
posit this mechanism as follows:
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H2. TMT attention to responsible Al increases the firm's invest-
ment in Al-skilled human capital, which in turn enhances firm
innovation outcomes.

3.3 | Mechanism: Reducing Innovation Risk

Asecond mechanism linking responsible AT attention to innova-
tion involves reducing innovation risk, which in turn promotes
more stable R&D outcomes. Incorporating responsible practices
in AI development reduces the likelihood of costly failures, eth-
ical crises, or public backlash, all of which can disrupt innova-
tion (Bankins and Formosa 2023; Bauer et al. 2023). By paying
close attention to AI's ethical and social implications, TMTs are
likely to implement checks and balances (e.g., bias audits, com-
pliance reviews, and risk assessments) that help prevent severe
missteps (Gama and Magistretti 2025). While proactive risk
management may not directly expand the firm's creative fron-
tier, it reduces downside exposure, ensuring a steady flow of
safe and legitimate innovations over time. In contrast, neglect-
ing AI ethics can lead to setbacks such as product withdrawals
or legal sanctions that derail innovation projects (e.g., the case
of Clearview AI). A TMT attentive to responsible Al is there-
fore more likely to avoid such pitfalls by embedding compliance
measures early in the innovation cycle. Empirical evidence sup-
ports the notion that minimizing downside risk enhances inno-
vation stability. He and Tian (2013) find that short-term market
pressures (e.g., intense analyst scrutiny) often push managers to
cancel long-term innovative projects, highlighting the need for
stable, supportive conditions to sustain continuous innovation.
A responsibility-oriented approach helps align innovation with
stakeholder expectations and shields R&D from disruptions,
such as user boycotts or late-stage product failures.

Ultimately, responsible AI attention acts as an internal risk
control system for innovation. Just as robust R&D controls re-
duce variance in innovation outcomes (Lu et al. 2023; Miller
et al. 2022), ethical oversight lowers the volatility of innovation
performance. As a result, we expect that firms exhibiting higher
levels of responsible AT attention will experience less fluctuation
in R&D intensity, thereby complementing the direct effect on
overall innovation quantity. Formally stated:

H3. TMT attention to responsible AI reduces innovation risk,
which in turn enhances firm innovation outcomes.

3.4 | Moderating Role of Shareholder Investment
Horizon

A firm's shareholder investment horizon, whether dominated
by either short- or long-term investors (e.g., institutional inves-
tors), can moderate how responsible AI attention influences
innovation (Gaspar et al. 2005, 2013). Managerial atten-
tion priorities are notably influenced by shareholder pres-
sures. Developing and integrating responsible AI practices
is forward-looking and may entail substantial upfront costs,
including investments in talent development, new processes,
and potentially delayed product rollouts due to compliance
demands (Glikson and Woolley 2020). Long-term-oriented in-
vestors typically support such strategic investments, viewing

ethical compliance, sustained learning, and risk management
as essential to long-run value and corporate reputation (Kim
et al. 2019; Lerner et al. 2011). Because long-horizon investors
already tolerate delayed payoffs and tend to promote respon-
sible mandates, their baseline support for innovation is high;
thus, additional emphasis on responsible AI yields smaller
incremental gains relative to firms without such responsible
orientation.

In contrast, short-horizon investors often dominate the Q&A
during earnings calls, pressing managers for near-term, low-risk
payoffs and scrutinizing compliance and risk (Bushee 1998).
When the TMT emphasizes responsible Al, it redirects man-
agerial attention from defensive risk discussions toward op-
portunity framing, giving exploratory projects a clearer path
to approval (Giannetti and Yu 2021). Responsible AI practices
such as ethical guidelines, bias audits, and transparent reporting
buffer reputational, legal and regulatory risks, making Al initia-
tives appear more credible and less risky even under compressed
timelines. At the same time, visible governance structures sig-
nal disciplined use of R&D funds, alleviating myopic investors'
concerns about wasteful spending. Together, these dynamics
explain why the innovation benefits of responsible AT attention
are amplified in firms with a predominantly short-term investor
base. We thus hypothesize:

H4. The positive effect of TMT attention to responsible AI on
firm innovation is stronger when the investor base is short-term
oriented and weaker when long-horizon investors dominate.

3.5 | Moderating Role of Technological Intensity
of the Industry

Industry technological intensity, defined as the level of tech-
nological sophistication and R&D activity within an industry
(Felsenstein and Bar-El 1989; Zawislak et al. 2018), can moder-
ate how TMT attention to responsible AI affects innovation. In
high-tech industries (e.g., software, electronics), firms operate
in dynamic, information-rich environments characterized by
rapid innovation cycles and multiple competing technological
priorities. In such contexts, managerial attention is often widely
dispersed across numerous innovation agendas, which may con-
strain the extent to which leaders can devote focused attention
to responsible AI. Moreover, high-tech firms typically possess
advanced R&D governance systems that already embed ethical
and regulatory considerations (such as data privacy and regula-
tory compliance) directly into their ongoing innovation activi-
ties (Bosch-Sijtsema and Bosch 2015). Consequently, additional
attention to responsible AI may yield only incremental innova-
tion benefits, as responsible practices are already institutional-
ized and less likely to generate distinct new opportunities.

Conversely, firms in low-tech industries (e.g., basic manufac-
turing, consumer goods) typically innovate incrementally, re-
lying primarily on well-established processes and adopting
external technologies rather than pursuing radical internal
breakthroughs (Santamaria et al. 2009). For these firms, em-
phasizing responsible AI represents a novel strategic orientation
that can meaningfully redirect managerial attention and re-
sources. Because their attention is less fragmented by competing
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technological agendas, low-tech firms can more readily inte-
grate responsible AI practices into products and processes. Such
initiatives can differentiate them from peers and open new mar-
ket opportunities by appealing to stakeholders sensitive to ethi-
cal and social responsibility (Lepak et al. 2003; Mendonca 2009).
Therefore, we expect the positive impact of TMT attention to re-
sponsible AI on firm innovation to be stronger in low-tech in-
dustries than in high-tech industries, as the distinctive strategic
and market value generated by responsible AI attention is more
pronounced when firms operate in less technologically intensive
environments. Accordingly, we propose:

HS5. Industry technological intensity moderates the relation-
ship between responsible AI attention and firm innovation, such
that the positive effect of TMT attention to responsible AI on inno-
vation is stronger in low-tech industries and relatively weaker in
high-tech industries.

4 | Method
4.1 | Data Source and Sample Construction

The sample in this article consists of S&P 500 firms from 2011
to 2021, which are suitable for innovation studies due to their
substantial financial resources, advanced R&D capabilities,
and broad access to large, diverse markets. These firms can
significantly invest in new technologies and effectively scale
innovations. Their transparent financial disclosures also pro-
vide valuable data for identifying key variables for economic
models.

We leverage extensive textual data and advanced text-analytic
techniques to examine whether TMT communications reflect a
firm's strategic managerial attention to responsible AI (Martin
and Kushwaha 2024). Earnings conference calls serve as our pri-
mary data source for three reasons: (1) their bidirectional format
(TMT presentations followed by analyst Q&As), which reduces
information asymmetry (Brown et al. 2004) and provides deeper
insights into strategic priorities and responsible AI commitment
(Fu et al. 2021; Jung et al. 2018); (2) their timely, value-relevant
information (e.g., quarterly earnings calls), which elicits mar-
ket reactions (Martin and Kushwaha 2024); and (3) their more
concrete and current information compared with scripted dis-
closures such as annual reports, which makes them well suited
to capture discourse about responsible AI practices (Burgoon
et al. 2016; Dyer et al. 2017).

We combined data from four sources: (1) Seeking Alpha, a finan-
cial information website providing transcripts of firms' quar-
terly earnings conference calls; (2) Compustat, a comprehensive
financial database by S&P Global Market Intelligence contain-
ing firms' financial reporting; (3) BoardEx, a global business in-
telligence platform offering detailed corporate governance and
board information; (4) Innovation metrics are obtained from
Kogan et al. (2017) and Stoffman et al. (2022). We initially col-
lected raw transcripts of firms' quarterly earnings conference
calls from Seeking Alpha covering the period from 2011 through
2021. Using literature and case study insights, we developed a
responsible AI dictionary and applied NLP and LLM techniques

to extract responsible AT mentions from those transcripts. This
yielded 3586 data points, including 2452 from S&P 500 firms.
Our sample begins in 2011 because earnings call transcripts
were less available prior to 2011; these transcripts are crucial
sources for capturing firms’ strategic priorities and performance
insights (Palmon et al. 2024). For the same period, we acquired
firm financial data from Compustat and patent data from Kogan
et al. (2017) and Stoffman et al. (2022), covering all USPTO-
awarded patents. We excluded financial firms (SIC codes 6000-
6799) and firms lacking sufficient data or patent activity, as their
innovation behaviors fundamentally differ from patent-active
firms (Miller et al. 2022). Non-patenting firms likely pursue dis-
tinct business strategies or lack R&D investments critical for in-
novation, making comparisons inappropriate. Our final sample
consists of 2670 firm-year observations. Detailed methods are
reported in Web Appendices B and C.

4.2 | Measure
4.2.1 | Dependent Variable—Innovation

‘We measure firm innovation as the natural logarithm of the total
number of patent applications filed in year ¢+ 1 that are eventu-
ally granted, capturing the volume of a firm's innovative output
(Artz et al. 2010; He and Tian 2013). Unlike R&D expenditure-
based measures, which are input-focused and prone to report-
ing inconsistencies (Aghion et al. 2013; He and Tian 2013), the
patent-based measure captures tangible innovation outcomes,
precisely capturing how responsible Al attention translates into
realized innovations (Acharya and Subramanian 2009). We
focus on the application year rather than the grant year because
innovation activities typically span multiple years, and the ap-
plication date more accurately reflects the actual timing of in-
novation activities (He and Tian 2013). For large firms, such as
those listed in the S&P 500 index, patents serve strategic roles by
sustaining market advantages through preempting competitors,
generating licensing revenues, and maintaining innovative ca-
pabilities (Gu et al. 2024; Mann and Sager 2007).

In addition to patent counts, we use two complementary met-
rics to capture the quality and market value of innovation
(Hagedoorn and Cloodt 2003). Innovation impact (patent cita-
tion counts) is measured as the natural logarithm of one plus the
forward citation count of the patents filed in year ¢+ 1. Patent
market value (patent-value measure) is measured as the natural
logarithm of one plus the citation-weighted patent value index
(Kogan et al. 2017), quantifying the estimated dollar contri-
bution of a firm's patented knowledge. We further distinguish
between exploratory innovation and exploitative innovation
following Benner and Tushman (2003) and Gu et al. (2024).
Exploratory innovation is the natural logarithm of one plus the
count of patents whose three-digit USPTO class did not overlap
with any class in the firm's prior five-year portfolio, capturing
radical, outside-the-core breakthroughs. Exploitative innovation
is the natural logarithm of one plus the count of patents whose
class did overlap with the firm's prior portfolio, capturing incre-
mental, inside-the-core advances. All patent-based variables are
derived from USPTO records and are lagged to year t+1 to align
with our independent variables measured at year .
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4.2.2 | Independent Variable—Responsible
AT Attention

We measure responsible Al attention as a dummy variable
equal to 1 if a firm explicitly mentions the responsible use of
AT at least once during its earnings conference calls between
2011 and 2021, and 0 otherwise. We further introduce two con-
structs to capture the depth and variation of firms' responsible
AT discourse. Responsible AI vigilance captures the consistency
(or volatility) of a firm's responsible AI attention over time,
calculated as the rolling standard deviation of responsible Al
intensity over the past 2, 3, or 5years. Responsible Al intensity
counts the frequency of responsible AI keywords mentioned by
TMTs during earnings calls in year ¢, reflecting the managerial
emphasis placed on responsible Al Together, these measures
reflect the magnitude of a firm's responsible AI focus and the
steadiness with which these commitments are upheld over time.
Given the lack of a standardized tool to systematically capture
responsible AI discourse, we developed a tailored dictionary
using content analysis of 527 responsible AI project descriptions
across 30 companies and 155 seminal academic articles. This
dictionary includes 480 keywords across five sub-dimensions
and underpins our text mining approach.? We then applied both
dictionary-based NLP (BoW with TF extraction) and LLM tech-
niques to earnings call transcripts.*

4.2.3 | Mediators

We examine two mediators to capture how responsible Al prac-
tices translate into firm-level outcomes. AI investment is mea-
sured as the industry-adjusted coefficient of variation in the
share of employees whose occupations match Al-related skill
keywords, based on Babina et al. (2024). We further catego-
rized this measure by three or five distinct AT skill sets and ex-
amined the deviation in the firm's overall Al-skilled workforce
share (“All AI”) as identified by Babina et al. (2024). Innovation
risk reflects the volatility of a firm's R&D efforts, operation-
alized as the industry-adjusted coefficient of variation in the
R&D intensity (R&D expenditure-to-sales ratio) over 2-, 3-,
and 5-year windows. R&D expenditure data are obtained from
Compustat.

4.2.4 | Moderators

We include two moderating variables: technological intensity
and shareholder investment horizon. Technological intensity
captures the extent of reliance on advanced technologies in firm
or industry operations and innovations, measured by a dummy
variable (High tech) coded 1 for firms that belong to high-tech
industries and 0 otherwise. Shareholder investment horizon
reflects the extent to which shareholders prioritize long-term
returns when investing in a firm's stocks. This was measured
by the reverse-coded ratio of stock shares traded to total out-
standing shares in a given year. A dummy variable (Shareholder
investment horizon_Long) equals 1 if the firm's shareholder
investment horizon exceeds the median value in the same in-
dustry, and 0 otherwise. We collected all the information from
Compustat and BoardEx.

4.2.5 | Control Variables

Consistent with the extant literature (Gu et al. 2024), we in-
cluded a rich set of firm and industry controls, including firm
size, firm age, R&D intensity, firm performance, and corporate
governance, to isolate the effects of responsible AI attention on
firm innovation activities. Firm size was measured as the natural
logarithm of total assets in year t—1, as larger firms, particularly
those listed in the S&P 500, typically possess greater resources
for innovation activities. Firm age, determined by the number of
years since listing as of year t—1, captures the extent of a firm's
accumulated innovative experience and assets, potentially
buffering future innovation efforts. R&D intensity, indicating
a firm's resource allocation toward innovation, was measured
as the ratio of R&D investment to total sales in year t—1. Firm
performance, reflecting available resources for innovation, was
measured by return on assets (ROA) in year t—1. Corporate gov-
ernance was assessed by the proportion of independent directors
on the board and board size, reflecting governance strength in
aligning managerial and shareholder interests toward long-term
innovation. Year and industry fixed effects were included in all
models to account for time-invariant and industry-specific fac-
tors. We lagged independent, moderating, and control variables
by lyear to allow their effects to manifest over time. Table 2
summarizes all variables, their definitions, and data sources.

4.3 | Summary Statistics

Table 3 reports summary statistics and pairwise correlations
for key variables. Panel A shows the average (log-transformed)
Patent count (Innovation) is 2.82 (SD 2.25), corresponding to
approximately 15 patents per firm-year on average, indicating a
highly skewed distribution of innovation outputs (75th percen-
tile=4.77 or roughly 118 patents, 25th percentile =0.69 or about
1 patent). Innovation impact (forward citations) has a mean
of 2.84 with substantial variation (SD=2.78); notably, many
firm-years have few or no citations (25th percentile =0), while
top-performing firms exhibit high citation counts (75th percen-
tile=5.18). Patent market value averages 5.24 (SD=3.31), cap-
turing economic patent value in dollar terms, with top-quartile
firms (75th percentile =7.85) showing significant patent-related
value. Approximately 36% of firm-years demonstrate responsi-
ble AI attention, indicating that over one-third of observations
involve TMTs explicitly discussing responsible AI during earn-
ings calls. Among control variables, firms are generally large
(mean log assets Firm size~9.90), profitable (mean Firm per-
formance ROA =~ 0.17), moderately engaged in R&D (mean R&D
intensity =0.05; skewed, with 25th percentile=0, 75th percen-
tile =0.08), and have an average listing age of 38 years (mean log
Firm age=3.64). Board characteristics vary across firms, with
averages around 11 directors (Board size) and high Board inde-
pendence (mean~0.98), indicating most boards in our sample
are fully or predominantly independent.

Panel B reports Pearson correlation coefficients among key
variables. As expected, the three innovation outcome mea-
sures are highly intercorrelated with each other: Patent count
(Innovation) correlates highly with forward citations (r=0.878)
and Patent market value (r=0.904), and Innovation impact and
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TABLE 2 | Summary of variables and definitions.

Variables Definition Source
Dependent variable
Innovation Natural logarithm of the number of the filed patents in year t+1 Kogan et al. (2017)

Innovation impact

Patent market value

Exploratory

Exploitative

Independent variable

Responsible AI attention

Responsible Al vigilance

Responsible Al intensity

General Al term mentioned

General Al term frequency

Mechanism variables

Al investment?

Innovation risk

Moderator variables

High tech

Shareholder investment horizon

Innovation culture

Natural logarithm of (1 + forward citations) to the firm's patents
filed in year ¢+ 1, capturing the impact or quality of innovation

Natural logarithm of (1 + citation-weighted patent value) for
patents filed by the firm, using the patent valuation index from
Kogan et al. (2017) to estimate the dollar value of innovations

Natural logarithm of (14 count of patents in year t whose
3-digit USPTO class did not overlap with the firm's prior 5-
year classes), capturing radical, outside-the-core innovation,
followed by Benner and Tushman (2003) and Gu et al. (2024)

Natural logarithm of (1 + count of patents in year t whose
3-digit USPTO class did overlap with the firm's prior 5-year
classes), capturing incremental, inside-the-core innovation,

followed by Benner and Tushman (2003) and Gu et al. (2024)

Dummy variable with the value of 1 if the firm has
mentioned responsible Al in earnings conference calls

Rolling standard deviation of the firm's responsible AI
intensity over the past 2, 3, or Syears, respectively

The frequency of responsible AI mentions by TMT
during the earnings call in year t, measured as the
count of responsible AI keywords in the transcript

Binary indicator equal to 1 if the firm's TMT mentions
any Al terms (see Web Appendix B for the word
list, not necessarily in an ethical context) during

the earnings call in year t, and 0 otherwise

The count of general Al-related terms mentioned
in the earnings call by TMT in year t

The industry-adjusted coefficient of variation of
the fraction of employees with Al-related skills:
all Al share/categorized share/3-skill share/5-skill
share/narrow Al share (Babina et al. 2024).

The industry-adjusted coefficient of variation of the
firm's R&D intensity (R&D expenditure-to-sales ratio)
calculated over a 2-year, 3-year and 5-year window

Dummy variable with the value of 1 if the firm
belongs to high-tech industry, and 0 otherwise

The extent to which shareholders are targeting long-term returns
when investing in a firm's stocks; The ratio of stock shares
traded to total outstanding shares in a given year, reverse-coded

An index of the firm's innovation-oriented culture, reflecting the
extent to which the firm's internal culture supports innovation
(constructed following Li, Mali, et al. 2021). Higher values
indicate a stronger pro-innovation culture within the firm

Kogan et al. (2017)

Kogan et al. (2017)

USPTO

USPTO

Seeking Alpha

Seeking Alpha

Seeking Alpha

Seeking Alpha

Seeking Alpha

Babina et al. (2024)

Compustat

Compustat

Compustat

Li, Mai, et al. 2021

(Continues)
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TABLE 2 | (Continued)

Variables Definition Source
Control variables

Firm size Log (total assets) Compustat
Firm age Log (number of years since the firm was listed in the US) Compustat
R&D intensity Ratio of R&D investment to total sales Compustat
Firm performance Return on assets Compustat
Board size Log (number of board of directors) BoardEx
Board independence Ratio of independent directors on board BoardEx

Industry dummy

Year dummies

Based on Fama and French 12 industry classification

Year 2011 to 2021

2The Al-skilled workforce data of Babina et al. (2024) are constructed from a large resume dataset provided by Cognism (about 535 million individual employment

profiles). An individual is tagged as Al-related in a given firm-year if AI keywords (e.g., “machine learning,” “natural language processing,” “deep learning”) appear
in the job title or job description. The firm-level measure is calculated as the percentage of a firm's total employees classified as Al-related each year. This measure is
implemented in five variants: All Al share (any AI-tagged worker), Categorized share (after mapping skills into exclusive families), 3-skill share (limited to machine
learning, natural language processing, and computer vision), 5-skill share (using five core AI skill clusters), and Narrow Al share (restricted to tightly Al-specific skills).

TABLE 3 | Descriptive statistics and correlations.

Panel A: Descriptive statistics

Variables Obs. Mean SD P25 P75
Innovation 2670 2.82 2.25 0.69 4.77
Innovation impact 2670 2.84 2.78 0.00 5.18
Patent market value 2670 5.24 3.31 3.06 7.85
Responsible AT attention 2670 0.36 0.48 0.00 1.00
Firm size 2670 9.90 1.08 9.01 10.72
Firm performance 2670 0.17 0.09 0.10 0.23
R&D intensity 2670 0.05 0.07 0.00 0.08
Firm age 2670 3.64 0.59 3.26 4.14
Board independence 2586 0.98 0.30 0.83 0.92
Board size 2586 11.01 1.68 10.00 12.00
Panel B: Pearson correlations
@ () 3) @ 6) ) @) ® ) (10)
(1) Innovation 1.000
(2) Innovation impact 0.878* 1.000
(3) Patent market value 0.904* 0.766* 1.000
(4) Responsible AT 0.163* 0.121* 0.164* 1.000
attention
(5) Firm size 0.260%* 0.160%* 0.304* 0.097* 1.000
(6) Firm performance 0.095* 0.116* 0.135% 0.111* 0.031 1.000
(7) R&D intensit; 0.462* 0.437* 0.455* 0.129*  —0.083* 0.388* 1.000
y
8) Firm age —-0.069* —0.167* —0.081*  0.084* 0.266* -0.160*  —0.310%* 1.000
&
(9) Board independence 0.123* 0.119* 0.118* —-0.027 0.030 —0.029 0.099* 0.055%* 1.000
(10) Board size 0.015 —0.042* 0.038 0.033 0.393* —-0.062* —0.183* 0.328* 0.059* 1.000

Note: Panel A reports the number of observations (Obs.), mean, standard deviation (SD), 25th percentile (P25), and 75th percentile (P75) for our key variables. Panel B
reports pairwise Pearson correlation coefficients; * denotes p <0.05.
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Patent market value also exhibit a strong correlation (r=0.766;
all p<0.05). These strong correlations affirm that firms with
more patents generally have higher-quality and economically
valuable innovations. Responsible Al attention shows posi-
tive and significant correlations with all innovation measures
(correlations ranging from r=~0.12 to 0.16, p<0.05), providing
preliminary support for our hypothesis linking responsible AI
attention to innovation. Among control variables, Firm size
(r=0.260) and R&D intensity (r=0.462) exhibit notable positive
correlations with innovation outputs, aligning with expecta-
tions that larger and more R&D-intensive firms generate more
patents. Firm age shows a modest negative correlation with
innovation (r=-0.069), indicating slightly lower innovation
output among older firms. Board independence and Board size
show small positive correlations (approximately r~0.11 or less).
Correlations among independent variables and controls are
modest, with the strongest being between Firm size and Board
size (r~0.39), consistent with larger firms having larger boards.
Overall, correlations indicate no significant multicollinearity
concerns, reinforcing theoretical expectations linking responsi-
ble AT attention to enhanced innovation outcomes.

5 | Empirical Results

5.1 | Effect of Responsible AI Attention on Firm
Innovation (Baseline Results, H1)

In our baseline models, we applied panel data analysis with
industry and year fixed effects to test our hypotheses. We spe-
cifically chose industry fixed effects over firm fixed effects to
control for factors shared among firms within the same in-
dustry but differing across industries, such as competitive
pressures, technological trends, regulatory environments, and
other industry-specific characteristics influencing innovation
outcomes. Additionally, we included firm random effects to ac-
count for firm-level heterogeneity. The general model is speci-
fied in Equation (1):

Ln(y;,, +1) =By + B, ResponsibleAlattention; ,+ Contorl;

+YearFE +IndustryFE +¢;, ®

where y, ., represents one of three proxies for innova-
tion (patent counts, citations, and market value), and
ResponsibleAlattention, , captures TMT attention to respon-
sible AT at time ¢. All other measures, control variables, and
fixed effects are discussed earlier and defined in Table 2. As
shown in Table 4, firms dedicating attention to responsible AI
produce significantly higher innovation outputs in the sub-
sequent year, both in quantity (annual patent counts) and in
quality and value of those innovations (patent citations and
market value). The coefficient on responsible AI attention is
positive and significant in all specifications even after add-
ing extensive controls and fixed effects (e.g., patent counts in
the full model: $=0.671, p <0.01; forward citations: §=0.567,
p <0.05; patent value: §=0.843, p <0.01). This evidence aligns
with prior research suggesting that emphasizing Al-related
initiatives can bolster innovation outcomes. For example,
Padigar et al. (2022) show favorable investor responses to
announcements of AI innovations. Our results similarly

demonstrate that TMT attention to responsible AI provides
an innovation advantage, consistent with the ABV of the firm
(Ocasio 1997), which emphasizes managerial attention as a
driver of resource allocation and organizational action. Firms
directing their limited managerial attention to responsible AI
allocate more resources toward Al-related innovative activi-
ties, resulting in greater innovation output and impact.

Importantly, these baseline effects are robust across all three in-
novation measures and more model specifications. We conducted
additional checks to ensure our findings were not driven by mea-
surement choices for responsible AI attention. In particular, the
construction of the responsible AT attention metric was carefully
validated via dictionary-based text analysis (see Web Appendix B
for validation tests), and our core finding remains unchanged
after controlling for general AI discourse. When including over-
all Al attention (frequency of all Al mentions regardless of ethical
context), the responsible AT attention coefficient remains positive
and significant, confirming that it is the ethical focus, not general
Al enthusiasm, that drives increased innovation.

5.1.1 | Variations in Responsible AI Attention
by Principle

Responsible AI is a multifaceted concept reflecting core eth-
ical imperatives, including beneficence, nonmaleficence,
autonomy, justice, and explicability (Floridi et al. 2018), and
guides organizations to develop, deploy, and oversee AI sys-
tems that maximize societal benefits and minimize harm. We
argue that where a firm directs its responsible AI attention
(which dimension it emphasizes) can differentially influence
innovation outcomes.

Emphasizing explicability (ensuring AI decisions are un-
derstandable and transparent) likely enhances innovation
acceptance and outcomes more immediately than focusing
on constraining autonomy (limiting AI's independent ac-
tions to maintain human control). When TMTs advocate
explainable AI (XAI), teams develop algorithms that clearly
articulate the rationale behind AI outputs, thus meeting
ethical requirements, improving stakeholder trust, and fa-
cilitating adoption of new Al-based products. Prior research
confirms that providing explanations for AI outcomes posi-
tively impacts user perceptions and decision-making; Barredo
Arrieta et al. (2020), for example, catalog many opportunities
where XAI increases stakeholder confidence in AI systems.
Transparency (openly disclosing how AI works and is used)
also attracts external stakeholder support and investor inter-
est, suggesting that openness about AI adds value in the mar-
ketplace (Padigar et al. 2022). In contrast, autonomy-focused
attention (e.g., strict human oversight or limiting AI auton-
omy) has more complex implications for innovation. While
essential for safety and accountability, autonomy restrictions
can reduce innovation scope or discourage high-risk, radical
projects, resulting instead in incremental innovations through
human-AI augmentation rather than full automation (Raisch
and Krakowski 2021).

From a Beneficence perspective, the priority is to ensure that
AT technology actively promotes the well-being of users and
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society at large. This often inspires teams to create innovative
Al solutions with clear social benefits, targeting areas such as
healthcare, education, or resource management. Balancing this
drive for good with Non-maleficence (avoiding harm) urges ro-
bust auditing or bias detection to prevent unethical or harmful
outcomes, which can slow the pace of high-risk, high-reward
innovative projects. Justice (fairness) demands regulatory com-
pliance and the elimination of algorithmic bias, strengthening
compliance but possibly constraining exploratory innovation.
In sum, managerial attention to enabling responsible AI dimen-
sions (e.g., explicability and transparency) likely enhances inno-
vation outcomes more effectively than attention to constraining
dimensions (e.g., strict autonomy limitations).

To further unpack the observed effects, we disaggregate re-
sponsible AI attention into its key dimensions (beneficence,
non-maleficence, autonomy, justice, and explicability). We cat-
egorized earnings call transcripts into sub-categories according
to the specific responsible AI dimension(s) explicitly mentioned
by TMTs in each call discussion. Table 5 presents regression
results for these disaggregated responsible Al attention dimen-
sions, with each model featuring one dimension as the focal

TABLE 4 | Effect of responsible Al attention on firm innovation.

independent variable, alongside all previous controls and fixed
effects.

Not all responsible AI dimensions equally impact innovation
outcomes. Notably, attention to Explicability strongly correlates
with higher subsequent innovation performance (8=1.107,
p<0.01 in the Model 5 specification). Firms whose leaders em-
phasize explainable, transparent Al generate significantly more
patents and higher-impact innovations in the subsequent year
compared to those that do not. Attention to Autonomy (safe-
guarding user agency and decision-making authority) and
Non-maleficence (avoiding harm) also exhibit positive effects
(B=1.202, p<0.01 and $=0.463, p<0.01 respectively), suggest-
ing that prioritizing user autonomy and data privacy supports
greater innovative output.

Conversely, the effects of other dimensions vary; Beneficence
(doing good) shows a positive but insignificant association,
while Justice (fairness/equity) negatively affects innovation
(B=-0.469, p<0.1). A plausible explanation is that Beneficence
reflects broad, long-term aspirations such as advancing social
welfare or sustainability rather than concrete practices that

@ 2 ©)] @ O]
Variables Innovation Innovation Innovation Innovation impact  Patent market value
Responsible AT attention 0.8017%** 0.7027%** 0.671%** 0.567** 0.843%%*
(0.242) (0.228) (0.226) (0.231) (0.291)
Firm size 0.289%** 0.348%** 0.500%** 0.744%**
(0.084) (0.082) (0.110) (0.121)
Firm performance —0.076 —0.045 —0.757 0.705
(0.622) (0.635) (0.936) (1.041)
R&D intensity 2.952 2.774 5.476%* 11.564%***
(1.933) (1.968) (2.439) (2.392)
Firm age -0.178 —0.260 —0.194 —0.274
(0.168) (0.167) (0.208) (0.218)
Board independence 0.434%** 0.391* 0.435%*
(0.147) (0.211) 0.222)
Board size —-0.009 —-0.016 —-0.023
(0.022) (0.036) (0.043)
Constant 1.579%+* —0.505 -1.087 -1.694 —2.646*
(0.373) (0.974) (0.952) (1.323) (1.355)
Observations 2405 2405 2336 2336 2336
R-squared 0.316 0.310 0.310 0.544 0.155
Industry FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes

Note: This table presents the results of panel regressions examining how firms' responsible AI attention relates to three measures of innovation output. Models (1-3)
use Innovation (the log of 1+ number of patents) as the dependent variable; Model (4) uses Innovation impact (the log of 1 + citations), and Model (5) uses Patent market
value (the log of 1 + patent value) from Kogan et al. (2017). The key independent variable in all models is responsible AI attention. Controls include Firm size, Firm
performance, R&D intensity, Firm age, Board independence, and Board size, along with industry and year fixed effects, robust standard errors clustered by firm are
reported in parentheses. All variable definitions are as in Table 2. *p <0.10, **p <0.05, ***p <0.01.

Journal of Product Innovation Management, 2025

13

85U80|7 SUOWIWOD A0 3|cedldde 8y Aq peusenob afe saoiie YO ‘@SN JO s3I 104 Akeid1 78Ul UQ A8]I UO (SUONIPUOD-PpUe-SWBI WD A8 | IMAeIq U [UO//:SANY) SUORIPUOD pue Swie | 8L 885 *[GZ0Z/TT/ET] Uo ARiqiTaulluo A8|IM ‘T3 I443HS 40 ALISYIAINN Aq ST00Z WId[TTTT OT/I0p/wWo0 A8 1M Ae.q 1 pul|uo//:sdny Wwoiy papeojumod ‘0 ‘S88S0VST



translate quickly into R&D output. As such, its effects may
not appear in short-term measures like patents. This is consis-
tent with evidence that “Al for Good” initiatives often take the
form of multi-stakeholder projects whose innovation outcomes
emerge only over longer horizons (Tomasev et al. 2020).

The negative effect of Justice is particularly intriguing. We
propose three complementary explanations. First, from an
ABV perspective, justice-oriented attention may divert scarce
managerial and technical resources toward compliance and
oversight activities, leaving fewer resources for exploratory
R&D. This trade-off is salient in AI settings, where fairness
and safety requirements often entail specialized audits and
review processes. Wu and Liu (2023) provide evidence that
compliance costs place substantial burdens on AI firms with
limited R&D capacity, as engineers divert attention from in-
novation tasks to regulatory demands. Second, an emphasis
on justice can lead to greater formalization of innovation pro-
cesses. While fairness guardrails enhance accountability, they
may slow experimentation and reduce flexibility in dynamic
environments. Prior work shows that external scrutiny and
regulatory constraints can heighten managerial risk aversion
and suppress innovation (He and Tian 2013). Real-world prac-
tice illustrates this logic as Microsoft's 2022 AT ethics over-
haul restricted access to emotion-recognition tools on fairness
grounds, enhancing legitimacy but constraining downstream
innovation (Hern 2022). Third, a strong TMT focus on justice
may foster cultural conservatism, prompting leaders to priori-
tize error avoidance over experimentation. Research indicates
that risk-averse organizational climates favor incremen-
tal rather than radical innovation (Alexis and Bishop 2023;
Ringberg et al. 2019). In practice, the strict application of jus-
tice standards can yield more conservative innovation port-
folios, as radical, ambiguous, or high-impact ideas are often
screened out in favor of safer, more predictable projects.

Taken together, these dynamics suggest that justice-oriented
attention, while strengthening accountability, introduces short-
term trade-offs by redirecting attention, tightening processes,
and reinforcing conservative innovation cultures. This helps
explain why justice correlates with weaker innovation out-
comes and underscores that responsible Al is not a monolithic
construct but a set of distinct dimensions with heterogeneous
effects.

5.1.2 | Attentional Vigilance

Beyond whether and how much attention is given to responsible
AT, the consistency of that attention over time (what we term
Responsible AI vigilance) likely shapes innovation outcomes.
Attentional vigilance involves maintaining a steady managerial
focus across multiple planning cycles, rather than sporadic or
one-off bursts of attention (Rhee 2024). According to the ABV,
consistent managerial attention ensures that strategic prior-
ities remain actively addressed on corporate agendas, thereby
facilitating cumulative organizational learning and efficient
resource allocation (Eklund and Mannor 2020). Thus, when
TMTs continually emphasize responsible AI principles through
communications and strategic decisions, they signal a lasting
commitment that motivates sustained R&D investments and

encourages broader organizational engagement in ethical inno-
vation (Gerlach et al. 2014). Conversely, transient or ephemeral
attention risks the loss of momentum, limiting the innovation
potential of responsible AT initiatives.

Recent research underscores the importance of sustained man-
agerial attention. For instance, the practice of keeping attention
consistently on a focal issue over multiple periods (CEO atten-
tional vigilance) has been shown to significantly increase a firm's
pursuit of exploratory innovation (Eklund and Mannor 2020;
Rhee 2024). By analogy, TMTs persistently emphasizing respon-
sible AI are more likely to see ethical AI initiatives material-
ize into tangible innovations. Consistent attention enables the
firm to develop expertise, routines, and organizational cultures
around responsible AI, which over time translate into patented
inventions, high-impact innovations, and valuable new offer-
ings aligned with ethical standards.

To empirically examine this perspective, we compare the ef-
fects of sustained versus sporadic attention to responsible Al
on firm innovation. We measure Responsible Al vigilance by
assessing the continuity of firms' responsible AI mentions
over rolling multi-year windows (Rhee 2024). In Table 6, we
compare firms exhibiting sustained responsible AI attention
(e.g., two consecutive years) with those with intermittent or
one-time mentions. Results show continuous attention signifi-
cantly enhances innovation outcomes compared to intermit-
tent attention (Eklund and Mannor 2020; Rhee 2024). Firms
maintaining responsible AI vigilance over 3years generate
more patents than those with only an initial attention spike.
Extending the observation window to 5years reinforces this
finding, highlighting stronger effects from sustained atten-
tion. The coefficient for Responsible Al intensity (total attention
quantity) is positive but insignificant, echoing Rhee's (2024)
finding that mere intensity of attention does not drive inno-
vation. This lack of significance suggests that high short-term
intensity may reflect episodic responses (e.g., to external pres-
sures) rather than an enduring strategic commitment (Eklund
and Mannor 2020). In our context, maintaining a consistent
strategic focus on responsible AI enables cumulative learning,
ongoing resource allocation, and successful execution of long-
term innovation projects. These benefits are not fully realized
by short-term attention bursts.

5.1.3 | Heterogeneous Innovation Types

While responsible AT attention is expected to enhance in-
novation overall, its impact likely varies by innovation type.
Building on March (1991) and subsequent work (Benner and
Tushman 2003; Gu et al. 2024), we distinguish between ex-
ploratory (radical) and exploitative (incremental) innovation.
Ethical AT priorities may facilitate safer, exploitative innova-
tions like adding transparency or privacy features by rein-
forcing compliance, predictability, and managerial caution
(Bankins and Formosa 2023; Li et al. 2013). In contrast, ex-
ploratory efforts often involve greater ethical ambiguity and
risk, which may deter TMTs focused on responsibility. As
such, firms emphasizing responsible AI are more likely to en-
gage in low-risk, incremental innovation than to pursue high-
variance, radical breakthroughs.
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TABLE 5 | The effects of responsible principle indicators on firm innovation.

@ (0] 3 @ ©))
Variables Innovation Innovation Innovation Innovation Innovation
Firm size 0.358%*** 0.362%** 0.360%** 0.357%+* 0.357%+*
(0.082) (0.081) (0.082) (0.082) (0.082)
Firm performance 0.003 0.014 0.034 0.006 —0.006
(0.637) (0.633) (0.631) (0.637) (0.637)
R&D intensity 3.080 3.120 3.066 3.095 3.071
(1.979) 1.972) (1.975) (1.976) 1.977)
Firm age —0.207 —0.205 —0.206 —0.203 —0.206
(0.167) (0.166) (0.167) (0.166) (0.167)
Board independence 0.415%%* 0.406%*** 0.414%** 0.415%** 0.410%***
(0.148) (0.149) (0.148) (0.148) (0.148)
Board size —0.010 —0.009 —0.010 —0.009 —0.010
(0.022) (0.022) (0.022) (0.022) (0.022)
Beneficence 0.021
(0.101)
Non-maleficence 0.463%**
(0.145)
Autonomy 1.202%**
(0.120)
Justice —0.469*
(0.242)
Explicability 1.107%**
(0.060)
Constant —-1.052 —-1.094 -1.075 -1.066 —-1.037
(0.959) (0.956) (0.959) (0.958) (0.959)
Observations 2336 2336 2336 2336 2336
R-squared 0.308 0.309 0.309 0.309 0.309
Industry FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes

Note: This table reports regressions of Innovation on each of the five responsible AI dimensions: Beneficence (Model 1), Non-maleficence (Model 2), Autonomy (Model
3), Justice (Model 4), and Explicability (Model 5). All models include as controls Firm size, Firm performance, R&D intensity, Firm age, Board independence, and
Board size, along with industry and year fixed effects. Robust standard errors clustered by firm are reported in parentheses. All variable definitions are as in Table 2.

*p<0.10, ¥*p < 0.05, ***p < 0.01.

We test this by classifying patents as exploratory (novel com-
binations) or exploitative (incremental refinements) and esti-
mating separate models. As shown in Table 7, Responsible Al
attention has a positive and significant association with both
Exploratory (f=0.501, p<0.01) and Exploitative innovation
(=0.648, p<0.01). Although the coefficient is larger for ex-
ploitative patents, formal tests (Seemingly Unrelated Regression
model) indicate the difference is not statistically significant.
Thus, responsible AT attention benefits both innovation paths,
and the data do not support a marked tilt toward incremental

over radical outcomes, suggesting responsibly managed Al can
stimulate a balanced innovation portfolio.

5.2 | Mechanism Analyses (H2 and H3)

To better understand how responsible AI attention translates
into greater innovation, we investigate two plausible mecha-
nisms. First, we examine shifts in organizational resource al-
location, particularly changes in the firm's Al-related human
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TABLE 6 | Responsible Al vigilance and firm innovation.

@ (0] 3 @ ©)) ©)
Variables Innovation Innovation Innovation Innovation Innovation Innovation
Responsible Al vigilance (2-year) 0.043* 0.033
(0.022) (0.022)
Responsible AI vigilance (3-year) 0.062** 0.056**
(0.025) (0.026)
Responsible Al vigilance (5-year) 0.071%** 0.068**
(0.027) (0.029)
Responsible Al intensity 0.041 0.021 0.010
(0.045) (0.046) (0.047)
Firm size 0.357%+* 0.355%** 0.356™** 0.355%** 0.357%+* 0.356™**
(0.082) (0.081) (0.082) (0.081) (0.082) (0.081)
Firm performance 0.008 0.007 0.010 0.009 —0.007 —0.007
(0.636) (0.637) (0.636) (0.636) (0.637) (0.637)
R&D intensity 3.060 3.036 3.000 2.986 2.940 2.929
(1.986) (1.981) (1.993) (1.990) (2.001) (1.996)
Firm age —0.203 —0.204 —-0.202 —0.203 —0.201 —-0.202
(0.166) (0.167) (0.167) (0.167) (0.166) (0.167)
Board independence 0.417%** 0.417%** 0.413%** 0.414%** 0.416™*** 0.416™***
(0.148) (0.148) (0.148) (0.148) (0.148) (0.148)
Board size —-0.010 —-0.010 —0.009 —0.009 —-0.010 —-0.010
(0.022) (0.022) (0.022) (0.022) (0.022) (0.022)
Constant —1.064 —1.042 —-1.062 —1.046 -1.073 -1.062
(0.957) (0.957) (0.957) (0.958) (0.957) (0.958)
Observations 2336 2336 2336 2336 2336 2336
R-squared 0.309 0.310 0.310 0.310 0.311 0.311
Industry FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes

Note: This table reports regressions examining how firms' Responsible AI vigilance, measured as the standard deviation of Responsible AI Intensity over rolling
windows, relates to Innovation. Models (1-2) include Responsible AI vigilance (2-year SD); Models (3-4) include Responsible Al vigilance (3-year SD); Models (5-6)
include Responsible Al vigilance (5-year SD). In Models (2), (4), and (6), Responsible AI Intensity is also included. All specifications control for Firm size, Firm
performance, R&D intensity, Firm age, Board independence, and Board size, and include industry and year fixed effects. Robust standard errors clustered by firm are
reported in parentheses. All variable definitions are as in Table 2. *p <0.10, **p <0.05, ***p <0.01.

capital (H2). According to the ABV, TMT focus on an issue leads
to resource reallocation supporting that agenda (e.g., direct-
ing investments or talent to it). We therefore analyze whether
firms expand their Al-related workforce following increased
responsible AT attention. Results in Table 8 support this mech-
anism, showing that firms with high responsible AI attention
subsequently grow their Al-specialist workforce significantly
faster than those with lower attention levels. In our models,
the coefficient on responsible AI attention for the growth in AI
workers is positive and significant across all specifications (e.g.,
$=0.289, p<0.05 for the industry-adjusted share of Al-skilled
employees; column 2). In essence, TMT attention to responsi-
ble AI prompts internal resource realignment, increasing hiring

or redeployment of AI experts, which subsequently enhances
innovation outputs. Responsible AI attention thus catalyzes
capability building (talent and skills) necessary for Al-driven
innovation. This finding is consistent with the UET, highlight-
ing how TMT values and attention shape organizational invest-
ments and competencies (Hambrick and Mason 1984).

Second, we consider innovation risk management as a mech-
anism (H3). Responsible AI practices often involve risk as-
sessment and mitigation (e.g., ensuring AI models are fair,
safe, and compliant). We theorized that a focus on responsible
AT might influence the risk profile or stability of the firm's
innovation efforts. Analyzing R&D intensity fluctuations in
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TABLE 7 | Heterogeneous innovation types: Exploratory versus
exploitative.

@ (0]
Variables Exploratory  Exploitative
Responsible AT attention 0.501%** 0.648***
(0.174) (0.227)
Firm size 0.465%** 0.444%*
(0.061) (0.069)
Firm performance 1.010** 0.868
(0.494) (0.564)
R&D intensity 2.648* 2.330
(1.408) (1.638)
Firm age —0.043 —0.084
(0.128) (0.181)
Board independence 0.176 0.390
(0.135) (0.253)
Board size 0.008 —0.025
(0.018) (0.019)
Constant —3.185%* —2.992%%*
(0.703) (0.915)
Observations 1903 1903
R-squared 0.183 0.0763
Industry FE Yes Yes
Year FE Yes Yes

Note: This table presents the results of panel regressions examining how

firms' responsible AT attention relates to distinct types of innovation output.
Model (1) uses Exploratory innovation (the count of new, distant patents) as

the dependent variable, and Model (2) uses Exploitative innovation (the count
of incremental, closely related patents). Both specifications include the key
independent variable, Responsible AI attention, and controls include Firm size,
Firm performance, R&D intensity, Firm age, Board independence, and Board
size, along with industry and year fixed effects, robust standard errors clustered
by firm are reported in parentheses. All variable definitions are as in Table 2.
*p <0.10, **p <0.05, ***p < 0.01.

relation to responsible AI attention (see Table 9), we find that
firms emphasizing responsible AI exhibit significantly lower
and less erratic innovation risk over time compared to those
with less emphasis. Specifically, the coefficient for responsible
AT attention is negative and significant in models predicting
innovation risk volatility (e.g., 8=-0.281, p<0.05 for 5-year
innovation risk), indicating reduced volatility. Intuitively,
incorporating ethical considerations likely moderates overly
risky R&D projects, balancing ambition with caution. Thus,
responsible AI attention appears to mitigate innovation-risk
volatility, offering a plausible explanation for improved inno-
vation performance. In summary, TMT's focus on responsible
AT seems to both (a) mobilize vital resources (human capital)
toward AI innovation and (b) instill practices that reduce
innovation-related risks, facilitating a more consistent and ro-
bust innovation output.

5.3 | Moderation Analyses (H4 and H5)

Finally, we explore several contingency factors that might shape
the impact of responsible AI attention and conduct additional
robustness tests to address potential endogeneity and omitted-
variable concerns. Specifically, we examine how internal and
external conditions moderate the responsible Al-innovation re-
lationship (as hypothesized) and assess alternative explanations.

5.3.1 | Moderation by Technological Intensity
and Investor Horizon

In Table 10, we introduce three interaction effects corresponding
to H4 and H5. Column (1) examines Industry technological inten-
sity as a moderator (H4), interacting responsible Al attention with
a high-tech industry indicator (binary variable for above-median
R&D intensity). The interaction term is negative and significant
(B=-0.342, p<0.05), indicating that responsible AI attention has
a weaker effect on innovation in high-tech industries (and con-
versely a stronger effect in low-tech industries). A plausible expla-
nation is that high-tech firms already prioritize innovation and
AT, making additional “responsibility” focus less incrementally
beneficial given their high baseline innovation levels. In contrast,
for firms in less tech-intensive environments, responsible Al atten-
tion could represent a transformative commitment, opening new
innovation avenues and substantially elevating innovation efforts.

Column (2) tests the moderation by Shareholder investment hori-
zon (H5). As Sirmon and Hitt (2003, 343) suggest, long-term-
focused shareholders are those who are “invested without threat
of liquidation for long periods.” We operationalize shareholder
investment horizon as the ratio of a firm's stock shares traded
to its total outstanding shares in a given year. We split firms by
the dominant investor horizon (using measures of the firm's
investor base preference for short-term vs. long-term holdings)
and interact responsible AI attention with a long-term inves-
tor indicator. The interaction term is negative and significant
(B=-0.745, p<0.01), meaning that responsible AI attention's
impact on innovation is stronger among firms with short-term-
oriented investors and weaker with longer-horizon investors.
This suggests that responsible AI attention notably enhances in-
novation under short-term market pressures. Firms with more
short-term shareholders often face pressure for immediate per-
formance, potentially limiting risky, long-term innovation in-
vestments. Our findings imply that emphasizing responsible AT
serves as a credible commitment or visionary signal, justifying
continued innovation investments despite short-term pressures.
Thus, responsible AT attention may help bridge the gap between
short-horizon investors and long-term innovation goals, spur-
ring innovation even in environments typically discouraging it.

5.4 | Further Analysis: The Role of CTO

A Chief Technology Officer (CTO) signals a firm's commitment
to technological leadership and brings specialized expertise to
translate responsible AI priorities into concrete R&D actions
(Cetindamar and Pala 2011). Drawing on UET (Hambrick and
Mason 1984), including a technology-focused executive can shift
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TABLE 8 | Alinvestment mechanism.

@ @ 3 @ ©)
Variables All Al share Categorized share 3-skill share 5-skill share Narrow Al share
Responsible AT attention 0.149* 0.289** 0.281* 0.289** 0.346*
(0.088) (0.145) (0.144) (0.142) (0.178)
Firm size 0.053 0.140** 0.132%** 0.149** 0.213%**
(0.036) (0.060) (0.063) (0.060) (0.074)
Firm performance 0.732* 0.880 0.982 0.938 1.069
(0.389) (0.651) (0.638) (0.614) (0.751)
R&D intensity 4.917%** 7.459%F* 7.364%* 7.542%%% 8.334%#*
(0.958) (1.666) (1.660) (1.578) (2.264)
Firm age —0.119% —0.228%* —0.233%* —0.225%* —0.241*
(0.062) (0.109) (0.108) (0.106) (0.125)
Board independence —0.033 —0.005 —0.013 —0.015 —0.003
(0.069) (0.128) (0.127) (0.124) (0.162)
Board size —0.006 -0.026 —-0.022 -0.027 —0.047*
(0.011) (0.022) (0.023) (0.023) (0.027)
Constant 0.849* 0.555 0.606 0.461 0.087
(0.500) (0.899) (0.912) (0.884) (1.114)
Observations 1572 1572 1571 1568 1572
R-squared 0.280 0.256 0.256 0.260 0.223
Industry FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes

Note: This table reports regressions examining how firms' Responsible Al attention relates to subsequent shifts in their Al investment (Al skilled workers portfolios).
Columns (1-5) use as dependent variables the industry-adjusted shares of: (1) All-AI workers, (2) Categorized Al workers, (3) 3-skill AI workers, (4) 5-skill Al
workers, and (5) Narrow Al workers. The key independent variable in all models is Responsible Al attention. All specifications include controls for Firm size, Firm
performance, R&D intensity, Firm age, Board independence, and Board size, along with industry and year fixed effects. Robust standard errors clustered by firm are
reported in parentheses. All variable definitions are as in Table 2. *p <0.10, **p <0.05, ***p <0.01.

how TMT perceives and pursues innovation opportunities. Prior
work shows CTO appointments are associated with higher patent
output and increased radical innovation (Chung and Kang 2019;
Gu et al. 2024). Thus, in principle, CTO presence should amplify
the effect of responsible AI attention on innovation.

However, from an ABV perspective, executive attention is a finite
cognitive resource. The marginal value of additional structural at-
tention channels may decline when TMT focus on responsible Al
is already high, evidenced by frequent strategy discussions, major
investments, and sustained public disclosures. In such cases, the
CTO's influence may be symbolic or redundant. Moreover, many
CTO-led efforts shape downstream processes, such as product
launch, system integration, and platform governance, that extend
beyond the temporal scope of near-term patent metrics.

In supplementary analysis, we code CTO presence as a binary
variable equal to 1 if the firm lists a CTO (or equivalent, such as
CIO or CDO), and 0 otherwise. Untabulated results show that the
interaction term Responsible AI attention X CTO is not statistically
significant, suggesting that job title alone may be an insufficient

proxy for strategic influence. Ceiling effects could also explain this
null result: in firms where responsible AI attention is already rou-
tinized, there may be little marginal scope for the CTO to enhance
innovation outcomes. In addition, the varying scopes of responsi-
bility associated with CTO, CIO, and CDO titles create heterogene-
ity in role definitions that may dilute observed effects.

5.5 | Endogeneity and Robustness Checks

We conducted additional analyses to rule out endogeneity or
omitted-variable bias. First, we employed an entropy balanc-
ing approach (Hainmueller 2012) and a Heckman two-step
selection model (Heckman 1979) to account for non-random
adoption of responsible AI attention (see Table 11). After re-
weighting the sample via entropy balancing to create compara-
ble treatment (responsible AT attention) and control groups, the
effect of responsible AT attention on innovation remains positive
and significant (8=0.167, p<0.05; column 1). This result pro-
vides confidence that systematic differences between adopters
and non-adopters are not driving our findings. Likewise, the
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TABLE 9 | R&D risk mechanism.

@ @ 3
2-year 3-year 5-year
innovation innovation innovation
Variables risk risk risk
Responsible —0.203** —0.252%* —0.281**
Al attention (0.098) (0.103) (0.120)
Firm size 0.053 0.049 —0.014
(0.043) (0.045) (0.066)
Firm 0.839 0.620 0.022
performance (0.595) (0.647) (0.600)
R&D —3.522%#% —3.849%*x* —3.203**
intensity (0.963) (0.892) (1.296)
Firm age —0.043 —0.016 0.006
(0.085) (0.082) (0.118)
Board 0.017 0.007 —0.046
independence (0.146) (0.122) (0.127)
Board size —0.032 —0.035 —0.005
(0.027) (0.026) (0.024)
Constant 1.157%* 1.167** 1.552%*
(0.488) (0.474) (0.671)
Observations 1612 1616 1622
R-squared 0.0666 0.0767 0.0463
Industry FE Yes Yes Yes
Year FE Yes Yes Yes

Note: This table reports regressions examining how firms’ Responsible AT
attention relates to subsequent innovation risk, measured as the industry-
adjusted coefficient of variation (CV) of R&D intensity over different rolling
windows. Columns (1-3) use the 2-, 3-, and 5-year R&D CV ratios, respectively,
as the dependent variable. In all models, the key independent variable is
Responsible AT attention. Controls include Firm size, Firm performance,

R&D intensity, Firm age, Board independence, and Board size, along with
industry and year fixed effects. Robust standard errors clustered by firm are

in parentheses. All variable definitions are as in Table 2. *p <0.10, **p <0.05,
#%p <0.01.

Heckman two-stage selection model (columns 2-3) addresses
potential unobserved factors influencing both responsible
AT attention and innovation outcomes. In the first-stage pro-
bit model, we used industry peer responsible AI attention (the
prevalence of responsible AI discussion among industry peers)
as an instrument, which strongly predicts a firm's own respon-
sible AT attention (8=3.448, p<0.01). This is consistent with
mimetic pressures whereby managers are more likely to em-
phasize responsible AT when their peers do so. Crucially, in the
second-stage innovation equation (including the inverse Mills
ratio), responsible AI attention remains positive and significant
(8=0.143, p<0.05), while the inverse Mills ratio is insignifi-
cant, indicating no evidence of substantial sample selection bias.
These robustness checks confirm our main findings and support
a causal interpretation.

TABLE 10 | Moderation effects of technological intensity,
shareholder investment horizon and CTO.

@ ) 3
Variables Innovation Innovation Innovation
Responsible AT 0.485%+* 0.856%** 0.121
attention
(0.082) (0.093) (0.124)
Responsible AT —0.342**
attention X High tech
(0.172)
Shareholder 0.299%%*
investment (0.084)
horizon_Long ’
Responsible Al —0.745%**
attention X Shareholder
K (0.143)
investment
horizon_Long
CTO 0.539%**
(0.128)
Responsible AT 0.154
attention X CTO
(0.248)
Firm size 0.803%** 0.800*** 0.806%**
(0.038) (0.038) (0.038)
Firm performance —0.889** —1.013** —0.932%*
(0.451) (0.441) (0.435)
R&D intensity 12.834%** 12.750%** 12.311%**
(0.831) (0.828) (0.820)
Firm age 0.149%* 0.114 0.188***
(0.073) (0.071) (0.069)
Board independence 0.358%*** 0.356%** 0.368***
(0.114) (0.116) (0.114)
Board size 0.005 0.010 0.002
(0.022) (0.022) (0.022)
Constant —6.827*** —6.668%** —6.790%**
(0.405) (0.394) (0.393)
Observations 2405 2405 2405
R-squared 0.501 0.496 0.499
Industry FE Yes Yes Yes
Year FE Yes Yes Yes

Note: Standard errors are in parentheses. *p <0.10, **p <0.05, ***p < 0.01.

Finally, we conducted additional robustness analyses (de-
tailed in Appendix D) to further validate our findings. Table
WA-D1 controls for firms' pre-existing Innovation culture
using an innovation culture index (Li, Mai, et al. 2021) ad-
dressing concerns that a strong innovative culture might
simultaneously drive responsible AI adoption and patent out-
put, creating a spurious correlation. The responsible AI atten-
tion effect remains robust and significant, suggesting it is not

Journal of Product Innovation Management, 2025

19

85U80|7 SUOWIWOD A0 3|cedldde 8y Aq peusenob afe saoiie YO ‘@SN JO s3I 104 Akeid1 78Ul UQ A8]I UO (SUONIPUOD-PpUe-SWBI WD A8 | IMAeIq U [UO//:SANY) SUORIPUOD pue Swie | 8L 885 *[GZ0Z/TT/ET] Uo ARiqiTaulluo A8|IM ‘T3 I443HS 40 ALISYIAINN Aq ST00Z WId[TTTT OT/I0p/wWo0 A8 1M Ae.q 1 pul|uo//:sdny Wwoiy papeojumod ‘0 ‘S88S0VST



TABLE 11 | Endogeneity correction.

Entropy-balanced Heckman selection model
@ ()] 3
Variables Innovation Responsible AI attention (first stage) Innovation (second stage)
Responsible AT attention 0.167** 0.143%*
(0.080) (0.056)
Firm size 0.808*** 0.135%** 0.729%**
(0.046) (0.027) (0.059)
Firm performance —1.635%** 1.634%*** —2.805%%*
(0.522) (0.312) (0.500)
R&D intensity 13.724%+* 2.070%** 18.063%***
(1.021) (0.453) (0.661)
Firm age 0.245%* 0.404*** 0.125
(0.117) (0.050) (0.106)
Board independence 0.722%** —0.176* 0.291**
(0.151) (0.090) (0.124)
Board size -0.029 —0.020 —0.034
(0.027) (0.018) 0.027)
Al prevalence 3.448%**
(0.281)
IMR —0.020
(1.626)
Constant —6.614%** —7.821%#* —4.544%%*
(0.501) (0.536) (0.547)
Observations 2405 2405 2405
R-squared 0.488
Wald 2 273.78%% 1210.60%**
Industry FE Yes No Yes
Year FE Yes No Yes

Note: Standard errors are in parentheses. *p <0.10, **p <0.05, ***p <0.01.

merely capturing an underlying pro-innovation culture. Table
WA-D2 adds a control for General AI attention (Al mentions
unrelated to responsibility or ethics); responsible AI effects
stay positive and significant, reinforcing the distinct impor-
tance of the ethical dimensions in driving innovation. Lastly,
Table WA-D3 tests for reverse causality by employing lagged
responsible AT attention variables (yearst—1, t—2) to predict
innovation outcomes at year t, and the relationship remains
consistently positive and significant. All variable definitions
are provided in Table 2.

6 | Discussion and Conclusion

This article examines how TMT attention to responsible AT re-
lates to firm innovation. The analysis shows that firms whose

executives devote greater attention to responsible AI produce
more and higher-impact innovations. This relationship operates
in part through increased investment in Al-skilled human cap-
ital and reduced innovation risk, indicating that responsible AI
attention helps firms allocate resources and manage uncertainty
more effectively. The effects, however, vary across contexts. The
positive association is stronger in industries with lower techno-
logical intensity and when shareholders emphasize short-term
performance, whereas the presence of a CTO does not alter the
relationship. Exploratory analyses further reveal variation in
the content of responsible Al attention: justice-oriented atten-
tion is less conducive to innovation, while attention to expli-
cability and autonomy is positively related to it. Overall, these
findings provide an integrated view of how managerial attention
to responsible AI is linked to firms' innovative activity under
uncertainty. To synthesize these results, Table 12 summarizes
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the main findings, related insights, and theoretical and practical
implications.

6.1 | Theoretical Implications

Our theoretical contribution is threefold. First, we bridge
two important streams in Al-enabled innovation (Gama and
Magistretti 2025; Mariani et al. 2023; Verganti et al. 2020) and
responsible innovation (Gutierrez et al. 2022; Spanjol et al. 2024;
Stilgoe et al. 2013), by integrating the ABV with a large-scale
measure of TMT attention to responsible AI. Prior ABV re-
search has largely focused on how market signals or competi-
tive pressures capture managerial attention (Joseph et al. 2024;
Ocasio 1997) or how attention to technological change supports
strategic renewal (Eggers and Kaplan 2009; Nadkarni and
Barr 2008). Our article demonstrates that responsible AI can
also become a focal point of managerial attention and, impor-
tantly, that such attention is positively associated with higher
levels of firm innovation. This extends ABV by showing that
not only economic or technological cues but also normative
concerns can guide strategic attention, shaping innovation out-
comes. Drawing on insights from UET (Carpenter et al. 2004;
Hambrick and Mason 1984), we further explain how executives'
ethical orientations may shape what issues receive managerial
attention and how this, in turn, affects firm innovation out-
comes. In doing so, we conceptually enrich the ABV and respond
to recent calls for stronger theoretical integration in digital and
Al innovation research (Appio et al. 2021).

Second, we contribute by unpacking the mediating mechanisms
through which responsible AI attention translates into superior
innovation results. Our analysis indicates that when top manag-
ers prioritize responsible Al initiatives, their firms respond by in-
vesting in Al-skilled human capital and adopting practices that
mitigate innovation risks. In other words, an ethical AI focus
prompts the organization to build new capabilities (e.g., hiring/
training AT talent and establishing robust governance processes)
while simultaneously reducing downside risk in R&D, thereby
enabling the firm to innovate both more extensively and more
reliably. Theoretically, specifying these pathways enriches the
ABV by embedding a socio-ethical dimension into the core of
managerial attention. Whereas classic ABV emphasizes that
attention drives resource allocation and action (Ocasio 1997,
2011; Joseph et al. 2024), our findings show how this occurs
in the context of responsible AlI: ethics-centered attention mo-
bilizes critical resources and stabilizes the innovation process.
This result moves beyond viewing responsible AI as a mere
compliance task and highlights its role as a dynamic strategic
asset that actively shapes resource deployment and strengthens
innovation resilience. By clarifying how executive ethical orien-
tations channel attention to build capabilities and guard against
failure, we address a previously implicit link in UET (Hambrick
and Mason 1984), illustrating how TMT values (here, a com-
mitment to responsible AI) materially influence firm outcomes
through the focused orchestration of talent and risk manage-
ment (Carpenter et al. 2004; Hambrick and Mason 1984).

Third, our article delineates important boundary conditions and
sources of heterogeneity in the responsible AI attention-inno-
vation link. We find that the innovation benefits of responsible

AT attention are highly context-dependent, particularly strong
in environments with lower technological intensity and under
short-term oriented investor pressure. This pattern complements
prior ABV research emphasizing technological and competitive
contexts as key contingencies of managerial attention (Joseph
et al. 2024; Nadkarni and Barr 2008). In such challenging con-
texts, a strong emphasis on responsible AT appears to function as
abuffer that sustains innovation capacity by offsetting structural
disadvantages or short-termism through building stakeholder
trust and long-term vision (Li, Li, et al. 2021; Teece 2007). At the
same time, not all responsible AI attentional content is equally
beneficial. Our results reveal heterogeneous effects across re-
sponsible AI sub-dimensions: for example, an explicability-
oriented focus (emphasizing transparency in AI) significantly
boosts innovation, whereas a justice-oriented focus (emphasiz-
ing fairness/equity) can inadvertently dampen it. The former
likely fosters innovation by enhancing stakeholder buy-in and or-
ganizational learning (Argote and Miron-Spektor 2011; Spanjol
et al. 2024), whereas the latter may constrain experimentation
by diverting resources and imposing tighter constraints (Wu
et al. 2015). This nuance shows that distinct ethical orientations
can function as either enabling or constraining mechanisms for
innovation, illustrating how moral considerations become em-
bedded in managerial attention and thereby extending the ABV
to include normative dimensions. Moreover, and somewhat un-
expectedly, we did not find evidence that the presence of a CTO
amplifies the effect of responsible AI attention on innovation
performance. This null finding suggests that simply appointing
a technology executive, an ostensibly attention-structuring role,
is insufficient to enhance innovation; what matters more is the
collective attentional engagement of the TMT with responsible
AT issues (Joseph et al. 2024; Li et al. 2013; Ocasio 2011). By
illuminating these contingencies, our work extends the ABV
beyond generic attentional effects to show that where and how
managerial attention is directed (in terms of contextual fit and
ethical focus) critically shapes its impact on innovation.

Methodologically, we respond to calls for rigorous and replica-
ble innovative AI research (Kaplan and Haenlein 2019; Spanjol
et al. 2024). By combining a dictionary-based text-mining ap-
proach (NLP, LLM) with longitudinal panel methods across
diverse industries and triangulating executive discourse with
patent-based innovation measures, our article demonstrates that
managerial attention to responsible AT meaningfully shapes in-
novation. This methodological design matters because it pro-
vides one of the first scalable ways to systematically capture
responsible AT attention in executive discourse, a construct that
has been difficult to observe directly in prior research. Beyond
this article, the dictionary offers a transferable tool for examin-
ing responsible AT attention across industries, geographies, and
organizational settings. Our multi-method approach enhances
validity and offers a replicable approach for advancing empirical
research on responsible Al in innovation contexts.

6.2 | Managerial Implications

This article offers actionable insights for executives, innovation
managers, and policymakers on embedding responsible AI at-
tention into organizational practices to foster sustainable in-
novation. For top executives, our findings show that sustained
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attention to responsible AI strengthens innovation performance
by mobilizing resources and reducing risk. The central chal-
lenge is therefore managing the high-risk, high-reward nature
of Al-driven innovation initiatives. Positioning responsible AI
as a portfolio management tool enables leaders to mitigate rep-
utational and regulatory risks while maintaining the capacity
for bold and exploratory innovation. To achieve this balance,
two actions are particularly important. First, executives need
to design and institutionalize governance structures and allo-
cate resources with the explicit aim of enabling innovation, not
merely ensuring compliance. This requires visible commitment,
such as creating executive-level roles or committees for AI eth-
ics, investing in training programs, and establishing principles
that every Al-driven project must satisfy. Unilever, for example,
formed a governance committee that embedded responsible
Al in its data strategy, defined firm-wide standards on over-
sight and accountability, and invested in the tools, personnel,
and procedures necessary for their implementation (Davenport
and Bean 2023). By providing this stable governance frame-
work, executives give R&D teams both the guardrails and the
psychological safety needed to pursue ambitious innovations.
Second, accountability for responsible AI must be shared across
the C-suite rather than delegated solely to technical officers.
Microsoft's leadership adopted a Responsible AI Standard that
placed people at the center of system design. Under this stan-
dard, the company curtailed or withdrew ethically problematic
features, such as emotion-recognition algorithms, despite their
commercial promise (Hern 2022). This strategic sacrifice safe-
guarded trust in Microsoft's flagship AI platforms and signaled
that long-term legitimacy matters more than short-term gain.
Taken together, these examples illustrate how sustained exec-
utive attention to responsible Al stabilizes innovation pipelines,
preserves legitimacy, and strengthens innovation performance,
consistent with our empirical findings.

For innovation managers, the task is to translate executive-level
responsible Al commitments into operational practices that both
safeguard and accelerate innovation. Our findings highlight
two complementary functions. The first is capability building,
which involves integrating ethicists, fairness experts, and risk
specialists into project teams to strengthen Al-relevant human
capital. The second is process integration, which requires em-
bedding responsible AI checkpoints into project workflows such
as bias audits, multi-stakeholder design reviews, and stress tests
of prototypes for privacy, fairness, and security risks (a process
consistent with the mediating mechanisms in our analysis).
Introducing these steps early in R&D stage-gates helps prevent
costly project failures and increases the stability of innovation
pipelines. The case of Amazon's abandoned AI recruiting tool
vividly illustrates the stakes. Bias in training data led the system
to downgrade female candidates, ultimately forcing the firm to
scrap the project entirely (Dastin 2018). Such failures show that
neglecting responsible AI can waste R&D resources and dam-
age trust, whereas systematic attention enables teams to antici-
pate ethical pitfalls and refine innovations responsibly. In short,
our findings suggest that responsible Al practices should not be
treated as isolated compliance checks but embedded into the
core routines of innovation management.

For policymakers, our evidence shows that managerial atten-
tion to responsible AI enhances both the quantity and impact

of innovation, suggesting that public policy that promotes
such attention can strengthen firms' innovative capacity while
safeguarding society. The central task for regulators is there-
fore to create an institutional environment that accelerates in-
novation under short-term pressures by reducing uncertainty,
building trust, and encouraging private investment in experi-
mentation. Effective responsible AI governance can function
not merely as compliance, but as a source of competitive ad-
vantage, and clear and consistent frameworks are essential to
realize this potential. The European Union's forthcoming AI
Act, the world's first comprehensive Al regulation, establishes
risk-based rules for testing, documentation (“auditability”),
and oversight in high-stakes domains such as healthcare, fi-
nance, and employment (European Commission 2025). In
the United States, the National Institute of Standards and
Technology's (NIST) AI Risk Management Framework (AI
RMF) provides a voluntary guideline to help firms operation-
alize trustworthiness in AI systems (NIST 2023). Though not
binding law, it creates a common language for responsible
AT and encourages firms to internalize best practices early.
Such policy clarity lowers coordination and compliance costs,
shortens approval timelines, and builds public trust. In turn,
this enables firms to pursue ambitious projects with greater
stability. Policymakers can further reinforce these effects by
requiring disclosure of responsible AI practices, supporting
regulatory sandboxes, and aligning incentives such as pro-
curement, grants, and tax benefits with responsible-by-design
initiatives. In this context, our approach also provides a prac-
tical tool for monitoring and benchmarking firms' progress
in implementing responsible AI practices. Specifically, the
dictionary-based NLP/LLM framework developed in this
article can systematically capture managerial attention to
responsible A, offering regulators and industry bodies a scal-
able means of assessing how firms prioritize responsible Al in
their governance practices and public communications.

6.3 | Limitations and Future Research

This article has three key limitations that point to promising
avenues for future research. First, it relies on archival data,
which constrains our ability to fully capture how responsi-
ble AI attention is expressed within organizations. While we
leverage earnings call transcripts and patent information,
these sources provide only a partial view of firms' concrete
investments in responsible AI initiatives. Future studies em-
ploying survey methods or in-depth interviews could generate
richer evidence on the nature and scope of these investments
and clarify how they translate into both product and process
innovation. Though prior research has drawn links between
responsible innovation and patent outputs, a holistic examina-
tion of how responsible AI practices influence broader firm
performance, ranging from market share to organizational re-
silience, remains underexplored. Future research could there-
fore examine the mechanisms, timing, and consequences of
different responsible Al strategies to provide a more nuanced
understanding of their impacts across various performance
dimensions.

Second, our sample primarily focuses on large firms, which
pose limitations for generalizing our findings to small and
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medium-sized enterprises (SMEs). Larger corporations usually
have greater resources, established R&D procedures, formal
governance structures, and broader stakeholder networks, all
of which may shape how responsible AI principles are adopted
and enforced. Smaller firms, by contrast, often face distinct
challenges, such as resource constraints, limited formalized
processes, or fewer specialized personnel dedicated to ethical
AT oversight. Consequently, the adoption and impact of respon-
sible AI in SMEs might differ significantly from the patterns ob-
served in large firms. Future studies could employ qualitative
case studies, targeted surveys, or mixed method approaches
to examine the specific challenges and opportunities in SMEs.
Such work would deepen understanding of the scalability of re-
sponsible AI and help tailor best practices for firms of different
sizes and sectors.

Third, as with any observational study, endogeneity is a con-
cern. Possible sources include reverse causality, where more in-
novative firms are more likely to discuss responsible AI, omitted
variables such as unobserved managerial values that affect both
responsible AT attention and innovation, and non-random selec-
tion. Formal identification using instrumental variables or nat-
ural experiments is unlikely in our setting. A valid instrument
must be correlated with responsible AI and satisfy the exclu-
sion restriction, affecting the dependent variable only through
it. Finding a valid instrument is highly challenging. Potential
instruments such as corporate IT infrastructure, managerial
technology expertise, or access to data science talent are likely
to affect innovation directly and therefore violate this condition.
Using weak or ad hoc instruments could introduce more bias.
Our article period also lacks a suitable exogenous policy or mar-
ket shock for a clean quasi-experiment. To address these con-
cerns, we use lagged measures to establish temporal ordering,
include additional controls, apply entropy balancing to improve
covariate balance, and estimate a Heckman two-step selection
model. These steps reduce, but do not eliminate, confounding.
We therefore interpret the results as robust associations that are
consistent with a causal effect but do not by themselves prove it.
Future work could seek settings with exogenous variation, for
example difference-in-differences designs based on staggered
adoption of AI governance rules or event studies following the
2022 launch of ChatGPT, a widely adopted LLM. Finally, while
our dictionary-based NLP/LLM approach provides a scalable
way to capture responsible AI attention, it inevitably abstracts
from contextual nuance in managerial discourse. Future re-
search could refine and extend the dictionary across industries
and cultural settings to enhance validity and generalizability.
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Endnotes

I'We use the term “Justice” in our study to maintain consistency with
the foundational ethical frameworks from which our five dimensions
are derived (e.g., Floridi et al. 2018). We acknowledge its close and im-
portant relationship with “fairness,” which is often used to describe
the practical or computational implementation of the broader principle
of justice in AI systems.

2For example, Microsoft's creation of a Responsible AI Risk Manager
role (with accompanying training and budget) illustrates how focused
attention translates into concrete resource commitments aimed at fos-
tering innovative yet ethical AI solutions.

3Dictionary development followed an empirically guided approach
(Humphreys and Wang 2018; Homburg et al. 2020), combining case
study analysis (Yin 2018) with literature triangulation. Full methodology
and validity checks (Berger et al. 2020) are detailed in Web Appendix B.

4Text classification used a Bag-of-Words (BoW) model (Zhang et al. 2010;
Wang et al. 2012) and LLM prompting (Chae and Davidson 2025) to
identify TMT attention to responsible AI. Detailed procedures are pro-
vided in Web Appendix C.
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