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This article presents a study of single zt production in neutrino neutral-current interactions (NC1z™)
using the FGD1 hydrocarbon target of the ND280 detector of the T2K experiment. We report the largest
sample of such events selected by any experiment, providing the first new data for this channel in over four
decades and the first using a sub-GeV neutrino flux. The signal selection strategy and its performance are
detailed together with validations of a robust cross section extraction methodology. The measured flux-
averaged integrated cross-section is ¢ = (6.07 £ 1.22) x 107*! ¢m?/nucleon, 1.3¢ above the NEUT
v5.4.0 expectation.
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I. INTRODUCTION

The observation of neutrino oscillations [1,2] has
boosted neutrino research in the last two decades, focusing
on measurements of three-flavor mixing parameters [3-0]
and searches for exotic physics. Better understanding
neutrino interactions has become a priority, particularly
at energies of £, ~ 1 GeV, where nuclear effects involved
in neutrino-nucleus interactions pose a significant exper-
imental challenge [7]. Despite an increasing abundance of
inclusive and exclusive cross section results, some channels
still remain largely unexplored experimentally. A prime
example of this is single z production in neutrino-nucleus
neutral-current interactions,

vtp-ovt+n+at, (1)

in which a neutrino scattering off a proton is able to
transform it into a neutron while additionally producing a
positive pion. Existing data for this channel consists of
observations in bubble chamber experiments built in the
1970s to test the validity of the Standard Model, which
predicted the existence of this process. In particular, the
Gargamelle propane freon bubble chamber [8] and the
Argonne National Laboratory (ANL) deuteron bubble
chamber [9] reported the observation of tens of inter-
actions associated to this channel over the expected
background. The data from Gargamelle, at an average
neutrino energy of 2 GeV, was later reanalyzed and
presented at the Nulnt 2002 conference,' leading to the
only existing cross-section value for this channel [10].

Since the initial observation of these interactions decades
ago, no new measurements have been reported. The
absence of modern data, better aligned with the needs of
neutrino oscillation experiments, limits our ability to
validate neutrino interaction generators and assess the
uncertainty associated to this channel.

In this article, we address this situation using data of the
near detector ND280 of the T2K experiment. We report the
strategy and selection algorithm performances used to
identify the largest existing sample of events for this
channel, consisting of more than two hundred selected
signal events. We present the observed event distributions
in angle and momentum for the selected z* track, and
compare them to simulation predictions. We describe the
signal cross section extraction methodology and tests
performed in the analysis to validate the robustness of
the measurement and its statistical interpretation. Lastly, we
report the measured double-differential signal cross section
and compare it to T2K’s simulation. Comparisons to
alternative models are presented in Ref. [11].

'To the best knowledge of the authors, details on the analysis
methodology have been lost.

II. EXPERIMENTAL SETUP

T2K [12] is a second generation accelerator-based long-
baseline neutrino oscillation experiment in Japan, using a
highly pure v, or 7, neutrino beam [13] generated using
facilities at the Japan Proton Accelerator Research
Complex (J-PARC). The beam, described in more detail
in Sec. I A, is measured twice: once before and once after
neutrino oscillations have occurred. Firstly, measurements
are taken at a near detector facility at J-PARC located
280 m downstream from the neutrino production target.
This facility consists of INGRID [14] located onaxis,
Wagasci-BabyMIND [15] at 1.5° offaxis, and ND280 at
2.5° offaxis, which is used in this study and described
further in Sec. II B. Secondly, measurements are taken at
Super-Kamiokande [16], a 50 kt water Cherenkov detector.
Super-Kamiokande is located 295 km further downstream
and placed at 2.5° off axis. In this article, beam data
measured by the ND280 detector is used.

A. Neutrino beam

The T2K experiment uses a beam of neutrinos generated
through the bombardment of a monolithic graphite target
with a 30 GeV proton beam at the J-PARC facilities. The
integrated data collection is measured in protons on target
(POT), which quantifies the total exposure. The proton
beam interactions with the target produce a secondary beam
composed primarily of pions and kaons, which are focused
using a set of three magnetic horns. T2K can run in either v
or v beam mode by focusing positive or negative mesons,
respectively. Mesons decay in a 96 m long helium-filled
decay volume ending in a beam dump at the downstream
end. High momentum muons crossing it are monitored
using the MUMON detector [17]. The meson decays result
in the final beam of neutrinos, with a flux prediction at the
ND280 detector site presented in Fig. 1. This study utilizes
a total of 1.16 x 10> POT collected in v-beam mode.
Because most neutrinos arise from pion decays via
%t = p* + v(v), the neutrino energy spectra are strongly
dependent on the beam off-axis angle [18]. T2K exploits
this feature by positioning ND280 and Super-Kamiokande,
its main detectors for the oscillation analysis, at 2.5° off
axis, utilizing a narrow energy neutrino beam peaking at
around 0.6 GeV. T2K’s neutrino beamline has been
recently upgraded [19]; nevertheless, all of the data in this
study corresponds to runs prior to the beam upgrade.

B. The ND280 neutrino detector

The T2K Near Detector at 280 m (ND280), presented
in Fig. 2, is a magnetized particle detector. It consists
of subdetector modules located inside the refurbished
UA1/NOMAD magnet, providing a 0.2 T field used to
bend charged particles moving inside ND280. The
UA1 magnet yoke is instrumented with plastic scintillator
slabs working as a Side Muon Range Detector [20], and
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FIG. 1. T2K neutrino-mode flux prediction at the ND280

detector.

surrounding an electromagnetic calorimeter (ECal) [21]
that nearly Hermetically encapsulates its inner elements
that are mounted on a steel frame. Inside it, going from
upstream to downstream, the beam passes through the 7°
detector [22], and the inner ND280 tracker consisting of
three gaseous time projection chambers (TPC1, 2, 3) [23],
interleaved with two fine-grained detectors (FGDI1, 2) [24].
FGDI1 is a plastic scintillator detector, consisting of 15
planes of two layers. Every layer is made up of 192 parallel
bars, with consecutive layers using bars with alternate
orientations along the two axes perpendicular to the
neutrino beam. FGD2 follows a similar layout to that of

UA1 Magnet Yoke

POD
) (o= Downstream

W o

Solenoid Coil

\

Barrel ECAL

FIG. 2. Sketch of the ND280 detector in its original configu-
ration, used to collect all the data in this study.

FGDI1, but alternating seven plastic scintillator planes with
six inactive water bags.

The FGDs provide a total active target mass close to two
tons, while the TPCs are used to identify different types of
particles and their kinematics by measuring their curvature
and dE/dx. In the measurement reported in this article,
interactions starting in the FGD1 are selected. To increase
the signal purity, the fiducial volume of FGD1 excludes six
bars at each side of the detector as well as the first and the
last planes.

III. EVENT SIMULATION AND SIGNAL
SELECTION

Proton beam interactions with the graphite target and the
propagation of daughter particles through the target station
are modeled using FLUKA [25,26]. Subsequent interactions
and decays in the beamline are modeled with Geant3 [27] and
GCALOR [28] to predict the neutrino flux. The run-by-run
flux simulation is tuned to the beam conditions as recorded
by the beam monitoring systems and hadronic interactions
and multiplicities are tuned to the NAG61/SHINE hadron
production measurements with a T2K replica target [29,30].
Neutrino interactions in the ND280 detector including the
description of all the final-state particle kinematics are
simulated using the NEUT v5.4.0 [31,32] and GENIE
v2.8.0 [33] neutrino event generators, hereafter NEUT
and GENIE, using, respectively. about 20 (10) times more
POT than the data. An in-depth description on the details
for the NEUT (GENIE) model can be found in Ref. [34]
(Ref. [35]). The propagation of the final-state particles
through the detector medium is simulated using GEANT4
v4.9.4 [36-38] with the QGSP_BERT physics list [38]. Pion
secondary interactions are handled by the cascade model in
NEUT and treated as a detector systematic uncertainty.

A. Signal and background definitions

Simulated events are classified according to the follow-
ing definitions, based on their true information after final-
state interactions (FSI), i.e., considering only particles that
exit the nucleus. The categories are built based on the
particle content irrespectively of its kinematic except for the
NClz" Op and NClz™ Np categories are descried below:

() v, CCOx: All v, interactions with a muon and

without mesons in the final state.

(i) v, CClz™: All v, interactions with a muon and a

positive pion and no other mesons in the final state.
(iii) v, CC-other: All v, interactions with a muon that are
not included in other topologies.
(iv) p, CC: All 1, interactions with an antimuon in the
final state.
v) v,/v, CC: All v, and D, interactions with an electron
or positron in the final state.
(vi) NCOz: All v and ¥ interactions without charged
leptons nor mesons in the final state.

072008-5



K. ABE et al.

PHYS. REV. D 112, 072008 (2025)

(vii) NClz™" Op (Signal): All v and ¥ interactions without
charged leptons, a single positive pion, no protons
with true momentum > 200 MeV/c¢ and no other
mesons or other charged particles in the final state.
Any number of neutrons is allowed. The cut on true
proton momentum is discussed in the following
section (Sec. III C).

(viii) NClz* Np: All events that would be signal (NC1z™"
Op) but do not satisfy the true proton momentum
condition.

(ix) NCXz°: All v and ¥ interactions without charged
leptons and at least one neutral pion in the final state.
Any number of other mesons are allowed.

(x) NC-other: All v and ¥ interactions without a charged
lepton that are not included in any other topology.

B. Signal selection method

Due to its low cross section, NC1z" events are expected
to make up only 1.3% of all interactions in FGDI.
A selection algorithm was developed to identify a
signal sample enriched in signal events, complemented
by background-enriched samples. The logic of the selection
algorithm, associated with Fig. 3, is as follows:

(1) FGD1-TPC: The main track in the event, i.e., the
only track that exits FGD1, must reach at least one
ND280 TPC, creating a reconstructed track segment.
This TPC segment must have at least 19 hit clusters,
a standard criteria in analyses, to ensure reliable TPC
reconstructed information. Events that consist ex-
clusively of FGDI1-contained tracks are rejected.
Events with multiple tracks that escape the FGD1
volume are rejected, as for signal events only one
track is expected. Events with one additional track
contained in FGD1 are retained separately, in a
dedicated sample, that will be referred to as the
Additional Track (AddTrk) sample.

(2) Positive: The track trajectory in the TPC must show
curvature matching a forward-moving, positively
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FIG. 3. Sequential evolution of the efficiency and purity of the
selection for the signal sample.

charged particle according to ND280’s
netic field.

(3) Vetos: To reduce background from events outside
the FGDI1 target, called out-of-fiducial volume
(OOFV) events, any events with tracks reconstructed
upstream of FGD1 are rejected. Three sequential
vetos are applied based on the presence of recon-
structed tracks in the most upstream TPC, the pi-zero
detector, and the upstream part of the ECal.

(4) No ME: No Michel electron (ME) signatures are
identified in FGD1. ME are produced in y decays
and are identified looking for delayed hits. For
FGDI1, their detection efficiency is 64.2% =+ 2.0%.

(5) TPC PID: The TPC particle identification (PID)
information—based on the measured dE/dx with
respect to the particle momentum measured by
curvature—must be compatible with that of a mini-
mum ionizing particle (MIP). Tracks rejected by this
cut are retained separately in the TPC PID (TPID)
sample.

(6) ECal PID: For those tracks reaching the ECal, their
PID information must be compatible with a hadron.
The ECal offers excellent capabilities in separating
4 vs charged z, and in consequence, rejected events
are collected in a separate control sample, named the
ECal PID (EPID) sample.

(7) FGD1 PID: Lastly, the main track dE/dx in FGD1
must be compatible with a MIP. This cut disen-
tangles the cases where a n™ exits FGDI and the
cases where a negatively charged particle travels
backwards and stops in the FGDI.

Figure 3 shows the efficiency and purity of the event
selection for events with cosf,~ > 0.5 and 0.2 < p+ <
1.0 GeV/c (see Sec. IIID). The main efficiency drops
correspond to the necessary requirement of having the
candidate z" reaching the TPC and to the ECal PID cut.
Notably, events rejected by the ECal PID are largely
retained in the EPID sample. The purity, negligible before
applying PID cuts, increases drastically with the last cuts
in the selection, demonstrating an effective enhancement
of the fraction of signal events with a minor decrease in
efficiency. The impacts of the cuts on the signal efficiency
and purity are well-matched in NEUT and GENIE simu-
lated events demonstrating that the selection process is
robust to the simulation physics model.

mag-

C. Proton threshold for signal events

Low momentum protons, arising from nuclear effects
including FSI, are often merged during the reconstruction
to the other reconstructed tracks modifying their observed
light yield. In consequence, the FGD1 PID cut, which
depends on the observed light yield, is sensitive to low
momentum protons below the tracking threshold. The
efficiency to select NC1z' events with protons is presented
in Fig. 4. NClz™ events with proton momentum below
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FIG. 4. Selection efficiency for NClz" events with protons
(markers, left Y-axis) as a function of true proton momentum.
Error bars indicate statistical uncertainty. The momentum dis-
tribution of the highest-momentum proton in NC1z ™" events prior
to any selection is shown as a shaded histogram (right Y axis).

200 MeV/c are sometimes selected and are therefore
included in the signal definition to be robust against model
prediction discrepancies. Events with protons above
200 MeV/c are rarely selected, with much lower selection
efficiency than other NClz ™ events. Therefore, they are
treated as background. NEUT, modeling FSI using a
semiclassical intra-nuclear cascade model, and GENIE
using the “hA” model, render noticeable differences as
observed Fig. 4. To validate the proton threshold choice,
fake data studies modifying the number of background
NClz" events with protons were performed. As later
reported in Sec. V, no measurement bias was observed.

D. Kinematic considerations about the positive pion

The selection algorithm requires that all events have TPC
information for the main track. A veto is applied to those
events with activity in the most upstream TPC, and
accordingly, only NClz*t events with a forward-going
't can be selected. The selection efficiency is highest
for small angles with respect to the beam, as the probability
of reaching TPC2 decreases with increasing angle. The
probability of a track entering the TPC2 from FGDI also
increases with momentum. However, even in the most
favorable case, when the zt is forward going and the
interaction vertex is in the downstream region of FGD1, z*
tracks below 200 MeV/c are unlikely to be successfully
reconstructed in the TPC. These effects can be clearly
observed in the selection efficiency, presented in Fig. 5.
NCl1z" events have three particles in the final state,
whereas most of the competing backgrounds have only
two. Therefore, for the same neutrino energy, the main
track in NC1z™ is expected to have lower momentum than
that of most background events and consequently the purity
is best for low track momenta. Accordingly, we focus on
studying and measuring the NC1z™ cross section defined
by cos@,+ > 0.5 and 0.2 < p,+ < 1.0 GeV/c, which will
hereafter be referred to as the region of interest (Rol).
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FIG. 5. Projected 1D efficiencies as a function of the true 7

momentum and angle. The top two panels are for the full phase
space and the bottom two for phase space restricted to the Rol,
see the text for details. Error bars show the Monte Carlo (MC)
statistical uncertainty.

Looking again to Fig. 5, the integrated selection effi-
ciency, unrestricted by any pion kinematics, is 13.9% for
NEUT and 16.8% for GENIE. The discrepancies between
NEUT and GENIE are mostly observed outside the Rol,
where the selection behavior is very similar for both
generators. The integrated efficiency for events within
the Rol is of 30.5% for NEUT and 30.9% for GENIE.
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FIG. 6. One-dimensional pion momentum and angle distribu-
tions for the signal-enriched sample. NEUT predictions are
presented as a stacked histogram for the different event topol-
ogies, and are compared in every bin to the total event rate
expected according to GENIE and observed in T2K data.

E. Signal sample

The selected signal sample is presented in Fig. 6. The
combination of the selection cuts effectively achieves the
goal of selecting a sample of data enriched in NClz*
interactions, with an integrated purity in the Rol of 51.4%
(47.1%) for NEUT (GENIE), which reaches about 60%
purity at the peak of the pion momentum distribution
around 300 MeV/c. The primary feature of the selected
events consists for both NEUT and GENIE of a strong
signal peak in the low momentum region outstanding above
a relatively flat background component. This structure can
be clearly observed in data. The main background for the
selection consists of 7, charged-current (CC) events,
typically consisting of a u* misidentified as a z*.
Despite the small fraction of 7 in the neutrino beamline
(2.3%) when T2K operates in v mode, 7, CC events before
any selection cuts are twice as numerous as the signal
events. At low reconstructed momentum, the dominant
background are FGDI out-of-fiducial volume events that
consist of an aggregate of multiple processes: some arise
from vertex migration failures during reconstruction

TABLE I. Number of expected selected events according to
NEUT and GENIE scaled to the data POT. Signal events are
highlighted in bold.

Topology NEUT events GENIE events
CCOrx 6.3 9.6
CClz™* 19.4 24.9
CC-other 5.8 3.7
NCOx 27.4 20.2
NC1z"0p 164.3 165.9
NCl1z"Np 2.5 4.3
NCXz° 35.7 44.5
NC-other 10.0 6.8
OOFV 63.3 74.7
v, CC 132.5 133.9
v, /b, CC 2.3 2.3

(27.7%), with the rest occurring via secondary interactions
of 7t (17.5%), neutron (45.2%), and other particles (9.9%).
Also in that region a small population of CClz events is
present, expected for those events where a low momentum
muon is not reconstructed and its Michel electron signature
is not detected. A small population of NCOz events is
present around 1.8 GeV/c, where proton tracks are MIP-
like, making them indistinguishable from charged pions in
the TPC. Accordingly, all selected particle populations are
understood and are the direct result of the strengths and
limitations of the ND280 detector.

Table I shows the total expected events for NEUT and
GENIE. The expected signal events double the largest
previous existing sample, provided by the Gargamelle [8].
An additional 56.3 (53.1) signal events are selected in the
EPID sample according to NEUT (GENIE), with an overall
purity similar to 10%, reaching 30% at around 300 MeV/c.
In total, this analysis selects over 200 NC1z™ events, most
of them in regions with significant purity.

F. Background samples

The expected event rates according to NEUT and GENIE
for the various background samples are compared to data in
Fig. 7. Background samples offer a handle on important
background events, particularly CClz, v CC, and NCOx
events. The main characteristics of these samples are:

(1) EpID: Consists of signal-like events where the main
track has an ECal PID consistent with that of a ™
instead of a z™.

(i1) Addtrk: Consists of signal-like events with an addi-
tional reconstructed track contained in FGDI1.

(iii) TPID: Consists of signal-like events where the main

track is not compatible with a z™ according to TPC
PID information.

The expected and observed event rates in all samples are
summarized in Table II. In all samples GENIE, NEUT, and
data follow similar distributions both in the selected track
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FIG.7. One dimensional momentum and angle distributions for the background-enriched sample. From top to bottom the plots in each

row corresponds to the EPID, the AddTrk and the TPID sample.

TABLE II. Total number of expected selected events in the
signal region (SR) and in the EIPD, AddTrk, and TPID samples for
NEUT and GENIE normalized to the data POT.

Events SR EPID AddTrk TPID
NEUT 470.3 575.8 90.0 584.4
GENIE 492.0 589.3 95.0 549.6
Data 492 540 69 548

reconstructed momentum and its angle. A deficit of data
events is observed in the forwardmost bin in the EPID
sample, a feature that has been observed in the past in
CCOr studies, e.g., Refs. [39—-42], and that is attributed to a
mismodeling of neutrino interactions with low squared
momentum transfer, Q2. As this is a known feature, we
tested the robustness of the signal cross section extraction
to Q% modifications and no bias was observed. Further
details are later presented in Sec. V.
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IV. SIGNAL EXTRACTION AND MODEL
UNCERTAINTIES

The NClz" cross section is measured using an
unregularized binned maximum likelihood fit, the same
method described in earlier T2K measurements, e.g., in
Refs. [43,44].

A. Binned likelihood fit

The signal and control samples are binned in recon-
structed track momentum and angle. The expected event
rate per bin is calculated by varying the nominal predictions
according to model uncertainties. These variations account
for uncertainties in the flux, detector, and cross-section
parameters. Additionally, the NC1z* signal cross section is
adjusted using one free parameter per bin, referred to as
template parameters. The binning scheme, detailed in
Table IV in Appendix B, consists of 13 (85) bins in true
(reconstructed) track angle and momentum. The true
kinematic bins, where the cross section is extracted, are
shown in Fig. 8. The parameters are simultaneously
optimized to maximize agreement with data in both signal
and background samples. This optimization provides a
data-driven background constraint while unfolding detector
effects and estimating the number of signal events in
each bin.

The best-fit parameters and their uncertainty are found
by minimizing the negative log-likelihood ratio, approxi-
mated by the chi square,

1P~ —2log L = —2log L, —210g Ly (2)

The statistical term of the likelihood, Lg,, is the
modified statistical log-likelihood ratio following the
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FIG. 8. Scheme of the true kinematic bins where the cross

section is measured. Bin IDs are shown within their associated
kinematic regions. The region of interest, enclosed by an orange
solid line, corresponds to bins 2—10. Color shades are used to aid
visualization but have no physical meaning. The figure is
reproduced from Ref. [11].

Barlow-Beeston method [45,46]. The systematic term of
the likelihood, L corresponds to

’Csyst = (ﬁ - ﬁpﬁor)V%}st(l_ﬁ - ﬁprior)v (3)

where p represents the fit parameters under evaluation,
Pprior defines their nominal value, and V is the covari-
ance matrix encoding their constraints including correla-
tions between each other. Details on the model parameters
are presented in the next section. Template parameters,
used to extract the signal cross section, are unconstrained.

B. Systematic uncertainties

Three types of model variations are considered.

1. Flux model uncertainty

All events are grouped in bins of flavor (v,, v, 7., U,,)
and true neutrino energy (20 bins per flavor). There is one
fit parameter per flux bin, for a total of 80 flux parameters.
These apply identical scaling weights to all associated
events. Uncertainties across all flux bins are correlated and
characterized using a flux covariance matrix produced by
simultaneously varying underlying flux model parameters
in the simulation according to their prior uncertainties. For
the v, flavor prediction, contributing to the vast majority
of events, the uncertainty is about 5% [47] for the most
important kinematic neutrino energy region, i.e., around the
flux peak at E, ~ 0.6 GeV.

2. Detector model uncertainty

One parameter is associated to every reconstructed
kinematic bin, for a total of 85 bins summarized in
Tables V-VIII in Appendix B. Each detector parameter
consists of a normalization weight that equally scales all
signal and background events in that reconstructed bin. The
prior error on each detector parameter is characterized by a
detector covariance matrix calculated for this study using
an ensemble of 500 distributions of the events selected
obtained by varying simultaneously all detector effects
based on their prior uncertainties (e.g., PID variables,
reconstruction efficiencies, pion and proton secondary
interactions, amount of pileup, etc). Therefore, the final
event rate variations reflect changes in the selection
efficiency due to changes in variables used to define the
selection criteria, and account for the migration of the
selected track kinematics. For the bins in the signal sample
the integrated rate uncertainty in the Rol is 4.5%, domi-
nated by the modeling of pion secondary interactions (SI)
(2.0%), the ECal PID (1.9%), and the TPC PID (1.9%). The
overall level of uncertainty is also below 5% for the EPID
and TPID samples, with the ECal PID (TPC PID) being the
dominant uncertainty for the former (latter) at the level of
2.8% (3.0%). For the AddTrk sample the integrated
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uncertainty is of 8.6%, dominated by the modeling of pion
SI(3.7%) and the main track momentum resolution (3.5%).

3. Cross-section model uncertainty

A total of 28 cross section model parameters are
considered. Unless otherwise specified their prior uncer-
tainties and modeling match the description in Ref. [43].

(i) Three parameters to vary quasielastic interactions

with one or two nucleons (MQE, 2p2h shape, 2p2h
normalization) and three parameters to account for
the modeling of resonant interactions: MXES, C3
and IRES.

(i) Two normalization parameters to scale neutrino
neutral-current elastic (NCE) and resonant z° inter-
actions with a prior uncertainty of 30% and another
to change the normalization of CC coherent pion
production with a 100% prior uncertainty.

(iii) Three normalization parameters to scale out-of-
FGDI1 fiducial volume events in three independent
groups split by parent type: neutrino, neutron or
other; each with a prior uncertainty of 25%.

(iv) Five low Q? normalization parameters, to modify
CC quasielastic (CCQE) events in five Q? regions.
These parameters add flexibility to the model to
account for the known discrepancies observed in
previous CCQE studies. These parameters and their
uncertainties are analogous to those used in the most
recent oscillation analysis by T2K [34].

(v) Six FSI parameters related to inelastic interactions,
pion absorption, production, and charge exchange
below and above 0.5 GeV.

C. Cross section extraction and error propagation

The result of the fit consists of the collection of
parameter values that minimize the —2log £ and their
corresponding postfit covariance matrix. To calculate the
NClz™ cross section, a thousand sets of correlated param-
eter values are sampled from the postfit distribution. The
expected signal events in every true bin for each parameter
set are used to calculate an ensemble of cross-section values
by means of

dz o; Ns1 gnal

— i , 4
dpdcost &®NEY  Ax; “)

nucleons

where the index i refers to the bin number, o denotes the
cross section, N*2" are the number of expected signal
events for the parameter set under consideration, ¢ is the
efficiency calculated from the ratio of weighted preselec-
tion and postselection true signal events, @ is the total
neutrino and antineutrino flux across all flavors, adjusted
by postfit flux parameters, Ax is the bin area, and

NEY ons = 4.977 x 10%° is the number of nucleons in

the FGDI1 fiducial volume, with a corresponding uncer-
tainty of 0.67% included in the calculation.

V. MEASUREMENT VALIDATIONS

A. Model variations

To validate the measurement robustness to plausible
model variations, the signal cross section is extracted in
controlled conditions. Each test consists of performing the
measurement for a known modified event rate prediction,
commonly referred to as fake data (FD), allowing one to
quantify its bias under known input conditions. The list
of FD studies, labeled with unique IDs, is presented in
Table III. The results are as follows:

(i) Biases of at most 5% of the uncertainty are observed
when performing normalization shifts for the most
important backgrounds for the analyses, including
variations of OOFV, CClz, y, CC, NCX7°, CCQE,
CCOz, NCE, NC-other and NClz with protons
above 200 MeV/c, corresponding to IDs 0-8.
Particularly relevant is the result of increasing the
weight of NClz" background events with protons,
which supports the signal definition choice earlier
described in Sec. III C. The applied Np increase (x5)
corresponds to the prediction difference between
NEUT and GENIE for NClz " events with protons
regardless of their momentum. It is worth noting
that an analogous test with an alternative signal

TABLE III. Summary of fake data studies results. All expect-
ations use Monte Carlo simulations normalized to the data POT.
The “Ratio” column shows the ratio of the integrated cross
section from each study to that obtained from an Asimov fit using
nominal NEUT event rates. The postfit y> corresponds to Eq. (2)
at the best-fit point.

ID Description Ratio Post-Fit y?
0 OOFV x13 1.00 +£0.22 1.0
1 CClzx0.8 1.00 + 0.22 0.1
2 p,CCx12 1.0 £0.22 0.9
3 NCXz%x1.2 1.01 £0.22 0.1
4 CCQEx1.3 0.99 +0.21 0.2
5 CCOzx1.2 1.00 £0.22 0.7
6 NCEx13 1.00 £0.22 0.4
7  NC-other x1.3 0.99 +0.22 0.0
8 NClzt+Np x5 1.01 £0.22 0.4
9 cosf <03x0.5 1.02 +0.22 1.4
10 p <0.3 MeV/c) x0.5 1.02 +£0.22 0.7
11 BGK VA5, s <250x 1.2 1.01 £0.22 1.4
12 BGK VAas > 250 x 1.2 0.99 +0.21 0.2
13 Low Q> x0.8 0.99 £0.21 0.7
14 Low Q7 pre-fit 0A2020 [34]  0.99 +£0.22 1.9
15 Low Q7 post-fit OA2020 [34] 1.00 £ 0.22 0.2
16  signal x 0.8 1.00 +£0.24 0.0
17  signal x 1.2 1.00 + 0.20 0.0
18 GENIE 2.8.0 1.03 £0.21 11.6
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definition including exclusively protonless NC1z*
events yielded a bias of approximately 30% of the
measurement uncertainty, demonstrating the impor-
tance of an adequate signal definition.

(i1) Scaling tests to check the impact of a varied
normalization for the events out of the Rol
(cos@,+ >0.5and 0.2 < p,~ < 1.0 GeV/c), where
we do not report the measurement due to low
selection purity and efficiency, translate into biases
of about 10% of the magnitude of the assessed
uncertainty, and are associated to IDs 9 and 10.

(iii) Variations of background events with low
(VAs5,5 <250) and high (VAs.s > 250) vertex
activity, corresponding to IDs 11 and 12, yield
biases of about 5% of the magnitude of the un-
certainty. The VAs,s > variable denotes the
summed light yield in a 5 x 5 volume of FGD1 bars
around the reconstructed vertex, and therefore this
test checks for the impact of mismodeling in the
predictions of low-momentum hadrons.

(iv) A rescaling of the CCQE events based on their true
Q? value was done in three ways to check the impact
of Q%-dependent mismodeling hinted by several
experiments: (1) an overall normalization of all
events with low Q2 i.e., all those events below
0.25 GeV?/c?; (2) a parametric modification of
those Q? events using five normalization parameters
for Q?€10,0.25] GeV?/c? taken in steps of
0.05 GeV?/c?, and with values corresponding to
the prefit and (3) postfit values for those model
parameters used in the oscillation analysis of T2K in
Ref. [34]. In all cases observed biases are about 5%
of the measurement uncertainty. These tests have
associated IDs 13-15.

(v) Positive and negative normalization shifts of the
signal cross section, corresponding to IDs 16 and 17,
lead to negligible biases, confirming the adequate
fitter behavior to capture signal variations.

(vi) A fitto the GENIE prediction scaled to the data POT,
shown in Figs. 6 and 7. GENIE event rates differ
significantly with NEUT in most of its background
predictions, presented in Table I. An extracted cross
section bias of about 15% of the measurement
uncertainty is observed. This test is the only one
using statistically independent samples, therefore
resulting in larger postfit y>. The postfit ¥> can be
subdivided into yZ, = 10.2 and y% = 1.4. This
value, as expected, is much lower than the number of
degrees of freedom in the fit, since GENIE event
rates are scaled to data POT but have a much smaller
statistical uncertainty due to an order of magnitude
larger POT in the GENIE simulation than in data.

While Table III summarizes the results in terms of

the integrated cross-section values, we also looked for
indications of bias in differential bins for each study.

The observed biases in all cases are a small fraction of the
measurement uncertainty supporting the flexibility of the
fitted model and the adequacy of the size of the prior
uncertainties.

B. Coverage

The coverage for the measurement was studied by
performing fits to an ensemble of varied model predictions
(Toys) consisting of simultaneous random statistical and
systematic variations of the prediction in accordance with
the prefit uncertainties. Statistical (systematic) variations
used a Poisson (Gaussian) distribution.

In Fig. 9 the extracted double-differential cross section
from a single fit to the nominal model predictions, the so-
called Asimov fit [48], is compared to the distribution
of extracted cross sections for an ensemble of 550 toys.
Good agreement is observed both for the means and the
error bars for all cross section bins, supporting their
Gaussian interpretation.

Figure 10 illustrates the distribution of the postfit y> for
all toys, in good agreement with the theoretical expectation
of a y? distribution with 72 degrees of freedom, corre-
sponding to 85 bins in reconstructed kinematic space minus
13 free unconstrained parameters.

VI. CROSS SECTION RESULT

Data unbinding was performed in a two-stage process.
Firstly, the prefit event rate in the sidebands was checked to
be in qualitative agreement with data and a fit to the
sidebands using nominal predictions for the signal sample
was performed. No nuisance parameters (detector, flux, or
cross-section) were observed to be in significant tension
with their nominal values. Secondly, the signal sample was
also unblinded, leading to the final data fit and result that

«10—40 Asimov 4 Toys
Py 6 cosf < 0.8 0.8 <cosf <09 | 0.9<cosf <1.0
=
>
3
=2 4
cE
<
g
L

[\
L

++++-}— +++ o

2 3 4 5 6 7 8 9 10
2D Bin Index

Ao
dp-dcosf

FIG. 9. Comparison of the differential cross section bin means
and errors calculated from the postfit Hessian matrix of a single
Asimov fit to the nominal model, and the observed standard
deviation in every bin in an ensemble of 550 toys with simulta-
neous statistical and systematic variations according to the prior
uncertainties.
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FIG. 10. Observed postfit y?> distribution in 550 toy fits
compared to the theoretical y> expectation for the 85-13 degrees
of freedom in the fit.

we report next. The data fit has a —2log £ = 86.8, divided
in —2log Ly, = 75.9 and —2log Ly, = 10.9. The asso-
ciated p value is 0.11, supporting a statistically reasonable
goodness of fit. The largest contribution to —2log L is
the statistical term, which is in a similar level of agreement
in the signal sample and the sidebands. In particular,
the statistical y?/nbins in the signal, EPID, AddTrk, and
TPID samples correspond to: 23.2/33, 25.9/23, 3.8/6,
and 22.9/23.

The measurement of the NC1z™+ double-differential cross
section without measured protons above 200 MeV/c is
presented in Fig. 11. Bins 5, 6, 8, and 9, covering the
kinematic region with highest purity and signal abundance
all prefer a higher signal cross section than in NEUT.

The flux-averaged integrated cross section for the signal,
presented in Fig. 12, in the Rol is,

o= (6.07 £1.22) x 107! cm?/nucleon.

The result translates into a central value for the cross
section 35% larger than the one expected by NEUT,
corresponding to a 1.3¢ pull.

Additional robustness tests on the final result are
provided in Appendix A.

'-}' Data

0.8 < cosf <0.9

NEUT 5.4.0

x10~40
6 0.9 <cosf < 1.0

cosf < 0.8

)

cm?
nucleon-GeV/c
S

(
_+_

d’c
dp-dcosf

11

2 3 4 5 6 7 8 9 10
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FIG. 11. Differential cross section from NEUT v5.4.0 com-
pared to the measured differential data result.

x10~40
104 T2K Flux HH Data NEUT 5.4.0
08
g
i I
L5 061
s l
0.4+
0.2 T T T T
0.0 0.5 1.0 1.5 2.0 2.5
E, (GeV)
FIG. 12. Integrated cross section from NEUT v5.4.0 compared

to the measured integrated data result. The x-axis error bar covers
one standard deviation of the T2K neutrino flux around its mean
energy of 0.70 GeV.

VII. CONCLUSIONS

T2K has identified the largest sample of data associated
to NClz™" interactions, and used it to perform the first
differential cross-section measurement of this process. The
unique design of T2K’s near detector ND280, utilizing a
0.2 T magnetic field and diverse subdetector technologies,
has proved essential in realizing this study. ND280’s
magnet and the TPCs were crucial to separate y~ from
7t and to precisely measure the track kinematics. FGDI
distinguished forward- from backward-going single z*-
like tracks, while the ECal separated y™ from z™. Thanks to
these combined performances and the large amount of data
collected by ND280, the signal selection criteria presented
in this article were capable of identifying over two hundred
expected signal events. In the Rol of the signal sample, an
efficiency of about 30% and a purity of 50% was achieved.

The dominant background in this analysis, 7, CC
interactions, stems from the © contamination when running
in v-beam mode. Therefore, while a similar measurement of
the NC1z~ cross section could be attempted with ND280 in
the future using v-beam mode data, the relatively higher
contamination of v would result, in principle, in substan-
tially lower signal purity for the selected signal sample.
Nevertheless, the success in isolating a high-purity sample
of wrong-sign 7, CC events presented in this article
motivates further exploration on the ability of T2K to
measure NC1z~ interactions.

The signal cross section was extracted using an unregu-
larized binned likelihood fit following the same method
utilized in other recent T2K cross section measurements.
Validations specific to this analysis have been performed
using sets of test fake data with controlled variations to
quantify the measurement bias. In all cases a small or
negligible bias was observed supporting the robustness of
the cross section extraction method. Additional studies
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support the Gaussian interpretation of the measurement
uncertainties.

Each bin of the differential measurement contained
approximately ten signal events, significantly contributing
to the reported differential cross-section measurement
uncertainties. This highlights the importance of pursuing
future measurements of this channel with increased data.

The extracted double-differential cross section shows a
weak preference for larger values than NEUT, particularly
in regions with a very forward-going z. The flux-averaged
integrated cross section is 35% larger than NEUT, corre-
sponding to a 1.3¢ pull.

The measurement results have an associated data release
that can be found in Ref. [49].
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APPENDIX A: ADDITIONAL
ROBUSTNESS TESTS

We show in Fig. 13 the observed variations in the final
cross-section results when using alternative cross-section
model parameters during the unfolding. The alternative
tests are as follows:

(1) Disabled: We switch off completely the cross-

section model parameters. Namely, we only use
detector and flux parameters during unfolding.

e NEUT 5.4.0
w1040 ™= Disabled A
cosf < 0.8

No OOFV
i Data Result
0.9 < cos < 1.0

Norm-Only
No Low-Q?
0.8 < cos < 0.9

)

cm?
nucleon-GeV /¢
P
% :
4

3 |
! Tl F7
N;gf'?z*':-_.}"{ J 'J ) ’—-L‘-<
"cz o~ }:.T*_{ ol
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)
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L ]
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FIG. 13. Differentiable cross section for NEUT 5.4.0 and the
data result, as well as the data results for alternative cross-section
model parametrization choices.
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(2) Norm-Only: All shape parameters (MSE, 2p2h TABLE V. (Continued)
shape, MRES 5 and IRFS, and FSI parameters)

are switched off. Min Max Min p Max p
(3) Low-Q?: All the low-Q? normalization parameters Index cos 0 cos 0 (MeV/c) MeV/c)
are switched off. 8 0.7 0.8 200 300
(4) No OOFV: All the OOFV normalization parameters 9 0.7 0.8 300 400
are switched off. 10 0.7 0.8 400 600
Even in the most extreme case, where the cross-section 1 0.8 0.9 200 300
model is fully disabled, the alternative result is well within }5 82 gg 288 ggg
one sigma of the reported cross-section result for each 14 0.8 0'9 500 600
dlfferentla} t?ln. In all cases the pu.ll between the NEUT 15 0.8 0.9 600 800
5.4.0 prediction and the final result is much larger than the 16 0.8 0.9 300 1000
observed variations for the alternative cross-section mod- 17 0.8 0.9 1000 1500
els, supporting the robustness of the result. Furthermore, 18 0.8 0.9 1500 30000
fits where certain subsets of cross-section models are 19 0.9 1 200 300
disabled (Norm-Only, Low-Q?, No OOFV), which directly ~ 20 0.9 1 300 400
affect the most abundant categories of selected events in the 21 0.9 1 400 500
signal sample and the sidebands, lead to minimal changes %g (O)g } 288 gg(())
in the reported result. v 0.9 ) 700 850
25 0.9 1 850 1000
APPENDIX B: BINNING 26 09 1 1000 1200
27 0.9 1 1200 1500
TABLE IV. Binning in true kinematic space. Bins 0, 1, 11, and 28 09 1 1500 1700
12 cover the kinematics space out of the region of interest. 29 0.9 1 1700 2000
30 0.9 1 2000 2400
Min Max Min p Max p 31 0.9 1 2400 3200
Index cosf cos (MeV/c) MeV/c) 32 0.9 1 3200 30000
0 -1 0.5 0 30000
1 0.5 1 0 200
) 05 07 200 600 TABLE VI. Binning in reconstructed kinematic space for the
3 0.7 0.8 200 600  EPID sample.
5 08 09 200 W0 e Mmoo Meo Minp o My
6 08 0.9 400 600 naex COS CoS (&) C (&) C
7 0.8 0.9 600 1000 33 -1.0 0.5 0 30000
8 0.9 1.0 200 400 34 0.5 1.0 0 300
9 0.9 1.0 400 600 35 0.5 0.7 300 600
10 0.9 1.0 600 1000 36 0.5 0.7 600 30000
11 0.5 0.9 1000 30000 37 0.7 0.8 300 600
12 0.9 1.0 1000 30000 38 0.7 0.8 600 800
39 0.7 0.8 800 30000
40 0.8 0.9 300 500
41 0.8 0.9 500 600
TABLE V. Binning in reconstructed kinematic space for the 42 0.8 0.9 600 800
signal sample. 43 0.8 0.9 800 1000
. ) 44 0.8 0.9 1000 1300
Min Max Min p Maxp 45 0.8 0.9 1300 30000
Index cos 0 cos MeV/c) (MeV/c¢) 46 0.9 1 300 500
0 -1.0 0.5 0 30000 47 0.9 1 500 600
1 0.5 0.8 0 200 48 0.9 1 600 700
2 0.8 1.0 0 200 49 0.9 1 700 800
3 0.5 0.6 200 600 50 0.9 1 800 1100
4 0.6 0.7 200 350 51 0.9 1 1100 1500
5 0.6 0.7 350 600 52 0.9 1 1500 2000
6 0.5 0.8 600 1000 53 0.9 1 2000 2500
7 0.5 0.8 1000 30000 54 0.9 1 2500 3500
55 0.9 1 3500 30000

(Table continued)
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TABLE VII. Binning in reconstructed kinematic space for the
AddTrk sample.

Min Max Min p Max p
Index cos @ cos MeV/c) (MeV/c¢)
56 -1.0 0.6 200 30000
57 0.6 0.8 200 30000
58 -1 1.0 0 200
59 0.8 1.0 200 600
60 0.8 1.0 600 1500
61 0.8 1.0 1500 30000
TABLE VIII. Binning in reconstructed kinematic space for the

TPID sample.

Min Max Min p Max p
Index cos 0 cos 6 MeV/c) MeV/c)
62 -1.0 0.6 0 30000
63 0.6 1 0 400
64 0.6 0.7 400 800
65 0.6 0.7 800 30000

TABLE VIII. (Continued)

Min Max Min p Max p
Index cos 0 cos MeV/c) (MeV/c)
66 0.7 0.8 400 600
67 0.7 0.8 600 800
68 0.7 0.8 800 1300
69 0.8 0.9 400 500
70 0.8 0.9 500 600
71 0.8 0.9 600 700
72 0.8 0.9 700 800
73 0.8 0.9 800 1000
74 0.8 0.9 1000 1300
75 0.7 0.9 1300 30000
76 0.9 1 400 500
77 0.9 1 500 600
78 0.9 1 600 700
79 0.9 1 700 800
80 0.9 1 800 900
81 0.9 1 900 1000
82 0.9 1 1000 1200
83 0.9 1 1200 1500
84 0.9 1 1500 30000

(Table continued)
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