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Abstract
Large Language Models (LLMs) are increasingly used to replicate
human decision-making in subjective tasks. In this work, we investi-
gate whether LLMs can effectively impersonate real crowd workers
when evaluating political misinformation statements. We assess (i)
the agreement between LLM-generated assessments and human
judgments and (ii) whether impersonation skews LLM assessments,
impacting accuracy. Using publicly available misinformation assess-
ment datasets, we prompt LLMs to impersonate real crowd workers
based on their demographic profiles and evaluate them under the
same statements. Through comparative analysis, we measure agree-
ment rates and discrepancies in classification patterns.

Our findings suggest that while some LLMs align moderately
with crowd assessments, their impersonation ability remains in-
consistent. Impersonation does not uniformly improve accuracy
and often reinforces systematic biases, highlighting limitations in
replicating human judgment.

CCS Concepts
• Computing methodologies→ Natural language generation;
• Information systems → Crowdsourcing.
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1 Introduction
The remarkable capabilities of LLMs [44] have sparked interest in
their potential to replicate human decision-making processes [38].
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A particularly promising application is their ability to impersonate
human annotators in subjective tasks. Prior work studies LLMs’
ability to impersonate individuals’ assessments based on provided
demographic and ideological information and suggests that LLMs
can impersonate specific individuals [3, 5, 11, 15]. However, the
extent to which LLMs can faithfully replicate human judgments re-
mains an open question in many domains, particularly in politically
sensitive domains such as misinformation assessment.

Crowdsourcing has proven to be a reliable method for perform-
ing misinformation detection, providing accurate and robust labels
across diverse tasks [1, 19, 29]. A key strength of the crowd lies in its
heterogeneity, which allows for the so called “wisdom of the crowd”
[14]: crowd workers bring different backgrounds, biases, and per-
spectives to the task, resulting in a distribution of judgments rather
than a single ground truth [33]. This diversity is not a weakness,
but a feature, as it reflects the complex nature of truth perception in
sociopolitical contexts and multiple works showed that aggregated
crowd values are more effective than single judgements [14].

Given this, the potential of LLMs to impersonate crowd workers
offers two main advantages. First, if LLMs can match the overall
effectiveness of the crowd in assessing veracity, they could poten-
tially serve as scalable and cost-efficient replacements. Second, and
more importantly, if LLMs can successfully emulate a range of in-
dividual crowd workers, including their biases and variability in
judgment, we could leverage them to reproduce the same diversity
observed in human annotation. This would allow us to conduct
experiments that are both faster and cheaper, while still preserving
the richness of crowd-based studies. Ultimately, our work aims to
assess whether LLMs can align with crowd assessments in both
outcome and variability, thereby enabling their use as proxies in
the analysis of polarized domains like political misinformation.

To address this, our study examines the effectiveness of LLMs
in impersonating crowd workers when judging the veracity of
political statements. Building on prior work in crowdsourced fact-
checking [19, 29], we prompt LLMswith demographic data collected
from real crowd workers and instruct them to assess the same
political statements previously evaluated by the crowd. This setup
allows for a systematic analysis of whether LLMs align with human
judgments and to what extent they reproduce patterns of crowd
assessments—including potential biases and disagreements across
different personas.
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Furthermore, we investigate whether the act of impersonation
introduces systematic shifts in LLM assessments. Given that LLMs
are prompted to impersonate crowd workers, their internal reason-
ing and output may be subject to deviations from the assessment
provided without any impersonation. Understanding these shifts
is crucial for assessing the impact of LLM-based impersonation on
downstream tasks.

Specifically, we focus on the following Research Questions (RQs):
RQ1 How much agreement is observed between LLM-generated

assessments and the judgments of the crowd workers they
are trying to impersonate?

RQ2 Does impersonation skew or shift LLM assessments, and
what is the effect on accuracy scores?

Our results found that some LLMs show higher agreement with
crowd assessments, but fail to capture the diversity of human judg-
ments. In fact, some LLMs tend to provide the same assessments
regardless of being instructed to impersonate crowd workers, sug-
gesting limitations in their ability to reproduce individual annotator
variability. We released all the data and code used to reproduce our
experiments1.

The remainder of this paper is structured as follows. We first
provide the related work of instructing personas in LLMs and using
LLMs formisinformation detection in Section 2. In Section 3, we first
introduce three crowdsourced datasets used in this study. We also
introduce the six LLMs tested and the strategies employed to design
the prompts, together with the measurements used to capture the
accuracy and bias of the model impersonation. The results with
detailed discussions are reported in Section 4. Conclusion and future
work are provided in the last section.

2 Background and Related Work
We summarize the literature on instructing personas in LLMs and
using LLMs for misinformation detection.

2.1 Personas and LLMs
Researchers have been experimenting with the use of LLMs to
impersonate human with different personas through carefully en-
gineered prompts. The personas used to prompt LLMs typically
encompass a set of traits such as personality characteristics [4, 5, 17,
22, 25, 40], behaviors such as lifestyle [32], habits [11, 34, 40, 42, 47],
perspectives such as political views [2], and demographic attributes
such as educational background, occupation, and income level
[2, 8, 11, 22]. Conditioning LLMswith personas has showed promise
in a variety of use cases, such as diversifying outputs [11], introduc-
ing a consistent style for specific tasks [31, 34, 40], and minimizing
model hallucinations. However, few studies investigated the ability
of LLMs to accurately replicate specific set of personas. For instance,
Argyle et al. [2] found that LLMs exhibit high accuracy in predicting
U.S. presidential voting preferences of various demographic groups
using survey data. Wang et al. [40] demonstrate LLMs can effec-
tively impersonate role-play characters, with human participants
confirming that the LLMs generated text aligned with the intended
personality traits. Our work contributes to this line of research
by detailing the effectiveness of LLMs when impersonating crowd

1https://osf.io/es6um/

workers in misinformation assessment, using three distinct datasets
collected from crowd workers.

2.2 LLMs and misinformation assessment
LLMs have been used in misinformation assessment [7, 9, 22, 27,
36, 46] by performing fact-checking, retrieving evidence to support
the assessment, simulate the propagation of fake news, and gener-
ating explanations in a narrative style to facilitate understanding.
Research in this area has focused primarily on two key goals. One
is to improve the ability of LLMs to provide accurate assessments,
enabling a cost-effective and reliable way of detecting misinfor-
mation [10, 20, 26, 36]. The other is to engineer LLMs to produce
human-like reactions, offering insights into how the general popu-
lation perceives the world and understanding human biases [11]
and simulate the propagation of misinformation [22]. Recent work
such as DELL [37] and GenFEND [24] leverage LLMs to generate
diverse user reactions, or comments based on abstract user profiles,
with the goal of enhancing detection performance and simulating
user feedback where it is unavailable. Our work contributes to this
area of research not only by evaluating the accuracy of LLMs in
misinformation detection when impersonating human annotators,
but also by examining how their assessments shift compared to
those without impersonation and in relation to human judgments.

3 Methodology
In this section, we first introduce three openly available crowd-
sourced datasets used in this study. These datasets contain crowd-
workers’ judgment of political statements and demographic data to
build persona profiles. We also introduce the six LLMs tested and
provide a detailed description of the strategies used to design the
prompts. The multiple prompts used in this study are available in
the supplementary material. The measurements used to capture
the accuracy and bias of the model impersonation are presented in
the end.

3.1 Data
We rely on three crowdsourced datasets derived from PolitiFact2
[39], collected in similar settings across different years. Each dataset
includes demographic information from U.S.-based crowd workers,
allowing us to replicate worker assessments and directly compare
results across datasets.

Each dataset contains 120 statements fact-checked by PolitiFact,
labeled with a six-level ordinal scale as ground truth: Pants on
Fire, False, Mostly False, Half True, Mostly True, and True. Some
examples of statements can be seen in Table 1. Each statement is
independently evaluated by 10workers, resulting in 1,200 individual
truthfulness judgments per dataset. Workers are each assigned six
statements, one per ground truth level.

In particular, the dataset used in IPM, introduced by La Barbera
et al. [19], consists of 1,200 judgments collected using the six-level
scale. The SIGIR_6 and SIGIR_100 datasets, both from Roitero et al.
[29], include judgments made using a six-level and a hundred-
level (0–100) scale, respectively. Roitero et al. [29] also collected an
additional set of 1,200 judgments using a three-level scale, which
we exclude due to the ambiguity of its middle category.
2https://www.politifact.com/
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Table 1: Sample of PolitiFact statements.

Speaker Party Date Statement Ground Truth

Ted Nugent Republican June 14, 2022 Three mass shootings were meant to distract from Hillary
Clinton controversies.

Pants on Fire

Charlie Crist Democrat July 17, 2022 The average cost for health insurance in Florida went from
about 600 a month for an individual to about 150 a month.

False

Doug Holder Republican July 13, 2022 Nearly 25 percent of all automobile accidents are caused
by texting while driving.

Mostly False

Joni Ernst Democrat May 28, 2022 3 million per day in your tax dollars are being spent to
guard unused border wall materials.

Half True

Mike Gallagher Republican April 12, 2022 Inflation has gone up every month of the Biden presidency
and just hit another 40 year high.

Mostly True

Levar Stoney Democrat June 16, 2022 In Virginia, Black people are eight times (8X) more likely
than white people to die of gun homicide.

True

To enable comparison, we binarize both crowd and ground truth
labels: for the six-level scale, we group True, Mostly True, and Half
True as True; Mostly False, False, and Pants on Fire as False. This
binarization preserves the ordinal nature of the scale and reflects
common practice. For the hundred-levels scale, we use 50 as the
threshold: judgments higher or equal than 50 are True, while the
ones lower to 50 are False.

In addition to the truthfulness labels, we use worker-provided
demographic data to build persona profiles. Each persona represents
one worker and includes its own political ideology, party affiliation,
age, education, income, environmental views, and opinions on U.S.
border policies. The full dataset includes 600 unique personas, 200
per dataset.

3.2 Large Language Models
We evaluate the effectiveness of several LLMs in impersonating
crowd workers for fact-checking tasks, relying on models with
varying sizes and from different families. Specifically, we employ
Llama-3.1-8B-Instruct, Llama-3.1-70B-Instruct [13],Mistral-7B-v0.3-
Instruct, Mistral-Small-Instruct-2409 [16], Gemma-3-4b-it [35] and
Qwen2.5-32B-Instruct [28]. For each model and dataset, we build a
persona for each worker using collected demographic data. Then,
we present the LLM with the same 6 statements assessed by that
worker, instructing it to evaluate the truthfulness of the statements
while impersonating the worker.

To investigate how the specific formulation of this instruction
impacts the LLM’s impersonation performance, we design and test
multiple distinct prompting strategies. These range from a base-
line "Naive" approach, which simply instructs the model to act as
the described person, to more complex framings. All prompts re-
quire the LLM to output a JSON object containing a truthfulness
label and a textual explanation justifying the assessment from the
assigned persona’s perspective. The prompting techniques vary
significantly in their approaches. One group focuses on simulating
the internal cognitive process behind the judgment (Internal Mono-
logue), explicitly asking the LLM to generate the internal reasoning
leading to the conclusion [43]. Another set of prompts emphasize
adopting a specific viewpoint or mental framework. This group
includes the "Perspective Taking" [41], "Cognitive Empathy" [21] and
"Decision Making" [23] prompts. Further strategies aim for a more

direct or personal identification with the persona. The "Immersive
First-Person" prompt use first-person language to encourage direct
embodiment of the identity [6], while the "Moral Dilemma" present
the task as a difficult decision influenced by the persona’s values
and background [30]. Finally, the "Contextual Persona" [48] and
"Think Aloud" [45] prompts contextualize the evaluation within a
simulated study setting. By employing this diverse set of prompts,
we aim to understand how variations in instruction influence the
LLM’s ability to replicate the nuanced and often biased judgments
of human crowd workers when assessing political information. All
the prompts are available in the supplementary material.

We test each prompt on all of the considered models for each
dataset and unique worker, thus collecting 162 sets of 1200 model-
generated truthfulness assessments that are directly comparable to
the annotations made by crowd workers.

3.3 Impersonation Accuracy and Bias
We measure the agreement between models and workers to de-
termine whether impersonation introduces systematic shifts. We
quantify agreement as the proportion of model-generated answers
that exactly match the corresponding worker’s six judgments. Addi-
tionally, we compute Krippendorff’s 𝛼 [18] separately for workers
and models to evaluate their internal agreement consistently as
done in crowdsourcing settings [19, 29].

Moreover, we define bias direction as the difference between
worker and model assessments. A positive bias indicates greater
leniency, classifying statements as more truthful, while a negative
bias suggests a tendency from the LLMs to provide more nega-
tive judgments as compared to the crowd. Bias manifests when
the model systematically deviates from the workers’ judgments,
either by assigning more extreme labels than the workers (amplify-
ing their stance) or by providing more moderate or less assertive
responses than the workers. Aggregating bias scores across work-
ers allows us to assess whether models consistently lean toward
leniency or strictness, revealing potential systematic distortions
caused by impersonation. We also measure the accuracy of both
LLMs and crowd workers on each dataset by aggregating the 10
judgments per statement using the mean [19, 46] to assess the
overall effectiveness of both groups. Complementary, we compute
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the accuracy for the base LLM models, without impersonation, to
measure any differences in effectiveness.

Finally, we define two measures: correctness and consistency.
Correctness is measured separately for assessments produced by
crowd workers and LLMs with impersonation, assessing whether
each group correctly classifies a statement based on their averaged
assessment compared to the ground truth. We first compute the av-
erage judgment across the 10 crowd workers for a statement. If the
averaged assessment aligns with the ground truth, the crowd is con-
sidered correct for that statement. The same process applies to LLMs
with impersonation. Consistency measures the variability within
the 10 assessments provided per statement, determining whether
workers or LLMs assigned identical ratings. Greater variability in
ratings indicates lower consistency, while repeated identical rat-
ings suggest higher consistency. For a given statement, if all 10
assessments are identical, we consider the assessments consistent;
otherwise, they are deemed inconsistent.

For the crowd low consistency scores are expected, as diverse
assessments is the underlying assumption of the “wisdom of the
crowd” [14]. On the contrary, high consistency in assessments
produced by LLMs with impersonation may indicate rigid decision-
making and artificial stability, failing to accurately replicate human
judgment patterns.

4 Results
4.1 RQ1: Do LLMs Accurately Impersonate

Crowd Worker Judgments?
4.1.1 Agreement. To answer RQ1, we first look at the agreement
between models and worker assessments. Our analysis found that
agreement varies significantly across models and datasets. We ana-
lyze worker–model agreement across all (model, prompt, dataset)
combinations, computing the mean and standard deviation of per-
worker agreement scores. The results show that certain prompts
tend to foster higher alignment between model responses and hu-
man judgments. For instance, with the prompt Internal Monologue,
models like Llama-3.1-70B and Mistral-Small achieved average
agreement scores of 0.62 and 0.63, respectively (standard devia-
tion ≈ 0.22), while Naive consistently produced high agreement
across models, with Llama-3.1-8B reaching 0.62 (std = 0.20) and
Mistral-Small reaching 0.60 (std = 0.21).

In contrast, prompts such as Cognitive Empathy and Contextual
Persona yielded lower agreement: Qwen2.5-32B scored 0.39 and 0.39
respectively (std ≈ 0.26), and Mistral-Small scored 0.40 and 0.39
(std ≈ 0.26), indicating greater ambiguity or disagreement among
annotators.

Model-wise, Llama-3.1-70B showed more stable performance,
with agreement scores consistently above 0.60 for easier prompts,
while smallermodels like Qwen2.5-32B andMistral-7B often dropped
below 0.45 for several prompts, suggesting a gap in interpretability
or alignment with human reasoning. Overall, these results highlight
the significant impact of both prompt framing and model scale on
alignment with human assessments.

To test for statistical significance on which model and prompt are
more effective, we applied Tukey’s HSD test to compare per-worker
agreement scores across all (model, prompt) pairs. Out of 1,431
pairwise comparisons, 836 (58.42%) were statistically significant at

𝑝 = 0.05, highlighting substantial variability across conditions. In-
terestingly, smaller models such as Qwen2.5-32B and Gemma-3-4b
accounted for the largest number of significant differences (164 and
162 respectively), outperforming other models in many compar-
isons. Prompts eliciting the most consistent differences included
Decision Making (149 significant wins), Cognitive Empathy (133),
and Contextual Persona (133), suggesting these scenarios provoke
stronger model-to-model disagreement or variability in human-
model alignment.

The highest differences in agreement scores (up to Δ = 0.2338)
consistently involved Mistral-Small under the Internal Monologue
prompt, which outperformed or underperformed significantly de-
pending on the comparison, indicating that this configuration yields
either very high or very low alignment depending on context. Over-
all, these results suggest that both prompt type and model archi-
tecture significantly impact the consistency of human agreement
with model-generated answers.

Next, we analyze the distribution of agreement scores between
LLMs and crowd workers, as shown in Figure 1. The figure presents
the relative frequency of agreement values, computed between im-
personated LLM outputs and individual crowd judgments, across
different prompt formulations (columns) and models (rows). Each
curve corresponds to a different dataset, enabling us to disentangle
model- and prompt-specific effects from dataset-specific trends. We
report the results for three models and six representative prompts,
selected to provide a more concise overview. The remaining combi-
nations were excluded for brevity, as they showed similar trends.

Across the plots, we observe that model behavior has a stronger
influence on the agreement distribution than the dataset content.
The distributions for each dataset tend to follow similar shapes
within the same model, suggesting that the way in which a model
is instructed (via prompts) and the model’s own architecture and
capabilities have a greater effect on alignment with the crowd than
the particular statements or domains used for evaluation.

Among the models, Llama-3.1-70B stands out as the most aligned
with human judgment. Its agreement distributions are consistently
peaked in the mid-to-high range (typically between 0.5 and 0.7),
especially under prompts like Internal Monologue, Perspective
Taking, and Contextual Persona. These sharp, concentrated peaks
suggest that Llama-3.1-70B not only matches the average crowd
judgment more frequently, but does so with low variance across
statements. Its scores are robust across datasets and appear rela-
tively insensitive to minor prompt variations, reflecting strong and
stable impersonation capabilities.

Qwen2.5-32B also exhibits strong alignment, although its agree-
ment patterns are more sensitive to prompt formulation. Under
prompts such asDecisionMaking andContextual Persona, Qwen2.5-
32B shows high concentrations in the 0.6–0.7 range, indicating
confident and consistent alignment with crowd workers. However,
for more open-ended prompts like Think Aloud, the agreement
distribution becomes flatter, revealing some instability. This sug-
gests that while Qwen2.5-32B is capable of high agreement, its
impersonation fidelity depends more heavily on the structure and
clarity of the prompt.

Mistral-7B shows the most uniform behavior across prompts
but also the most moderate alignment. Its distributions are broader
and centered around 0.4–0.6, indicating that it tends to mirror
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Figure 1: Distribution of agreement scores between a sample of models (rows) and crowd workers per prompt (columns).
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Figure 2: Bias direction for each model and dataset per prompt (columns).

the average crowd opinion without showing particularly strong
confidence. Unlike Qwen2.5-32B, its performance is less sensitive to
prompt type, but it rarely achieves the higher agreement rates seen
in Llama-3.1-70B. This balance suggests that Mistral-7B is more
general-purpose but less effective for high-fidelity impersonation
of individual human judgments.

The impact of prompt formulation is also clearly visible in the
plots. Prompts like Internal Monologue and Perspective Taking gen-
erally produce more peaked and consistent agreement distributions,
especially for the stronger models. These prompts appear to en-
courage more structured, cognitively coherent responses that better
align with how human annotators approach truthfulness tasks. Con-
versely, prompts such as Naive and Think Aloud often lead to flatter
or more dispersed distributions, particularly for Mistral-7B and
Qwen2.5-32B, indicating more variability and reduced alignment.

This demonstrates that the clarity and structure of the prompt are
essential in guiding LLMs toward human-like judgment patterns.

While dataset-specific patterns are present to some extent, they
are far less prominent than model and prompt effects. All three
datasets yield broadly similar agreement distributions when paired
with the same model and prompt, reinforcing the conclusion that
impersonation quality is primarily a function of model capacity and
task framing rather than statement content. We performed pairwise
statistical comparisons between all (model, prompt) combinations
by analyzing the corresponding agreement distributions pooled
over all datasets. For each pair, we applied theMann–Whitney U test
to determinewhether the agreement values differed significantly. To
account for multiple comparisons, we applied Bonferroni correction
with 𝑝 = 0.05. Out of 1,431 total comparisons, 859 (60.03%) were
found to be statistically significant after correction.
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To further understand the consistency of these impersonations,
we computed Krippendorff’s 𝛼 to assess consistency among model
answers across different crowd workers, and compared this to the
agreement among the crowd themselves. As shown in Table 2,
model impersonations under certain prompting strategies achieve
much higher agreement than that observed among crowd workers:
the average 𝛼 for the crowd is 0.135 (IPM), 0.092 (SIGIR_100), and
0.094 (SIGIR_6), indicating very low inter-rater reliability. In con-
trast, models prompted with strategies such as Perspective Taking
and Decision Making consistently reach 𝛼 > 0.9 across nearly all
models, demonstrating a high degree of behavioral stability. This
suggests that prompting can strongly constrain model behavior
across crowd-provided contexts, potentially exceeding the internal
consistency of human workers. On the other hand, prompts like
Cognitive Empathy lead to low (and sometimes negative) agreement,
especially for Qwen and Gemma, indicating that some strategies
introduce more variance in model outputs than others.

4.1.2 Bias Direction. Figure 2 presents the direction andmagnitude
of model bias across prompts (columns), datasets (colors), and mod-
els (rows). Each boxplot represents the distribution of bias scores for
a specific model-dataset combination under a given prompt. A bias
score of zero indicates that the model’s average judgment matches
that of the crowd workers. Positive scores indicate leniency, where
the model is more likely to label a statement as truthful than the av-
erage worker, while negative scores denote stricter evaluations. We
excluded the results for three prompts to enhance plot readability,
as they exhibited similar patterns to those reported.

Several patterns emerge from this plots. First, acrossmost prompts,
we see that the bias distributions are centered close to zero for many
models, with limited deviation in the median score. In particular,
Llama-3.1-70B, Qwen-32B, and Mistral-Small show relatively bal-
anced behavior, often producing judgments that, on average, closely
align with the crowd. This suggests that these models are generally
well-calibrated and capable of emulating crowd behavior without
introducing systematic skew in either direction.

However, variability across prompts and datasets reveals impor-
tant differences. For instance, the Naive and Think Aloud prompts
tend to produce more dispersed bias distributions, especially for
smaller models such as Llama-3.1-8B and Gemma-4B. This indicates
that when the instructions are under-specified or open-ended, mod-
els diverge more from crowd consensus, and do so inconsistently
across statements. In contrast, prompts like Internal Monologue,
Perspective Taking, and Contextual Persona produce tighter, more
symmetric distributions, suggesting that structured and introspec-
tive prompts improve model stability and alignment.

From a dataset perspective, SIGIR_6 (orange) consistently shows
narrower interquartile ranges compared to IPM and SIGIR_100,
especially for well-performing models. This may suggest that the
shorter and more controlled nature of SIGIR_6 statements yields
more predictable model behavior and closer alignment with crowd
judgments. Conversely, the broader ranges observed on IPM and
SIGIR_100 might reflect greater statement diversity or subjectivity
in the original crowd responses.

One of the more noticeable outliers is Mistral-7B, which shows
a slight tendency toward leniency across several prompts and
datasets, as its median bias values are often shifted above zero.

Meanwhile, Gemma-4B displays larger interquartile ranges and
higher variability across all prompts, indicating instability and in-
consistent alignment. This reinforces the importance of model scale
and architecture when attempting to simulate nuanced human
evaluation tasks.

Interestingly, Llama-3.1-70B, while not uniformly centered around
zero, maintains tight and symmetric distributions across most con-
ditions, reaffirming its robustness not only in agreement (as pre-
viously seen) but also in bias behavior. It is the only model that
consistently avoids extreme deviations across prompts and datasets.
Finally, to conclude our analysis, we conducted a pairwise statistical
comparisons of the bias scores across all (Model, Prompt) combi-
nations, pooling data from all datasets. After applying Bonferroni
correction with 𝑝 = 0.05, 72.40% of the comparisons were found to
be statistically significant, indicating substantial differences in bias
levels between many configurations.

Overall, these results indicate that while large LLMs can produce
judgments that are, on average, unbiased relative to the crowd, their
consistency is affected by prompt formulation, dataset characteris-
tics, and model capacity. Prompts that engage cognitive framing
and perspective-taking (e.g., Internal Monologue, Decision Making)
tend to elicit more balanced outputs. Dataset variability plays a
role as well, with more heterogeneous collections leading to wider
dispersion in model bias. These findings highlight that faithful
crowd impersonation is not only about matching central tendencies
but also about replicating the nuanced fluctuations and contextual
sensitivities that characterize human annotations.

4.2 RQ2: Does Impersonation Skew LLMs
Assessments and Affect Accuracy?

We now turn to RQ2. Table 3 reports the accuracy scores of both
crowd workers and LLMs across three datasets, IPM, SIGIR_6, and
SIGIR_100, under two settings: base (B), where models operate
without persona conditioning, and impersonation (P), where mod-
els are prompted to simulate individual crowd worker personas.
For impersonation, we report the mean and standard deviation of
accuracy across all personas used.

Starting with the crowd worker baselines, we observe that the
highest accuracy is achieved by the crowd on IPM (0.82), followed by
SIGIR_100 (0.68), and finally SIGIR_6 (0.62). These values reflect the
expected reliability of aggregated human judgments, particularly
for datasets with more diverse content such as IPM. None of the
LLMs in the impersonation condition manage to outperform the
crowd on any dataset, underscoring the difficulty of fully replicating
human-level accuracy through persona-based simulation.

Examining model effectiveness across conditions reveals a con-
sistent pattern: impersonation often results in lower accuracy com-
pared to the base setting. For instance, Llama-3.1-8B drops from
0.57 to an average of 0.53 on IPM, and from 0.58 to 0.52 on both
SIGIR_6 and SIGIR_100. Similarly, Llama-3.1-70B shows a substan-
tial decline on IPM, from 0.72 in the base setting to just 0.58 when
impersonating workers. On the remaining two datasets, it also de-
creases from 0.58 to 0.54, indicating that even the most capable
model in our pool does not benefit from persona conditioning in
terms of overall classification accuracy.
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Table 2: Average internal agreement Krippendorff’s 𝛼 per each model and prompting strategy, averaged across the three
datasets.

Prompt Gemma-4B Mistral-7B Llama-3.1-8B Mistral-Small-24B Qwen-32B Llama-3.1-70B

Internal Monologue 0.27 0.53 0.38 0.29 0.48 0.74
Perspective Taking 0.62 0.70 1.00 0.16 0.53 1.00
Cognitive Empathy 0.00 0.72 0.62 0.27 0.04 0.04
Decision Making 1.00 0.68 1.00 1.00 0.68 0.67
Contextual Persona 0.12 0.76 0.39 0.40 0.22 0.23
Moral Dilemma 0.64 0.81 0.46 0.50 0.74 0.62
Immersive 1st Person 1.00 0.63 0.46 0.51 0.57 0.39
Think Aloud 0.78 0.72 0.10 0.53 0.66 0.44
Naive 0.66 0.75 0.55 0.58 0.79 0.65

Table 3: Accuracy comparison between crowd workers and models. For each model, accuracy scores are reported for the base
model (B) and the model impersonating workers (P). For P, we report the average accuracy obtained across multiple prompting
strategies, along with the standard deviation.

Dataset Crowd Gemma-3-4B Mistral-7B Llama-3.1-8B Mistral-Small-24B Qwen-2.5-32B Llama-3.1-70B

B P B P B P B P B P B P

IPM 0.82 0.55 (0.53, 0.04) 0.54 (0.57, 0.05) 0.57 (0.53, 0.05) 0.62 (0.58, 0.09) 0.57 (0.55, 0.05) 0.72 (0.58, 0.11)
SIGIR_6 0.62 0.51 (0.52, 0.02) 0.53 (0.54, 0.04) 0.58 (0.52, 0.04) 0.64 (0.56, 0.07) 0.61 (0.53, 0.03) 0.58 (0.54, 0.07)
SIGIR_100 0.68 0.50 (0.51, 0.02) 0.53 (0.54, 0.04) 0.58 (0.52, 0.04) 0.63 (0.55, 0.06) 0.57 (0.54, 0.04) 0.58 (0.54, 0.06)

A similar downward trend is observed for Mistral-Small, which
in earlier versions of our experiments had shown promise under
impersonation. Here, its accuracy drops in all three datasets, most
notably from 0.64 to 0.56 on SIGIR_6. Mistral-7B shows marginal
change, with a small gain on IPM (from 0.54 to 0.57) but no mean-
ingful improvement elsewhere. Qwen and Gemma both follow the
same pattern, with impersonation leading to lower average scores
across the scores.

These findings challenge the assumption that simulating indi-
vidual human perspectives via persona conditioning necessarily
leads to better task performance. In our setting, impersonation
tends to introduce noise, perhaps due to the added complexity of
simulating diverse beliefs, backgrounds, or political stances. The
resulting predictions may become less calibrated and more variable,
contributing to a drop in accuracy.

An especially noteworthy finding comes from comparing SI-
GIR_6 and SIGIR_100. These datasets share the exact same set of
factual statements but differ in the persona profiles assigned to the
models. Despite this difference, the impersonation results for both
datasets are strikingly similar, not just in average accuracy but also
in standard deviation across prompts and models. This suggests
that the particular choice of persona, at least within the range of
those represented in our crowd worker data, has minimal effect on
the final model prediction. In other words, changing the persona
does not substantially alter the model’s truthfulness classification,
which raises important questions about how and when persona
conditioning meaningfully affects outputs.

Taken together, these results suggest that impersonation, while
an intriguing and increasingly popular technique for modeling

individual-level subjectivity, does not consistently enhance factual
accuracy in truthfulness assessment tasks. Instead, its effectiveness
appears highly dependent on both the underlying model archi-
tecture and the dataset characteristics. Moreover, the finding that
accuracy distributions remain stable even when persona profiles
change implies that persona conditioning may have a more modest
impact than previously assumed, at least when applied to tasks that
rely on factual correctness rather than subjective interpretation.
These insights raises question in adopting persona-based prompting
as a default strategy for improving alignment with human judg-
ments. While there may still be value in simulating demographic
or ideological diversity to understand biases or explore disagree-
ment patterns, our results show that such impersonation does not
straightforwardly translate into better performance on objective
truthfulness classification tasks.

We now examine the relationship between correctness and con-
sistency in the assessments produced by both crowd workers and
LLMs. Figure 3 presents a series of heatmaps, one for each model
and dataset combination. Each cell counts the number of statements
falling into one of four possible categories, defined by whether the
assessment is correct (x-axis) and consistent (y-axis). Rows corre-
spond to datasets, while columns correspond to annotators—starting
with the crowd and followed by each LLM. We report a subset of
LLMs because results for the others are very similar.

In the first column, representing crowd workers, we observe a
prominent cluster in the top-right quadrant: statements that are
both correct and inconsistent. This pattern reflects the natural vari-
ability of human annotation—crowd workers frequently arrive at
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Figure 3: Comparing correctness and consistency in state-
ment assessments produced by crowd workers and models.

correct conclusions, but their paths to these judgments vary sub-
stantially. This observation is consistent with prior work showing
that human evaluators bring diverse perspectives to subjective
tasks [12].

By contrast, the LLMs display markedly different consistency-
correctness dynamics. For instance, Llama-3.1-70B (last column)
tends to concentrate its predictions in the bottom-right quadrant, in-
dicating that its assessments are mostly correct and consistent. This
reflects a more stable and deterministic decision-making process
compared to human annotators. However, this same model—and
others like Llama-3.1-8B and Mistral-7B —also produce a sizable
portion of statements in the bottom-left quadrant, meaning that
their mistakes are made consistently. These systematic errors may
reflect biases introduced by impersonation or limitations in the
model’s reasoning capabilities.

Mistral-Small (third column) and Llama-3.1-8B on the IPMdataset
(fourth column, top row) exhibit a different failure mode. They show
elevated counts in the top-left quadrant, corresponding to assess-
ments that are incorrect and inconsistent. This suggests a lack of
both reliability and accuracy, as these models frequently disagree
with the ground truth and are unstable across prompts or persona
conditions.

Taken together, these results highlight a key contrast between
human and LLM behavior. While human crowd workers tend to be
correct but inconsistent, mirroring the subjective, context-sensitive
nature of truthfulness assessments, LLMs are often consistent, re-
gardless of whether their predictions are right or wrong. This pat-
tern implies that LLMs impose an artificial uniformity on their
assessments, a trait that diverges from how real humans behave
in such tasks. Effective impersonation, however, should not only
capture the average judgment but also the variability inherent in
human annotation. The failure to reflect this inconsistency sug-
gests that while LLMs can simulate correctness, they fall short of
mimicking the full spectrum of human reasoning patterns.

5 Conclusion and Future Work
In this work, we investigated whether LLMs can effectively imper-
sonate crowd workers in the context of political misinformation
assessment. Our study focused on two central research questions:
the extent to which LLMs align with human assessments (RQ1),
and the impact of impersonation on model performance (RQ2).

By simulating individual crowd worker personas across multiple
prompts, datasets, and models, we aimed to understand not just
whether LLMs can approximate human judgments, but whether
they can also reflect the variability and inconsistency that charac-
terize real-world annotation.

With respect toRQ1, our findings show that agreement between
LLM-generated and crowd-sourced truthfulness judgments varies
substantially across models and datasets. Among the models tested,
Llama-3.1-70B and Mistral-Small exhibit the highest overall agree-
ment with human annotators. However, closer inspection of the
agreement distributions reveals that LLMs tend to produce more
stable and narrowly peaked patterns compared to the broader, more
dispersed agreement curves observed among the crowd. This is
further supported by our analysis of internal consistency: while
crowd workers display low Krippendorff’s 𝛼 , reflecting their nat-
ural diversity of perspectives, LLMs exhibit much higher internal
agreement, indicating that their impersonations impose a kind of
artificial uniformity not present in actual human behavior.

Turning to RQ2, we observe that adopting personas does not
reliably lead to improved model accuracy. In many cases, persona-
conditioned models perform worse than their base counterparts,
particularly on datasets like IPM and SIGIR_100. Although some
moderate gains are observed in isolated cases, these are not con-
sistent across models or datasets. Moreover, the similarity in per-
formance between SIGIR_6 and SIGIR_100 —datasets sharing the
same statements but differing in persona profiles—suggests that
impersonation may have limited impact on actual assessment out-
comes.

These results collectively suggest that while LLMs are capable
of producing plausible impersonations of individual workers in
terms of style and structure, they fall short of replicating the more
nuanced dimensions of human annotation namely, inconsistency,
disagreement, and ambiguity. Impersonation, as currently imple-
mented through prompt conditioning, encourages the model to
behave in a more deterministic and rigid fashion, which may run
counter to the very qualities that make human annotation valuable,
especially in subjective or politically sensitive tasks.

Future work should focus on developing more expressive and
flexible impersonation strategies that better capture the subtleties of
human behavior. This could involve prompt designs that explicitly
model uncertainty or conflict, fine-tuning on real crowd-labeled
data to incorporate annotation noise and diversity, or leveraging
ensemble methods to simulate disagreement. In addition, extending
this line of research to other domains such as medical or legal
annotation and across different cultural or linguistic contexts would
provide deeper insights into the generalizability and robustness of
LLM-based impersonation.
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