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THE STRUCTURE OF END(T7,)

VICTORIA GOULD, AMBROISE GRAU, AND MARIANNE JOHNSON

ABSTRACT. The full transformation semigroups 7, where n € N, consisting of all maps
from a set of cardinality n to itself, are arguably the most important family of finite
semigroups. This article investigates the endomorphism monoid End(7,) of T,. The
determination of the elements of End(7,) is due Schein and Teclezghi. Surprisingly, the
algebraic structure of End(7,) has not been further explored. We describe Green’s rela-
tions and extended Green’s relations on End(7,), and the generalised regularity properties
of these monoids. In particular, we prove that # = £ C % =9 = ¢ (with equality if
and only if n = 1); the idempotents of End(7,,) form a band (which is equal to End(7) if
and only if n = 1) and also the regular elements of End(7,) form a subsemigroup (which
is equal to End(7,) if and only if n < 2). Further, the regular elements of End(7,) are
precisely the idempotents together with all endomorphisms of rank greater than 3. We
also provide a presentation for End(7,) with respect to a minimal generating set.

1. INTRODUCTION

The full transformation semigroup 7, on a finite set {1,...,n} is an important object in
algebra. It is therefore natural to study its endomorphism monoid End(7;). The elements
of End(7,) were described by Schein and Teclezghi [21], and we use this description as the
starting point for our investigation of the algebraic structure and properties of End(7y,).
Our initial task is to partition End(7,) in several ways, depending on the rank of an
element (the cardinality of its image) and type of an element (a quality of the image that
determines the behaviour of the element in products). This partitioning is then made use
of throughout the text.

One of the first questions to ask about a monoid S is whether it is regular, that is, for
any a € S there is a b € S such that a = aba. Regularity is intimately connected with
the position and nature of the idempotents in the monoid, where e € S is idempotent if
e = e2. We show that for n > 3 the monoid End(7,) is not regular. On the other hand
the set of idempotents of End(7,) is very special in that it is a band, that is, a semigroup
of idempotents. Moreover it is a special kind of band, namely a left reqular band.

We next investigate minimal generating sets of End(7,,), and provide a presentation for
End(7,) in terms of these generators.

A major tool used in understanding monoids is that of Green’s relations R ,%L, 5, %
and ¢, which measure mutual divisibility properties between elements by considering the
principal (one-sided) ideals that they generate. Specifically, for elements a,b of a monoid
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2 V. GOULD, A. GRAU, AND M. JOHNSON

S we have a@ b if and only if aS = bS; this is equivalent to a = bs and b = at for some
s,t € S. The relation &£ is defined dually, and ¢is defined by a ¢b if and only if Sa.S = SbS.
Finally, € = A NL =RNL and D =RVL =R oL with D = ¢ for a finite semigroup;
the latter two assertions are theorems - see, for example, [I1]. We characterise Green’s
relations on End(7,). In particular, we show that 6 = £ C % =% = ¢, and for n # 4
the relation &£ is trivial outside of the group of units. We then use the description of ¥ to
fully determine the ideals of End(7y,).

Green’s relations provide an alternative characterisation of regularity, specifically, a
monoid is regular if every %&-class (or, equivalently, every £-class) contains an idempo-
tent. We have commented that End(7,,) is not regular, however, we show that it satisfies
the weaker property of being left abundant, where a monoid is left abundant if every class of
the extended Green’s relation %&* contains an idempotent. This follows from the fact that
the relation & * on &, precisely captures the relation of having the same rank. We postpone
giving the definitions of the extended Green’s relations R *, £*, #*,%* and ¢* until later
in the text, but suffice to say here they are relations of mutual cancellativity. They first
arose in the work of Pastijn [19] and McAlister [I7]. As observed in [6], it follows from
[12] that a monoid is left abundant precisely when every monogenic right act is projective.
We determine the x-relations R*,L*, 7€*,9* and §* on End(7,), from which we observe
that End(7,) does not satisfy the dual property of being right abundant. To complete
the picture of the extended Green’s relations we consider the ~-relations %,<Z, #€,% and
¥ which extend the corresponding *-relations. They are formulated using idempotent left
identities: again, we postpone their definition until later. The ~-relations first appear in
[5] and have subsequently proved to be useful in a number of ways. For example, they
are inherent in the characterisation of left restriction semigroups [10] and in determining
varieties containing quasi-varieties of abundant semigroups.

The main focus of our work will be on the general behaviour of End(7,,) which emerges
for n > 5. The cases n < 4 exhibit several degenerate or exceptional behaviours: for
instance, it is immediate that End(77) = Aut(77) is the trivial group, and we will see that
End(74) is unique in that it contains endomorphisms of rank 7.

The structure of the paper is as follows. In Section [2] we remind the reader of the
description of the elements of &, from [21]. We prove several fundamental results concerning
the non-automorphisms in End(7,) and give the partitions promised above. Sections
consider the structure of End(7,,) for n > 5: in Section [3| we describe some properties of
the idempotents and determine the regular elements; in Section [4] we provide a minimal
generating set and describe a presentation for End(7,) in terms of these generators; in
Section [o| we give a description of Green’s relations and use this to determine the ideal
structure of End(7,); we consider the extended Green’s relations on End(7,) in Section
@ To complete the picture, in Section m we analyse the structure of End(7,) for n < 4.
Finally, in Section [§] we indicate how the ideas in this article could be developed and
extended.

Notation and conventions: Throughout the paper we write S, C 7, to denote the
symmetric group and A, C S, the alternating group, that is, the subgroup of S,, of all
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even permutations. By a slight abuse of notation, we suppress the dependence on n and
write simply id to denote the identity element of 7,,. For an element g € S,,, and s € T, we
denote by s9 the product g~ 'sg. For 1 <i # j < n we also write (i j) for the transposition
swapping ¢ and j in S,, and ¢; for the constant map with image ¢ in 7,. For n # 4,
the alternating group is the only non-trivial proper normal subgroup of S,, whilst for
n = 4 there is one additional normal subgroup K = {id, (12)(34),(13)(24),(14)(23)}. A
straightforward calculation reveals that for any ¢ € S there is a unique element of Kt
which fixes 4. To facilitate readability, we take the convention that elements of 7, will
be written using Roman letters, while endomorphisms of 7, will be written using Greek
letters. We will also use the short-hand notation &, = End(7,) and G,, = Aut(7,,) for the
endomorphism monoid and automorphism group of 7,. The identity element of &, (and
hence also G,,) is the trivial automorphism, which will be denoted by € (again, suppressing
the dependence on n where convenient).

We attempt to keep the exposition as self-contained as possible, but refer the reader to
[11] for further details of semigroup notions we employ.

2. SINGULAR ENDOMORPHISMS

In this section we record several useful properties of the endomorphisms in &, \ G,
of End(7,), which we refer to as singular endomorphisms. We begin by recalling the
characterisation of the semigroup endomorphisms of 7,, (that is, endomorphisms preserving
the binary operation, but not necessarily the identity) due to Schein and Teclezghi [21].

Theorem 2.1 ([2I]). Let g € S, and t,e € Ty, and define maps 1y and ¢y for any s € T,
by:
’ t ifseSy\ An,
sthg =9 and sdr. =< t? if s € Ay,
e ifs€Ty\Sn.
Then the automorphisms and endomorphisms of T, are described as follows.
(1) Gn =A{thg : g € Su}.
(2) For n # 4,
En=GnU{dre : t,e €Ty, t3=t, te = et = e* = ¢}.
(3) Forn =4
Es =01 U{pte:t,e €Ty, 3 =t, te:et:ezze}u{agzg€84},
where so = ¢4 if s € Ty \ Sy and so = ps if s € Sy, where ps denotes the unique
element in the coset of KCs which fixes 4, and for all s € Ty and all g € Sy so9 = (s0)9.

We remark that in the case n = 4 in Theorem 2.1]there is no bias towards 4; any apparent
bias is dealt with by the process of conjugation. Note also that o = ¢'d and ;g = €.

It is easy to see that for any g, h € S,, we have that ¥y, = 1gp,. Further if 14 = 1, then
an easy computation gives that for any i € {1,...,n} we have that ¢;y = c;¥0g = c;tn = cip,
so that ¢g = ih and, since ¢ was arbitrary, g = h. It follows that G, is isomorphic to the
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symmetric group S,. For a € &, we write im « to denote the image of «, and define the
rank of o to be the cardinality of im o. Clearly the image of each automorphism 1), is the
whole of T,, and hence has rank |7,| = n". The remaining endomorphisms, that is, the
singular endomorphisms, have rank strictly less than n™. From the above theorem the rank
of each singular endomorphism is either 1,2, 3, or 7. For, the image of each endomorphism
of the form ¢; . is the set {t, 2, e}, which can have up to three distinct elements. In the
case where n = 4 an easy computation gives that imo¥ = {t9 : t € Sy, 4t = 4} U {cqy}, has
precisely 7 elements.

2.1. Endomorphisms of rank at most 3. In order to encapsulate the conditions of the
elements ¢ and e so that ¢; . is an endomorphism, we let

Un:{tE%|t3:twithte:et:e2:eforsomeeeﬁl}.

We say that (t,e) form a permissible pair, if ¢, € E,, and we denote by P, the set of
all permissible pairs, that is,

P":{(tve)|t€Un,te:et:62:e}.

Before considering the endomorphisms in &, further, we give some important properties
of the sets U,, and P,.

Lemma 2.2. The set U, consists of all elements t = > satisfying kt = k for at least one
1 < k < n. Moreover, for t € U, the number of permissible pairs with first component
equal to t is

/]

Z <\i|>T|I|+|J|r

r=1

where J = {k : kt = k} and I is maximal such that t restricts to a fized point free
permutation on I U It.

Proof. Let t € U,. By definition we have t> = t. Note that if there exists e € 7,, such that
et = e, then then for all £ € {1,...,n} we must have ket = ke, giving that all elements in
the image of e are fixed by t. Conversely, suppose that t3 =t and kt = k. Then it is easy
to see that ¢t = tcp, = ¢, = cz, and hence t € U,.

Note that if ¢+ € 7T, satisfies 3 = ¢ then for all k € {1,...,n} there exist iy, j. such
that kt = j, kt?> = jit = i and kt® = iit = jit? = kt. If j, = k then also i, = k. It
fOHOWSthatJZ{k‘:’ik:jk:k},K:{k‘:k;ﬁjkzik},L:{k:kzz'k#jk}
and M = {k : k # ji # ix # k}, partition the domain {1,---,n} of t. It is clear from
these definitions that ¢ restricts to the identity on J, Kt C J and Mt C L. Moreover, L
is maximal such that ¢ restricts to a fixed-point free permutation of order 2 on L; let us
partition L = I U It.
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The general picture to have in mind is as follows. For each transformation t € T,
satisfying t3 = ¢, we may partition the domain of ¢ as:

{1,...,n} = JUKULUM where
Jo= {j:gt=jt*=j} jo
K = {k:kt="Fk?>#k} E—— kt D
LS
L = {l:1t#1t?=1} [ = [t2 It
~_
>
M = {m:m#mt#mt?#m} m — mt mt?
~— 7

Noting that | € L if and only if It € L, it is clear that L may be further partitioned into
two sets of equal size, I = {i1,...,is} and It = {iit,...,ist}. Thus we may write each ¢
such that ¢3 = ¢ in the form:

where here j, k and m denote arbitrary elements of the sets J, K and M respectively. We
claim that the elements e satisfying e = e = te = et are precisely those of the form:

€<] R N R AEE m)

TG Rt e g f e emitf )

where f is any function f : J U I — R fixing a non-empty subset R C J pointwise, and
f': TUIt — R is defined by i,tf" = i,f =i.f. (For example, given the transformation
} ; 3 le g), this description yields that e = } % ? le ?
idempotent satisfying te = et = e. Indeed, if ¢ fixes exactly one element then we have no
choice but to take R = J, and since this is a singleton set this leaves no choice for the
function f.)

Now to prove the claim. If ¢t € U,, then by the first paragraph of the proof we may
assume that |J| > 0. It is then straightforward to describe the elements e which satisfy
et = te = e = €. The condition that e is idempotent implies that e fixes each element
of its image. Further, if R is a subset of {1,...,n}, then there is a bijection between
functions f : {1,...,n} \ R — R and idempotents with image equal to R. Note that (as
observed above) the condition et = e implies that the image of e is contained in J. Let R
be a non-empty subset of J. We claim that every function f : (J\ R) UI — R extends
uniquely to the whole of {1,...,n} to give an idempotent e € T, with image R satisfying
the constraints et = te = e.

We have observed that every idempotent must fix its image. Thus, if e is to be an
idempotent with image R extending f, we have no choice on how e must act on JUI. Now
the condition te = e forces ke = kte forall k € {1,... ,n} = JUKUIUItUM. If ke K
then kt € J and ke = kte = (kt)f. If k € It, then kt € I and the condition e = te forces
ke = kte = (kt)f. If k € M then kt € I U It and hence either kt € I and ke = kte = (kt) f,
or kt € It. In the latter case, certainly kt?> € I, so that kt = kt3 = it for i, = kt?> € I,

t=1t3= is the unique
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and then ke = kte = ipf. Since the sets J U K U U ItU M partition the domain of ¢, this
shows that there is exactly one way to extend f to an idempotent e € 7T, with image R
satisfying et = te = e.

For a fixed ¢, the number of idempotents such that (t,e) € P, is therefore found by
summing the total number of functions f : (J\ R)UI — R as R ranges over non-empty
subsets of J. That is, for t € U,, with partition as given above we have that the number of

idempotents e satisfying (t,e) € P, is Zlﬁl (l;{‘)rm*"}'*’". g
We now gather together some routine but useful facts concerning the set P,.

Lemma 2.3. Let k€ N, t,e € T, and g € S,.

(1) If t is idempotent, then t € U, and (t,t) € P,.

(2) If (t,e) € P, witht®> = e, thent = e.

(3) We have t € S, N U, if and only if t> = id. Consequently, t € S, NU, is a
product of an odd number [resp. even number| no more than (n — 1)/2 of disjoint
transpositions if t € S, \ A, [resp. if t € Ay,J.

(4) We have (tg)k = t9 if and only if t* = t. Additionally, t9 = id if and only if t = id.

(5) If (t,e) € Py, then (t9,€9) € P,.

(6) If (t,e) € P, and e = id, then t = id.

(7) If (t,e) € P,, then t* is idempotent and (t2,¢e) € P,.

(8) If (t,e) € Py and g € S, then (to9,e09) € Py.

Proof. (1) Let t € T,, be an idempotent. Then clearly t3 = t = ¢2, and hence (¢,t) € P,.

(2) Let (t,e) € P, be such that t> = e. Then we immediately obtain that t = t3 = #t? =
te = e.

(3) If t € S, from t3 = t we get that t> = tt~! = id, while t ¢ S, directly implies that
t2 # id. The second part follows from the fact that a permutation of order 2 is a
product of disjoint transpositions, and that ¢ € U, must fix at least one element of
{1,...,n} by Lemma

(4) If t* = t, then we have that (t9)% = (¢~ 'tg)* = g~ 'tFg = g~ 'tg = t9. Conversely,
if (t9)% = t9, then we have g~'t*g = g~'tg which immediately gives us that t* = ¢.
Finally, g~ 'tg = t9 = id if and only if ¢t = gidg~' = id as required.

(5) Let (t,e) € P, and g € S,,. Since t* = t, by the previous argument, we get that
(t9)3 = t9. Also, t9¢9 = g~ lteg = g~ leg = €9 and similarly e9t9 = e9 = (e9)?, which
shows that (t9,e9) € P,.

(6) Let (t,e) € P, so that te = e. Then, if e = id we get that ¢t = tid = id, as required.

(7) Let (t,e) € P,. Then from t3 = t we directly obtain that (#?)? = t3t = ? and thus
t? is an idempotent and lies in U, by point Since te = et = e, we have that
t?e = t(te) = te = e, and similarly et? = e. Hence t?c = et?> = e = €2, which shows
that (t2,¢e) € P,.

(8) Let (t,e) € Py and g € S4. We first show that (to,ec) € P, and then apply (5)
(recalling the definition of 09) to obtain the full result. Notice that if t,e € T, \ Sy,
then to = eoc = ¢4, while if t = e = id, then to = eoc = id, which by part (1) shows
in both cases that (to,ec) € Py. Otherwise, t € S and e # id, and then toc = p;
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and ec = c4. Since o is an endomorphism, we get that (t0)® = t30 = to = p; = to.
Moreover, as p; € Sy fixes 4 by definition, it follows that picy = capr = c4 = 3 and we
thus have (to,eo) = (pt, ca) € Py. O

We now give some characteristics of the endomorphisms of 7, with rank at most three
that will play an important part in the discussions to come. Elements of the proofs of
the following two results given explicitly can be found scattered throughout the proof of
Theorem in [21]. They are only included here for convenience, and to prepare the
reader for similar arguments to come.

We refer in Corollary [2.4] to a semilattice ordering on idempotents, which we now explain.
For any semigroup S we order the idempotents £ = E(S) of S by e < fif ef = fe =e.
This is easily seen to be a partial order. If Y is a commutative subsemigroup of E, then we
refer to Y as a semilattice. The reason for employing this terminology being that the order
< restricted to Y is a semilattice ordering in the sense that for any e, f € Y the product
ef is the meet of e and f under the partial order.

Corollary 2.4. (1) An endomorphism o € &, has rank 1 if and only if & = ¢ for
some €2 = e € T,,. There is a one-to-one correspondence between the endomor-
phisms of rank 1 and the one-element subsemigroups of Tp,.

(2) An endomorphism o € &, has rank 2 if and only if & = ¢r for some (t,e) € P,
with t> =t # e. There is a one-to-one correspondence between the endomorphisms
of rank 2 and the two-element semilattices {t,e} C T, with e < t.

(8) An endomorphism o € &, has rank 3 if and only if & = ¢y for some (t,e) € P,
with t # t> # e. There is a one-to one correspondence between the endomorphisms
of rank 3 and the three-element subsemigroups of T, consisting of a two-element
subgroup {t,t2} having identity element t2, together with an adjoined zero e.

(4) The map ¢iia € En if and only if t = id.

(5) If ¢u,p € En for some u, f € Ty, then ¢y2 ¢, G5 and ¢y2 .2 are also in &,.

Proof. Let a € &, be an element of rank at most three. Thus a = ¢, for some (¢,e) € P,
and it follows from the definition of ¢; . that im ¢, = {t, 12, e}.

For part (1) it is clear that o has rank 1 if and only if ¢ = t?> = e. In this case, since e is
idempotent it is clear that the image of ¢, . is the trivial semigroup {e}. Conversely, for
each idempotent e there is a unique endomorphism ¢, . of rank 1 with image {e}.

For part (2), we note that it follows from Lemma part (2) that ¢;. having rank 2
is equivalent to the condition that t = 2 # e (we have seen in Lemma [2.3 part (2) above
that it is not possible to simultaneously have t # t> and t> = e, and since e is idempotent
it is also not possible to simultaneously have ¢t = e and 2 # t). In this case, the image of
bt is {e,t} and the relations e = e? = te = et and t = t? yield that this is a two element
semilattice with e < t. Conversely, for each pair of distinct comparable idempotents ¢, e
with ¢ > e there is a unique endomorphism ¢; . of rank 2 with image {t,e}. For part
(3), it is clear that ¢, has rank 3 if and only if ¢ # t? # e. In this case ¢;. has image
{e,t,t?} and using the fact that ¢? is idempotent and (¢2,¢) € P, by Lemma part
we obtain that {t, 2, e} is a subsemigroup of 7y, where the idempotent t> acts identically
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on the left and right of ¢, and the idempotent e acts as a left and right zero on all three
elements. Conversely, for each two-element subgroup {t,t?} where t? is idempotent, and
each idempotent e such that {t,t2 e} is a group with a zero e adjoined, we have a unique
endomorphism ¢ of rank 3 with image {t,t?,e}. This proves parts (1)—(3). To see that
(4) holds note that for the map ¢ iq to be in &,, we require (¢,id) € P,, which forces ¢ = id
by @ of Lemma and then ¢y iq = ¢iqia. Finally, for part (5), we know that ¢, ; € &,
if and only if (u, f) € P,. But then using parts and of Lemma we have that
u? and f are idempotents, and we therefore have that u?, f € U, as well as (u?, f) € P,.
Hence ¢,2 ¢, ¢, 5 and ¢,2 2 satisfy all conditions to be endomorphisms. (|

The next result is surprising in that singular elements of &, of rank no greater than 3
(so, all singular elements in the case n > 5) are entirely determined by their images. This
has significant consequences later when we consider Green’s relations.

Lemma 2.5. Let ¢p e, Gup € En. Then ¢pe = ¢y r if and only if im ¢y = im ¢y, ¢ if and
only ift =u and e = f. Further, if n =4 and g,h € Sy then o9 = o” if and only if g = h.

Proof. Suppose that im ¢;. = im ¢, s and consider the description of the images corre-
sponding to the possible ranks of these maps as given in Corollary Clearly if ¢ and
¢u, ¢ have rank 1, then t = e = u = f. Suppose that they have rank 2 so that im ¢; . = {t, e}
and im ¢, s = {u, f} where ¢, e, u and f are all idempotents. Then, since their images
are two element semilattices with e < t and f < u, we get that e = f and ¢t = u. Finally,
if ¢4 and ¢, ¢ have rank 3, then {t,tQ,e} = {u,uQ,f} where ¢t and u are the only non
idempotent elements, and e and f are the zeros, respectively, which together forces t = u
and e = f. In all cases, we have shown that if im ¢; . = im ¢,, y then £ = u and e = f, and
therefore ¢, = ¢, ¢. This finishes the argument for the first statement.

If 09 = o" in &, then by consideration of the images of these maps we find 4g = 4h
and t9 = t" for all t € Sy that fix 4. The action on the transpositions (12) and (13) forces
g = h. The converse direction is clear. U

We also describe below the explicit multiplication of elements in &, for n # 4 as this
will be a cornerstone of many later proofs.

Corollary 2.6. Let g,h € S,, and (t,e), (u, f) € P,. Then we have the following composi-
tions in Ey:
(1) Ygtbn = tgn;
(2) ¢g¢t,e = ¢t,e;’
(3) ¢t,e¢g - thg,eg 5 and
buy  ift €S, \ A, and e #id,
by ift e A, and e # id,
(1) breug = 050 Y #id,
drr  ifte€Tp\ Sy and e #id,
buz2  ift=e=id.

Proof. All of the products are straightforward computations using the definition in Theo-
rem we only detail that for (4). It is nonetheless worth noting that the map on the
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right-hand side of product (3) is well-defined and indeed belongs to &, by point of
Lemma 2.3
So consider (t,e), (u, f) € P, so that ¢, ¢y s € En, and let s € T,,. Then:

3¢t,e¢u,f = 752¢u,f if s € Ay,
eqﬁuJ if s E%\Sn
Recall from Lemma part @ that if e = id then we must also have t = id. Clearly, if
t = e = id, then we have that t¢, ; = t2d>u,f = eQy,; = idey, f = u? so that OtePu,f = Pu2 2
in this case. Thus in all remaining cases we may assume that e # id and hence e € T, \ S,.
If t € T, \ Sp, then t?,e € T, \ S,y so that tgy, f = 3¢y s = edy s = f. Therefore we get
that ¢yt r = ¢f 5 whenever t € T, \ Sp. If t € Sy, then t? = id by Lemma part
so that t2¢u7f = id¢y, 5 = u?. In the case where t € A,,, we get that

t(bu’f:u? ifSGSn\.An,
$Preuf = < idgy s =u? if s € Ay,
epur=f ifseTy\Sn

which shows that ¢t ¢y, ; = @2 r. Otherwise, t € S, \ A;,, and we obtain

tour=u ifseS,\ A,
5PtePu,f = { idepy, 5 = u? if s € A,
epus=f if s €T, \ Sy,
so that ¢; ey, r = ¢y, in that case. ]

Notice that for n # 4 the previous result encapsulates the multiplication table of £,. In
the next section we record the remaining products in the case n = 4.

2.2. Endomorphisms of rank 7 in End (7). Let D(4) = {09 : g € S4} denote the set
of all endomorphisms of rank 7 in £&. We recall from Theorem the definition of the
elements 9. We have that K = {id, (12)(34),(13)(24),(14)(23)} is a normal subgroup
of &4 and that each coset Ks contains a unique element that fixes 4, which we denote by

ps. Then
500 — pd  if s € Sy,
C4g ifseTy \ Sy.

Since Ks = Kp, it follows from the definition that for all s € Sy we have py09 = so9 = pJ.
Since each of the maps ¢9 is an endomorphism of 73 with the property that id is mapped
to id (as clearly id = pyq), it is also easy to see that p,s = (rs)o = rosoc = p,ps, and so
(ps)~! = ps—1. Morover, we note that {ps : s € S4} = {h € Sy : 4h = 4} and ho = h if and
only if 4h = 4. These facts will be used without further comment.

Lemma 2.7. The sets D(4) and &, \ D(4) are subsemigroups of E4. Moreover, we have
the following compositions in Ey:
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(1) 090" = gPsh;
(2) o9y = a9";
(3) who-g — O-phg;
(4) Ug¢t,e = ¢t,e;' and
(5) ¢t,eag = ¢t09,eog-

Proof. That &, \ D(4) is a subsemigroup follows from Corollary To see that D(4) is a
subsemigroup, consider o9, 0" € D(4). Using the fact that o is an endomorphism, for all
s € T4 we have:

woioh — (g7 psg)o if s € Sy _ h™Hpg-1pspg)h if s € Sy
C4gah ifSEﬁ\S;; C4h, ifSGﬁ\847
= sopgh,

where we use the fact that both ps and p, fix 4 and hence pso = ps and c4p, = cqp,n- This
shows that (1) holds, and hence that D(4) is a subsemigroup.

For all s € Ty it is clear that so9%, = h~'so9h = 509", and so (2) holds. Similarly,
using the fact that o is an endomorphism sy09 = (h~'sh)c9 = g_lpﬁlsaphg = soPhI as
given in (3).

For (4) note that for s € §4 we have that s € Ay if and only if p; € Ay. It follows that
so9 lies in Sy \ Ay (respectively, Ay, T4\ S4) if and only if s lies in Sy \ A4 (respectively,
Ay, Ty \ S4).

Finally, for all s € T4 we have

tod if s€Sy\ Ay
sprec? = 209 ifs€ Ay
edd if s €74\ Ss.

Notice that since 09 is an endomorphism, we have that t209 = (to9)%. The result then
follows from the fact that (to?,ec9) € Py by of Lemma O

2.3. A decomposition via rank and type. The monoid &, can be partitioned in a
convenient way by considering the following subsets of &, \ Gy:

Es(n) ={¢te € &t € Sy \ Ay, e #id},

An) = {pre € En:t € An,t #id # €},

B(n) = {¢re €Eni t € o\ Syt # 2 # e #id},
Ey(n) = {¢ide € En: e #1d},

C(n) = {¢re €En: t € T\ Syt =1 # e #id} and

Ei(n) = {dee € En}

For n = 4 we also define F7(4) = {09 : g € K} € D(4) = {09 : g € S4}. To reduce
notation, when it is clear from context we will suppress the dependence on n and write
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simply Fs3, A, B, F», C, 1, E7 and D. These subsets group together maps that share similar
properties, such as the idempotents of a given rank:

Lemma 2.8. For k =1,2,3,7 the set E}y consists of all the idempotents of rank k in &,.
The set of idempotents of £, is therefore

E(&,) = {eJUE;UE3UE,UE;  ifn=4,
" {edUEBsU By U By otherwise.

Proof. Clearly, the only idempotent element of G, is €. It follows from the multiplication
in Corollarythat a = ¢y € &, is idempotent if and only if either (i) ¢ is odd and e # id
(in which case a € F3), or (ii) t = t?> # e and t € S,, (in which case ¢t = id and o € E») or
(iii) t = e from the last two cases of 4) in Corollary (in which case « € Ey). For n =4
it follows from Lemma that 09 is idempotent if and only if p, = id or, in other words,
if and only if g € K. d

The remaining sets A, B, C (together with D \ E7 in the case n = 4) account for all the
non-idempotent singular maps; the reasoning behind this grouping shall be made apparent
shortly.

We remind the reader that a non-empty subset I of a semigroup S is an ideal (respec-
tively, a left or right ideal) if ST UIS C I (respectively, SI C I, or IS CI).

Lemma 2.9. The endomorphism monoid &, can be written as:

)G UDU(E3UB)U(E2UC)U (B \{¢idia} U{diaa}) ifn=4,
"GV (B3 UAUB)U (B, UC) U (B {¢iaia} U{diaia})  otherwise,

where subsets containing endomorphisms of the same rank are bracketed together. For
n > 2 this union is disjoint and the set £, \ Gy is an ideal of &,.

Proof. That &, is the union of the given sets follows from Theorem and Corollary
noting that the constraints of the given sets cover all eventualities and that the set A
is empty in the case of n = 4. The fact that the bracketed expressions are the sets of
endomorphisms of the same rank also follows from Corollary Each automorphism of
&p has rank n™ and hence the union is disjoint for n > 2. O

As we have seen in Corollary [2.6] there is an important distinction in the multiplicative
behaviour of elements ¢; . depending on where the element ¢ € 7, lies and whether e = id.
Since this will be of great importance to determine Green’s relations and the ideal structure
of &,, we define the type of an endomorphism 6 relative to the type of the underlying
transformations associated with 6.

Definition 2.10. We say that 6 € &, is of:
e group type if 6 € G,,;
e cxceptional type if n =4 and 6 € D(4);
e odd type if § € Es(n);
e cven type if 6 € A(n)U Es(n);
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e non-permutation type if 6 € B(n) U C(n) U (E1(n) \ {¢ia,id});

o trivial type if 0 = ¢iq iq-
Notice that the partition of &, given by Lemma [2.9]is therefore a partition into subsets of
elements having the same rank and type.

The notion of type is a good one since this characteristic of a map is stable under
multiplication by automorphisms.

Lemma 2.11. (1) For any ¢ € &, and Yy € G,, we have that
<Z5t,e, 1/Jg<25t,e = ¢t,e and <Z5t,e"¢g = <Z5t9,e9

have the same type.
(2) For any o™ € &4 and any 1, € G4 we have that

ol wgah = oPs"  and thg =l
have the same (exceptional) type.

(3) Let n # 4 and v € &,. For any ¢ € X where X is one of A, B or C, we have
drey € X if and only if v € Gy,.

Proof. The proof of (1) and (2) follow immediately from Corollary and Lemma
together with the observation that conjugation in &, preserves the parity of elements in S,
and the rank of all elements.

To show that (3) holds, it only remains to show the converse. Let ¢, be in A, so that
it is of even type and rank 3. By Corollary we have that for any ¢, ; we have that
Gt.ebu,f = ¢y2,r has rank at most 2, so cannot lie in A. Similarly, if ¢¢, is in B or C, so
that it has non-permutation type and is of rank 3 or 2, then ¢; ¢, ; = ¢y has rank 1, so
cannot lie in B or C. U

Definition 2.12. For a € &,, we define the orbit of o to be aG,. It is easy to see that all
elements of a given orbit have the same rank and (by Lemma the same type. In view of
the decomposition given in Lemma [2.9 we note that each of the sets G, E3, A, B, Es, C, Ey
(and D in the case n = 4) is a union of orbits. For ¢y, € X where X is one of A, B or
C, it will sometimes be convenient to write X;. to denote the orbit of ¢;., in order to
easily recall the rank and type of elements in this orbit without specific mention of the
corresponding properties of ¢ and e.

For all n > 5, being of the same type is equivalent to acting in the same way by
multiplication on the left on the singular part of &,.

Lemma 2.13. Letn > 5 and let o, 8 € £, \ Gn. Then « and ( are of the same type if and
only if ary = By for ally € &€, \ Gp.
Proof. Since «, 8,7 € &, \ Gn, only (4) in Corollary is relevant. It follows immediately

from the description of this multiplication that if o and 8 are of the same type, then

ay = By for all y € &€, \ G,.
Conversely, suppose a, 3 € &, \ G, are such that ay = By for all v € &, \ G,. If

Y = ¢uf € &, where u = (23) # id = u? # f = ¢; # u, then the maps ¢y, bu2 55 Bf.y
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and ¢,2 ,2 are all distinct. From this, it is clear that if a and 8 have different types, then
we fall into into a different case for the multiplication and therefore ay # (-, which gives
us the equivalence. O

Remark 2.14. The authors of [2I] gave explicit formulae to count the number of endomor-
phisms of each rank. Since G,, and §,, are isomorphic we have |G, | = n!. Meanwhile, it is
clear that for any e = €2 € £, we have that (e,e) € P, and if e # id then also (id,e) € P,.
Consequently, |E1(n)| = |Ea(n)| +1=[{e € Tn: €2 =¢}|. We shall not attempt to give
formulae for the cardinality of the remaining sets in our partition of &,, but it is useful to
note that for n > 5 each set in this partition is non-empty. We conclude this section by
recording examples to demonstrate this below; some of these examples will be utilised in
later proofs.

Ezxample 2.15. Let n > 5 and let t,u,p, q, e, f € T, be defined as follows:
L (123 4 i (12 3 4 iss (12 3 4 iss
—\1 3 2 i) P 21 4 i) T\ 555 i)

(12 3 4 iss (L2084 i) (123 4 i
114 oa) 970 3 2 i) P 11 o1 )
It is easy to verify that p,q € S, p € Ay, ¢ € Sp \ A, and t,u, e, f € T, \ S, are such that:

e cl=c#id# f = f%

o p’ =id=¢* pe =e=epand ¢f = f = fqso that (p,e), (q, f) € Pn;

o t3=tand te = e = et so that (¢,e) € P,.

e u?> =y and uf = f = fu so that (u, f) € P,.
It then follows that the maps ¢p ¢, ¢q,f, Pt.e, Gia,f and ¢, 5 are endomorphisms of 7,,. More-
over, it is clear from definition that ¢q ; € E3(n), ¢pe € A(n), ¢t € B(n), ¢ia,f € Ea(n),
bu,; € C(n), and ¢fr € E1\ {¢id,ia}-

Remark 2.16. We will make use of the preceding results repeatedly in the following sec-
tions where we describe the regular elements, minimal generating sets (and moreover, a
presentation), Green’s relations, ideal structure and extended Green’s relations for &,. In
order to state our results in their most general form, it will be convenient to assume that
n > 5; this, of course, bypasses the case when n = 4, where the structure of £, is more
complicated due to the additional maps of rank 7, as well as some degenerate behaviour for
n < 3 (where there are in some sense too few maps for the general behaviour to emerge).
We will return to these special cases in Section

NN
B W

W

3. IDEMPOTENTS AND REGULARITY

Throughout this section we assume that n > 5. In particular, this means that the set
En \ Gp, of singular endomorphisms is equal to the set of endomorphisms of rank at most
three:

&L\gn:{gbt,e:(t,e)GPn}:{qﬁt,e|t,eeﬁlwithti)’:tandte:et:eQ:e}.
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3.1. The left action of the endomorphism monoid on the singular part. For
(t,e) € P, the maps G2 ¢y Gee and ¢p2 42 are all closely related to the map ¢ .. Indeed
their images are all contained in that of ¢;. and by Corollary they are all in &,¢¢ .
Lemma [2.13] allows us to define a notation facilitating this identification.

Definition 3.1. Let o € €, \ G,. Then we define o™, o~ and a? as:

e o = ~a for any v € &, \ G, of even type;
e o~ =« for any v € &, \ G, of non-permutation type; and
e o' = $igiqa (that is, ya for v € &, \ G, of trivial type).

Additionally, for X C &, \ G, and 1 € {+, —, 0}, we define X to be the set {OKTZ o€ X}.

Remark 3.2. Under this definition, we can now see that if a € &, \ G, then ya €
{a,a™,a™,a"} for any v € &, and thus &, = {a,at,a,a’}. Additionally, if we
write v as ¢y ¢, then we have that

Q= Pre if v has group type or odd type,
_ at = ¢z if v has even type,
= a” = ¢ if v has non-permutation type,
¥ = ¢p242  if v has trivial type.

We now show how each of the sets involved in the decomposition of &, behave under

the operations mapping a to o™, a~ or a.

Lemma 3.3. Let o € €, \ G,,. Then
(1) 1 =rank(a’) = rank(a™) < rank(a™) < rank(a) < 3;
(2) a® = «a if and only if rank(a) < 2 if and only if a« € B2 UC U Ey;
(3) o~ = a if and only if o® = a if and only if rank(a) = 1 if and only if a € Ey;
(4) Ef UAT CEy=E;, BT CC=C", and E}f = Ey;
(5) EsUAUB UC™ CE; \ {¢id,id} =FE;, and By = Ey;
(6) BOUC® C Ey\{$iaia} = (B1\{¢ia1a})?, and A° = E9 = E9 = {¢sa1a} = {Piaia}’-
Consequently, we have (£, \ Gn)t = B2 UCUEy. and (£, \ Gn)™ = (£, \ Gn)? = E1.

Proof. Let o = ¢ ¢ € &, for some (t,e) € P,,. Throughout this proof, we use the description
of at, = and o given in Remark

Part (1) follows immediately from Remark For part (2), suppose first that a = a™,
which means that ¢;. = ¢y2 ., so that ¢ = t? and rank(a) < 2. If t € S,,, this forces t = id,
and thus o = ¢iq . € Eo. Otherwise, t € 7, \ S,, and either ¢ # e, which means that o € C,
ort = e and then o = ¢, € E1. Conversely, if o € Eo UC U Fy, then t = t2 from which
we have that « has rank at most 2 and a® = ¢z , = ¢rc = .

For part (3), if @ = o™, then we have that ¢; . = ¢ . which forces t = e, while if a = a?,
we require ¢ = ¢ ;2 which implies that ¢ = t2 = e. In both cases, this gives us that
a € FEy, that is, has rank 1. Conversely, if « € Fy, then t = t> = e and o~ = Gee = Q
while a¥ = ¢p2 2 = dee = .
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For part (4), notice that we have already seen that Ef = E», CT = C and Ef = Fy.
If « = ¢ € F3U A so that t € S, then a™ = ¢p2 o = Pide € E2. On the other hand, if
o = ¢ € B, we have that t? # e and then o™ = ¢p , € C.

Similarly, for part (5) if @« = ¢ € E3UAU BU E;UC then e # id and so o~ =
dee € E1\ {¢ida}, whilst for each idempotent e # id we have that bige = Pe,e and so
Ey = E1\ {¢idgia}- The remaining equality is given by part (3). Likewise, for part (6) if
o = qbt,e € BUCUE; \ {¢id,id} then 2 # id and so al = ¢t2,t2 €k \ {¢id,id}a whilst for
a = (Z)t,e € EFsUAUE> U {¢id,id} we have t? =id and so a® = ¢id,id' ]

The inclusions given in the previous lemma, as well as the representation of the action
of the maps a — o” for x € {+,—,0} can be seen in Figure alongside the depiction of
the f-order of the monoid &,. The latter will be given explicitly in Proposition

3.2. Idempotents and regular elements. The set of idempotents of &,, which we de-
note by E = E(&,), has very nice properties. In particular, F is a band. Before stating
Proposition [3.4, we give a little semigroup terminology and background. If we have a
semilattice Y, then a semigroup S decomposed into disjoint subsemigroups S;, ¢ € Y, is
a semilattice Y of the subsemigroups S; if S;S; C Sia; for all 4,5 € I. It is a fact (see,
for example, [11, Theorem 4.4.1]) that any band is a semilattice Y of rectangular bands
D;, i € I, where a band is rectangular if it satisfies the identity x = zyx. A right zero
(resp. left identity) for a semigroup S is an element e such that ae = e (resp. ea = a)
for all a € S. A semigroup consisting entirely of right zeroes (equivalently, entirely of left
identities) is called a right-zero semigroup; clearly any such semigroup is a band, in fact,
a special kind of rectangular band. In what follows, we use the term chain for a linearly
ordered set (which is, of course, a semilattice).

Proposition 3.4. (1) Each element of Es is a left identity of £, \ Gn.
(2) Each element of Ey is a right zero of &, \ Gp.
(3) The minimal ideal of &, is E1.
(4) The set of all singular idempotents Es U Eo U Ey forms a left ideal of &,.
(5) The set of all idempotents E = {e¢} U E3U Ea U Ej is a band, and forms a chain of
right-zero semigroups.

Proof. Throughout, we bear in mind that ¢ is the identity of the monoid &,.

The fact that elements of E3 are left identities for &£, \ G,, is immediate from Corollary
as is the fact that elements of Ej are right zeroes for &, \ G,. Consideration of ranks
immediately gives that E; is an ideal of &,. Since Ej is a right-zero semigroup it has no
proper ideals, hence is the minimal ideal of &,. This verifies (1)—(3).

For (4), let 8 = ¢ € E3U Ep U E. Using Remark and Corollary we know that
for any a € &, we have that

aﬁ € {675+7ﬂ_a60} = {¢t,€7¢t2,ea¢e,ea¢t2,t2}'

If 3 € E3UE; then t? = id; if 8 € Ey then t = 2 = e. It follows that a3 € E\{e} and hence
E3 U Es U Eq is a left ideal. Moreover, for «, 5 € Ey where k = 1,2, 3 it is straightforward
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to check that a8 = 8 and hence each of these sets forms a right-zero semigroup and indeed
E is a band. The only thing remaining to check to see that (5) holds is that EsFE3 C FEs,
and this is a now familiar calculation (also inherent in the above). O

We have shown that the idempotents of &, form a left reqular band, that is, a band that
satisfies the identity zyxr = yzx.

We now have all the tools necessary to describe the regular elements of &,. We recall at
this point our assumption that n > 5.

Proposition 3.5. The set of all reqular elements of &, is G, U E(E,). Furthermore, this
is a proper subsemigroup of E,. In particular, £, is not regular.

Proof. Clearly if o € &, is an automorphism or an idempotent, then it is a regular element.
The fact that G, U E(&,) forms a (proper) subsemigroup is immediate from Lemma
and Proposition (3.4

Conversely, let o € &, \ G, be a regular element of &, so that aya = o where v € &,,.
Suppose for contradiction that « is not idempotent (that is, « € AU B UC) then it follows
from Corollary part (2) that v € &, \ G,. Note that ary must be an idempotent left
identity for o and hence of the same rank as a. If a € AU B, then « has rank 3; but since
v € &, \ G, and « has even or non-permutation type, the rank of oy is no greater than 2,
contradicting that a~y has the same rank as «. Similarly, if a € C, then « has rank 2; but
since « has non-permutation type, the rank of ary is 1. The result follows. ]

Remark 3.6. We will see in Section [7| that the only values of n € N such that &, is regular
aren =1,2.

4. GENERATORS AND PRESENTATIONS

Throughout this section we assume that n > 5. We demonstrate a minimal set of
generators for &£, and, with respect to this set of generators, a presentation for &,. Recall
that for o € &,, the orbit of « is aG,. All elements of the same orbit have the same rank,
and so we shall speak of orbits of a given rank. We shall say that the orbit of « is essential
if o cannot be generated by elements of strictly greater rank.

Remark 4.1. Clearly the orbit of each rank 3 element, that is, each element in F5U AU B,
is essential. Meanwhile, there is a unique essential orbit of rank 1, namely the orbit of
¢id,id- Indeed, any ¢ ., where e # id may be decomposed as a product y¢iq . where v € B
and ¢iq. € E each have rank greater than 1, and so the orbit is not essential. The orbit

of ¢iqiq is simply {¢idia}-

Proposition 4.2. Let > C &,. Then X is a generating set for £, if and only if 3 contains
a generating set for the group G, together with at least one element of each essential orbit.
The minimal size of a generating set is therefore 3 + r3(n) + r2(n), where r3(n) denotes
the number of essential orbits (equivalently, orbits) of rank 3 in &, and ro(n) denotes the
number of essential orbits of rank 2 in &,.
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Proof. Suppose first that ¥ is a generating set. It follows immediately from the multiplica-
tion given in Corollary [2.6]that 3 must contain a generating set for G,,. Clearly G,, forms a
single essential orbit, and X contains at least one element of this orbit. By Remark we
have that {¢iqiq} is the unique essential orbit of rank 1, and since it is clear from Corollary
that ¢iqiq cannot be decomposed into a product of elements of &, \ {¢iqiq} it follows
that any generating set must contain ¢iq iq.

Assume that the rank of @ € &, is 2 or 3, and the orbit of « is essential. Since X
is a generating set we must have that a = 6y ---0,, for some m where 6; € >. Since «
is singular, it is clear that at least one of the generators 6; is singular. Moreover, since
elements of G, act as left identities on the singular elements, we may assume without loss
of generality that 6y,...,0; are all singular and 6;41,...,0,, € Gp. Let v = 601---6;_1 so
that v6; is in the orbit of v and in particular has the same rank as «. We aim to show that
the generator 6; is in the orbit of « too.

If o has rank 3, then it follows from the facts that 3 = |[ima| = |im~6§;| < |im§;| < 3
and im~#; C 6; that im v8; = im 6; and by Lemma we have v0; = 0.

Suppose now that o and hence v6; have rank 2. If 6; has rank 3 then as ~#; has rank 2
we must have that v6; = 7/6; for any representative 7/ of an essential orbit lying in A. But
this would contradict our assumption that the orbit of « is essential. Thus #; has rank 2
and as above we have ~0; = 0;.

Conversely, suppose that 3 is any set with the given properties. By Remark we
have that ¢iqiq € X. It is clear that we can generate all elements of G, (since we have
a generating set for this finite group), and hence also all elements of the essential orbits
(by definition). Since each rank 3 orbit is essential this shows that we may generate all
elements of rank at least 3, which in turn allows us to generate all elements of rank 2 (each
element in a non-essential orbit by definition being obtained as products of elements of
order greater than 2). Finally, for each idempotent e € 7, with e # id we have that ¢iq .
is an endomorphism of rank 2, and so for all v € B of rank 3 we have that y¢iqe = ¢e.e,
which shows that all elements of rank 1 can be generated.

Since G, is isomorphic to S, it is clear that a minimal generating set for G, has two
elements. Since all rank 3 orbits are essential, whilst ¢iqiaGn = {@id,ia} is the unique rank
1 essential orbit it then follows that a minimal generating set has 2 4+ r3(n) + ra2(n) + 1
elements. O

We now give a sketch of how one might enumerate a minimal generating set for &,.
Clearly this amounts to finding a formula for r2(n) and r3(n). Each singular element
corresponds to a pair (t,e) € P, and hence to a labelled coloured directed graph (one
colour denoting the action of ¢ and one of e), with specific properties. Hence, each orbit of
a singular element corresponds to an unlabelled coloured directed graph - and it must have
precisely the following properties:

e There are n unlabelled vertices.

e All edges are coloured either blue (corresponding to the action of ¢ and its conju-
gates) or red (corresponding to the action of e and its conjugates).

e There is exactly one red edge and exactly one blue edge leaving each vertex.
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e Looking only at the blue edges, recalling the constraint 3 = ¢ only, one can split
the graph into components of the following two forms:
— a vertex with a loop, possibly with edges coming into it and
— a two-cycle, possibly with edges coming in to the vertices.
e Looking now at the red edges, recalling the constraints te = e = et = €2, the red
edges map all vertices to a subset of the blue-loop-vertices in such a way that:
— there is a red-loop at each vertex in the subset and
— all vertices of a blue component are mapped by a red edge to the same red-
loop-vertex.

Counting the total number of orbits therefore amounts to counting the number of (non-
isomorphic) unlabelled coloured directed graphs of this kind. Rank 3 orbits correspond to
the graphs containing at least one two-cycle. Rank 2 orbits correspond to graphs where
there is no two-cycle but the red and blue edges do not completely coincide.

Having found minimal generating sets for &,, we now give a presentation using those
generators. First, we recall some details concerning presentations for monoids: we must
quotient free monoids by congruences.

Let X be an alphabet and denote by X* the free monoid on X. The elements of X*
are words over X, that is, finite products of elements of X, which may be referred to
as letters. We allow the empty product which we will denote by 1. Then X* becomes
a monoid under concatenation of words, with 1 being the identity. A congruence on X*
is an equivalence relation that is compatible with the binary operation: if p is such a
congruence then X*/p := {[w] : w € X*} becomes a monoid under [v][w] = [vw] with
identity [1]. If R C X* x X*, we denote by R* the congruence on X* generated by R, that
is, the smallest congruence on X* containing R. It is easy to see that R is the reflexive
transitive closure of the set {(zvy, zwy) : z,y € X*, (v,w) € R or (w,v) € R}. We say a
monoid S has monoid presentation (X : R) if S = X*/RF or, equivalently, if there is an
epimorphism 6 : X* — S with kernel R* = ker#. Here the congruence kerf is defined
by ker 6 := {(v,w) : v8 = wh}. If O is such an epimorphism, we say S has presentation
(X : R) with respect to 6. A relation (w1, ws) € R will usually be displayed as an equation:
w1 = wy.

Now let ITU X be a (minimal) generating set for &, consisting of a generating set II for
G, together with a set X containing exactly one element ¢;. of each remaining essential
orbit. We define

XH = {qg : ¢g € H} and XE = {pt,e : ¢t,e S Z}

We choose and fix a single element of Xy of odd (even, non-permutation, trivial) type and
denote it by p°@ (p®, p™P, p'") (supressing here the subscripts, and where p'” = piq;q4). Note
that, by definition, p°?0 € Es3 has rank 3. Since each rank 3 orbit is essential, it is clear
that we may also select p®” and p"? so that their images under 6 have rank 3. With abuse
of terminology, we may refer to p;. having (odd/even/non-permutation/trivial) type and
rank k (where k € {1,2,3}) if ¢¢ . does. It follows from Remark that p'" is the unique
generator of rank 1.
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Let X = XpU Xy and 0 : X* — &, be defined by
pt,eg = ¢t,e and QQG = ¢g'

Let Ry consist of any set of relations that yield (X7 : Ryy) is a presentation of the symmetric
group S,. We do not concern ourselves here with the ‘best’ form of Ry, as this is a
well-trodden route. We aim to describe a set of relations Rpyus; on X that, when taken
together with the relations Ry, yields a presentation for £,. In what follows, the underlying
assumptions are that ¢, varies over Xy and p; . varies over Xy. Define Fij(n) to be the
smallest number such that any element of S,, has a representation as a word of length
at most Fiy(n) in the generators Xy. Let Rpus consist of the following relations, where
m < FH (n)

(R‘l) qgPt,e = Dt,e

(R2) Ptedgy - - - 4gm = Pte where ¢t,e¢gl . 77/}gm = (Z)t,e

(R?’) Pty,e1Pta,ealgr - - - Agm = Pur,f1Pus, f2 where Cbtl,el ¢t2,62w91 o 'wgm = ¢u17f1 ¢U27f2 does
not belong to an essential orbit

(R4) pr.epu,f = Pv e'Pu,r Where py . and py o have the same type
(RS) POdPt,e = Pte

(R6) p’pte = pt,e where p; has rank 2

(R7) pwpevpt,e = pevpt,e

(R8) p"Pp“pre = p"Ppre, PP"PPre = P"Ppre and p"Pp"Ppy . = p"Ppy e
(Rg) pevptr — ptr’ pnpptr — tr and ptrptr — ptr

(R10) p'"p™p;. = p™Pp; e and pt’”p%f = p'" where pu,f has odd or even type.

We now let
R = R U Rous.

Theorem 4.3. The monoid &, has presentation (X : R) with respect to 0.

Proof. The morphism 6 takes X to a set of generators of &,, so is an epimorphism. Let us
denote R* by ~. Corollary gives that ~ C ker §; it remains to show the converse.

Lemma 4.4. Let w € X* and suppose that w contains at least one letter from Xx,. Then
W~ Ptedg **Qgm OT W ™~ Ptye1Pta,ealgr " Agm
for some pie, Pty o1y Pia,es € X5 and qq, -+ - qq,, € X1, for some m > 0.

Proof. By (R1) we have that w ~ pg, e, ... Pty g1 - * - dg, Where m > 0. Either k =1, so
that the first case holds. Otherwise, using (R4) and (R5) we have that pt, ¢, ... Prep ~
Pt pFIpy, e, where p € {p®,p™ p'"} for 1 < i < k — 1. Finally, (R7)-(R8) give that
the second case holds. O

Lemma 4.5. Let w € X* and suppose that w contains at least one letter from Xx.. Then
the orbit of wl is essential if and only if

W ~ Ptedgr *** Agm

for some p;. € Xx and qq, - - - qq,, € X11, for some m > 0.
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Proof. If w ~ pteqq, - - - qq,, then it is clear the orbit of w@ is essential. Conversely, suppose
that the orbit of wf is essential and the second case of Lemma (4.4 holds. Then w ~
Dt1,e1Pta,eaqhy -~ Ghy,- We proceed by examining the rank of wf to show that p, ¢, Dty en ~
pt,e for some p; .. Note that it follows from (R4) together with the fact that p°%0, pe0 and
p"PO are assumed to have rank 3 that we may assume without loss of generality that either
Dty.,0 has rank 3 or else pt, ¢, = p'".

If the rank of w is 3, then this forces ¢y, ., to be of odd type, and pi, ¢, Ptoe0 ~ Dig,en-

If the rank of w6 is 2, then either ¢y, ¢, is of odd type, and we proceed as above. Or,
®t,.e, is of even type and ¢y, ¢, has rank 2 or 3. If ¢y, ., has rank 2, then ¢, ¢, dty.c0 = Dto.e0
and also by (R4) and (R6) we have pi, ¢, Dty.es ~ Ptyeo.- Otherwise, ¢y, o, has rank 3, and
since by assumption ¢, ., has rank 3, this contradicts the fact that wé lies in an essential
orbit.

If wh has rank 1 we note that, since this orbit is assumed to be essential and by Remark
there is a unique essential orbit of rank 1, we must have wfl = ¢;iq;q. Our aim then
is to demonstrate that p¢, e, Diy,en ~ pi" = Pid,id- We shall consider all combinations of
types for elements py, ¢, and py, ¢,, showing that either py, ¢, pr, e, ~ P as required, or else
obtaining a contradiction to the fact the orbit of wé is essential of rank 1 (meaning that
such a product does not lie in the unique rank 1 essential orbit in the first place). If ¢, ¢,
is of odd type, then we proceed as in the previous cases. If ¢y, ., is of trivial type, then
Otr,e1Ptoeo = Pto,er a1d by (R) Dt 1 Dtaen ~ Proes- We therefore assume in what follows
that py, ¢, is not of odd type, and py, ¢, is not of trivial type. Notice in particular that this
means that p, ¢, has rank 2 or 3 (since the only essential orbit of rank 1 is the unique orbit
of trivial type) and eg is therefore not the identity element (since if ez = id we require that
t = id, and hence the element has rank 1). If ¢, ., is of even type then ¢y, ¢, ¢¢, ¢, has
rank 2, contradicting our assumption that w6 has rank 1. If ¢y, ¢, is of non-permutation
type, then ¢, ¢, @ry.co = Pesen 7 Pid,id, contradicting the fact the orbit of wé is essential.
Finally we are left with the case that ¢, ., has trivial type. Then if ¢y, ., has odd or even
type we find ¢t1,e1 ¢t2,62 = (bt%,t% - ¢id,id7 giving Pti1,e1Pta,ea ™~ Pid,id by (RlO), whilst if ¢t2,62
has non-permutation type we have ¢4, ¢, ¢ty.c, = ¢t§,t§ # ¢iq.ia contradicting that the orbit
of w# is essential. O

We proceed with the proof of Theorem Let wy,we € X™* and suppose that w10 =
walf = 7.

If the rank of v is n”, then all letters of w; and ws lie in X1 and w; ~ ws using the
relations in Ry.

Suppose now that the rank of v is no greater than 3, so that each of wy, wy has a letter
from Xs.

If wy ~ ptedg, - - Gg,, as in Lemma[4.4] then v lies in an essential orbit. Then Lemma[d.5|
gives that wo ~ py rqn, - - - qn, for some k > 0. Since we have chosen a unique generator
corresponding to each essential orbit, we must have that p; . = p,, . It immediately follows
that ¢rethg, - -y, = Oretn, - - ¥n,, giving that ¢pethg, ... wgml/}h;l ce ¢h;1 = ¢te. In
G, we have 9y, .. .wgmz/)h? e wh;1 = g, -.-q, where £ < nl, so that using Ry we have
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Agy -+ Agmpt -+ Gt ~ ddy - - G- Now

2

w1 pt?qul e qgm

~ DPtedg """ qgmqh? cee th—lth <o ghy

~  Pteldd; ---9d,Ghy - - - hy,

~  Ptedhy - Qhy, using (R2)
wa,

2

as required.

The case where v does not lie in an essential orbit yields that w1 ~ pt; e, Dtr,e00g1 =~ Agim
and wa ~ Duy, f1Pus,f20h1 ** * Qhy» Where ¢ o) Gty e, does not lie in an essential orbit. An
argument, similar to that displayed above, this time using (R3), gives that w; ~ wg and
finishes the proof. O

In Section [8] we pose some related questions concerning presentations for &, and other
related monoids and semigroups.

5. GREEN’S RELATIONS AND IDEAL STRUCTURE

Throughout this section we again assume that n > 5 so that the set &, \ G, of singular
endomorphisms is equal to the set of all endomorphisms of the form ¢; . each having rank
at most three. Here we turn our attention to Green’s relations &, £, 9, # and ¢. It is
well known that in a finite monoid, the %-class and the £-class of the identity coincide,
and are hence equal to the F#(-class of the identity, which is the group of invertible elements
(see for example [22 Corollary 1.5]). In the case of &, is is easy to see this directly, using
considerations of rank.

We first show that the £-classes of &, are singletons except for elements of G,, which
from the above form a single %£-class.

Proposition 5.1. Let o, € &,.

(1) If a € £, \ Gn then the principal left ideal generated by « is E,a = {a, o, a™,a’}.
(2) aL B if and only if ima = im S if and only if « = 5 or o, 5 € G,,.

Proof. (1) By Example we know that &, contains an element of each type, and so
Remark applies to give that the principal left ideal is indeed &, = {a, o™, a™, a"}.

(2) Clearly if @ = 8, then « £ 5. On the other hand, if o, 8 € G,, then as remarked
above a < 5.

Conversely, suppose that o £ 3, so that « = v8 and 8 = d« for some v, 6 € &,. It follows
that ima = im 3. Clearly if this image is the whole of 7,, then o, € G,. Otherwise
a, B € &\ Gy, so that a = ¢y and B = ¢, s for some (t,e), (u, f) € P, which gives us that
a = 8 by Lemma [2.5 O
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Remark 5.2. Recall that if X is one of A,B or C, then X is the union of orbits X; . where
(t,e) € P, is such that ¢, € X. Moreover, it is easy to see that

(Xm)Jr = {(¢t9,eg)+2 g€ Sn} = {¢(tg)27eg: g e Sn}
= {¢t2,e¢g‘ g e Sn} = ¢ Gn = ¢;regn,

and we simply write this set as X;’r .- Notice that Lemma gives C’t'f . € C whilst A;r L ZA
and Bt'f . < B.

Proposition shows that &£ that is surprisingly restrictive. However, the % -classes of
&, are much larger, as given by the following.

Proposition 5.3. Let a € &,. The principal right ideal of £, generated by o is equal to:

En if a € Gy,

En\ Gn if o € E3,

At7eUE2UCUE1 ifa:@’eeA,
ab, = E,UCUE; if a € Eo,

B U Ey if « = ¢y € B,

Cie U Ey if o = ¢p € C,or

LE1 if o € Ey.

Consequently, G, Fs3, Eo and E1 each consist of a single %R -class, whilst each remaining
R -class is the orbit of an element in A, B or C.

Proof. First note that if o € G, then o, = &, while if & = ¢ € &, \ Gpn, then by
Corollary and Remark we have that o, = {ppwes: g€ G U{H": v €&\ G}
where +* is one of v, v, 7, or 7%, depending on the type of a. For example, if a = ¢;, €
B, then a&, = ¢1Gn U{7 : 7€ &, \Gn} = Bt U {qﬁf,f: fP=fe 7;} = B U E;.
Similar reasoning demonstrates that the principal right ideal generated by « is as stated
in each of the remaining cases. The description of the % -classes is then immediate. O

Corollary 5.4. In &, we have that € =%£ C 9P = §=R.

Proof. From Propositions and one can directly see that £ C %, and therefore
=L NR =% while D =L oR =L VAR =%. Additionally, since &, is finite, we have
that 9 = ¢ (see [I1, Proposition IT 1.4]). O

Corollary determines the $-relation, and hence when two principal ideals coincide.
Nevertheless, it is worthwhile recording their form.
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Proposition 5.5. Let a € £,. Then the principal two-sided ideal generated by « is

(&, if a € Gy,

En\ On if « € E3,

A UEBRUCUE,  ifa=¢pe € A,
Ena&, =< EUCUE; if a € By,

B, UCp  UE, if o = ¢y € B,

Cte U Ey if o =¢re €C,

LE1 if a € FBy.

Proof. We have already given a description of the principal right ideals a&,, in Proposi-
tion It is clear that £,a&, = a&, for all « € G,,. Suppose then that o € &, \ G,. By
Corollary and Remark the description of the principal two-sided ideals &,a&, can
therefore be found by taking the closure of the principal right ideal «&,, under the operations
vt vy~ and v — 4°. By Lemma we note that each ideal a&, is closed under
the latter two operations, and if o € B then it is closed under all three operations, giving
Ena&n = ay. For = ¢ys s € By we note that ot = @9)2 co = (2y9.e0 € Cp2 . O

In our considerations of Green’s relations thus far, we have not mentioned that the
relations &£,% and ¥ are the equivalence relations associated with pre-orders <¢, <z and
<y, defined by inclusions of left, right and two-sided ideals, respectively.

As an immediate consequence of the description of all the principal ideals of &, we can
describe the $-order of elements in &, as follows:

Corollary 5.6. Let a, 3 € &,. Then B <g « if and only if one of the following holds:

(1) o € Gy;

(2) a € Es and 5 € &, \ Gn;

(3) a=¢t.€ A, and € Ay UE,UC U Ey;
(4) a € FEs and B € Es UC U By,

(5) a=¢te. € B and B € BroUCp UE;;
(6) oz:gi)t’e eC and g € Ct@UEl,' or

(7) o, B € By

Using this, we can now see the structure of the $-order of &, as laid out in Figure
where we have added how the maps « +— o* for z € {4, —,0} act on the different compo-
nents of &,,.

From the description of the principal ideals of &,, we can also give an explicit formu-
lation for each ideal of &,. In order to do so, we use the notation introduced in Defini-
tion Notice in particular that if Y is a union of orbits of elements of B, that is,
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gn wg: g € Sn,

| Es Gret 1€ S\ An, t £ 12 # ¢ #id]

te A,
t#t2#e#id

At,e

t € Tp\ Sns
t£t2£e#id

Did,id

ot 0
E Pee: €2 =¢

FIGURE 5.1. The $-order of &, for n > 5. Each rectangle represents a §
class, whilst the ovals represent the groupings of elements according to the
sets A, B, C. Black lines indicate the $-order, whilst directed lines indicate
the action of the maps a — a* for z € {+,—,0}.

Y = U¢t en PteGn = U¢t _ep Bt for some B’ C B, then

Y= U {(¢t9,69)+3 g€ Sn} = U {Qﬁt?,ewg: g€ Sn}

Ot,e€EB’ ot,e€B’
= U ¢t2,egn = U CtQ,e'
d)t,eEB, ¢t,e€B,

Thus, Y C C is again a union of orbits. Since each ideal is a union of principal ideals, we
can call upon Proposition to describe the ideals of &,, as follows.

Corollary 5.7. Any ideal of &, takes one of the following forms:

(1) &, (the only ideal containing automorphisms);

(2) En\ Gn (the only proper ideal containing elements of odd type);

(8) XUY UEsUCUE; (ideals containing elements of even type, but no elements of
odd type); or

(4) YUYt UZUE,; (ideals containing only elements of trivial or non-permutation

type),
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where the sets X, Y and Z are (possibly empty) unions of orbits taken from sets A, B and
C respectively.

Remark 5.8. We note that it follows from the multiplication given in Corollary [2.6] that
every singular element squares to an idempotent, and so &, \ G, satisfies the identity z* =
x2. Moreover, it is easy to see that in &, \ G, regular %-classes are aperiodic subsemigroups
(that is, the subgroups are trivial) and in &, the regular 9%-classes are subsemigroups.
Another way of saying this is that &, \ G, belongs to the pseudovariety DA and &, to the
pseudovariety DS (see [20]). Since 7, does not belong to DS or DA, this gives one way to
see that 7, does not embed in &, or &, \ G,, (although one can also show this more directly).
Conversely, &, does not embed in 7,: this can be seen by a quick counting argument, since
for example the number of idempotents in &, is equal to 1+|E3|+ |Ea|+|E1| which exceeds
the total number of idempotents |Eq| in 7.

6. EXTENDED GREEN’S RELATIONS AND GENERALISED REGULARITY PROPERTIES

We assume once more that n > 5 so that, as shown in Proposition the monoid &, is
not regular. In order to better understand the structure of these endomorphism monoids,
we turn to the extended Green’s relations. We now recall their precise definitions. The
original sources for the *-case is [7] and for the ~-case [5] (see also [14]).

aR*f — ('ya =dasyB=08 Vv,0 € En),
ol — (a'y =ad & fy=B6 Vv,0€ En),
a@ﬂ @(na:a@nﬁzﬁ Vn:nQGSR),
a.@ﬁ <:>(a77:a<:>ﬂ17:ﬁ Vn:772€5n),
HO = LEAR = LT ORY, H=LANR=LNR,
P = LV R, P =LVR,
a$*B = J' (o) =J*(B), and
o Jp = J(a)=J(B),
where J*(a) [resp. j~(a)] is the smallest ideal containing o that is saturated by £* and
GR* [resp. by £ andQ‘Z].

Before proceeding, we make some additional remarks. These relations come with the
appropriate generalisation of the inclusions # C R,%£ C 9 C ¢. As for Green’s relations,

R*,L*, $7, @,gi and j are the equivalence relations associated with certain preorders; we
do not comment further on these. It is easily seen that B CR* C R and £ C L* C L.
For any regular semigroup S we have B = R* =R and £ = £* = £. In fact, if a and

b are any regular elements of a semigroup S and a% b, then with a = axa we have that
ax = (ax)?, so that b = axb; together with the converse we obtain a% b. A dual statement

holds for & and £. The converse is not true, as may be seen by (in an extreme case)
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considering a cancellative monoid that is not a group. This gives a hint at the idea that for
non-regular semigroups, decomposing them using *-classes or ~-classes may be useful. It is
also worth remarking that, in general, £* and &* do not commute, so that @* # £L* o R*;
a similar statement holds for &£ and .

Before describing these reNlations on &,, notice from the above that G, is contained in an
F€*-class and hence in an #C-class.

Lemma 6.1. The group G, is an R*-class and an R -class of En.

Proof. Since G, lies in an % *-class, and that ®* C 972, it only remains to show that if

B ¢ Gy, then f is not R-related to . But this is clear since B = ¢ for any odd ¢y e, but
certainly € # ¢ ce. O

For the description of the other % *-classes we can show, using the type of maps in &,\G,,
that it is sufficient to consider idempotents acting on the left in order to characterise the
relation &* for elements in &, \ G,.

Lemma 6.2. For any o, B € E,, aR* 5 is equivalent to
na=Ca < nf = Vn,¢ e E(E).

Proof. Suppose first that a«%* 3. By definition we have that for all v,d € &, we have
vya = o if and only if v8 = §3. In particular, this statement holds for all idempotents
7,0 € &,. Conversely, suppose that for all n,{ € E(&,) we have na = (o <= nf = (L. If
a € G, then it is clear that this condition is satisfied only if 5 € G,, (to see this, consider
taking n = ¢, and ( = ¢y € E3: their left action will agree on the singular elements, but
will differ on the automorphisms), which by the previous result gives that a%* 8 in this
case. Suppose then that a,8 € &, \ Gn, and let 7,5 € &, be such that ya = da. Since
there is an idempotent of each type, it follows from Lemma that na = (o where 7 is
an idempotent of the same type as v and ( is an idempotent of the same type as §, and
hence v6 = nB = (B8 = 5. A dual argument shows that v = J5 implies ya = dar, and
hence a%R* . O

Since &* and % only depend on idempotents, we start by showing when a map admits
a left identity.

Lemma 6.3. Let o € &,. Then na = « for n € &, if and only if one of the following
holds:

(1) a has rank n™ and n = e (equivalently, o € G,,, and n = ¢);
(2) o has rank 3 and n has group or odd type (equivalently, o € E3 U AU B and

ne g, u Eg),'
(8) « has rank 2 and n has group, odd, or even type (equivalently, « € Ey U C and

neG,UEsUAUE,); or
(4) o has rank 1 and n € &, (equivalently, « € E1 andn € &,) .

In particular, if n is an idempotent then, na = a if and only if o <g 1.
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Proof. Tt is clear that ¢ is the only left identity for a € G,,. Assume now that « € &, \ Gy,.
By consideration of rank, we can immediately determine the idempotent left identities.
The result follows from Corollary [5.6] and Lemma [6.2 O

Furthermore, two idempotents n and ( satisfying na = (« for a given map « € &, must
lie above a in the ¢ order, or have the same type. This is formally given by the following.

Lemma 6.4. Let o = ¢y € E, \ Gn. Then na = Ca for some n,¢ € E(Ey,) if and only if
one of the following happens:

° agfn cmdozgj(; or

o 1 and C have the same type.

Proof. If n,¢ € E(E&,) are such that « <gnand a <g ¢, then na = a and (o = «a by
Lemma [6.3], which shows that na = (a. Similarly, if n and ¢ have the same type, then
na = Ca by Lemma [2.13] and the fact that ¢ is the only idempotent of group type.

For the converse, suppose that that na = (a. If a <g 7, then na = o by Lemma
Therefore (o = na = a so that a <y ¢, which corresponds to the first case. Thus, we
can now assume that o £¢ 7 and o £y ¢. In particular, this means that o ¢ E; and
so t # e and that n,{ € Ey U Fy. Assume that 7 is of even type and ( is of trivial or
non-permutation type, that is, n € Fo and ( € E;. Then na = (a gives

by = {¢t2,t2 if ¢ = ¢ia,ia;

®ee  Otherwise,

which shows in either case that t? = e, so that t = e by Lemmapart a contradiction.
A similar contradiction arises when considering 7 of trivial type and ¢ of non-permutation
type. Therefore n and ¢ must have the same type. O

We can now easily determine the %&* and % relations.

Proposition 6.5. Let o, 3 € &,. Then the following conditions are equivalent:
(1) aR* B;
(2) aR B;
(8) o and B are R-below the same idempotents;
(4) o and B are $-below the same idempotents;
(5) a and [ have the same rank.

Consequently, R =R* is a left congruence and the R*-classes of &, are G, EsUAUB,
Ey,uC and E;.

Proof. If (1) holds, then so also does (2), since Z* C %. In any semigroup S, if ea = a for
some e,a € S, then clearly a <g e. On the other hand, if a < f for some idempotent
f €8, then from a = fb for b € S we obtain fa = ffb = fb = a. Applying this to &,
gives that (2) and (3) are equivalent. Examination of Lemma now yields that (3),(4)
and (5) are equivalent.

It remains to show that if « % S then a%%* 8. Suppose therefore that « %% 8 and na = (a
where n, ¢ are idempotent. Using Lemma either &« <gn and a <4 ¢ so that the same
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is true for § and nB8 = B = (B; or n and ¢ have the same type, in which case certainly
nB = ¢B by Lemma Lemma, finishes the proof that a®* 3, that is, (1) holds.

That % is a left congruence then follows from the fact that in any semigroup S the relation
R* is a left congruence. By point (5) the congruence classes are as given. O

We now turn our attention toward the relations £* and ip

Proposition 6.6. The £-classes of £, are &, \ (E3U EyU Ey) and all the singletons {n}
where n = n? # ¢.

Proof. In order to show that a £ 8 for some «, 8 € &,, we need to show that they have the
same idempotents as right identities.

If a € G, then clearly an = « if and only if n = €.

If o € Aand n = ¢, 5 € E(E,), then by Lemmawe have that an = n* # «, since n*
has rank at most 2. Thus the only idempotent right identity for o is . A similar argument
shows that ¢ is the only idempotent right identity for any element of B U C.

Turning our attention to the idempotents, we have remarked at the start of this section
that idempotents are £-related if and only if they are %£-related, and hence by Proposi-
tion [5.1]if and only if they are equal. Since any idempotent is a right identity for itself, the
result follows. O

Remark 6.7. Unlike the situation for %®* and g~£, we find that £* is a strictly smaller
relation than &. Indeed, in general, the relation £* on a semigroup S is well-known to be
a right congruence. However, it is easy to see that 2 is not a right congruence. Indeed,
taking a € A, 8 € B and ¢, € E3 we find that o £ 8 whilst agye = ¢iaiqa and Sore = e
are distinct idempotents, and hence not P-related.

In what follows, for each (t,e) € P, we write Fix(t,e) = {g € S,,: t9 =t and €9 = e}.
Notice in particular that Fix(id, e) = Fix(e, ) for all €2 = e and Fix(id,id) = G,,. The next
lemma is immediate.

Lemma 6.8. For any ¢ € &, \ Gn and 1y € Gy, we have that ¢rethg = ¢re if and only if
g € Fix(t, e).

We can now give the description of £*.

Proposition 6.9. Let o, 8 € &,. Then a%L* 5 if and only if one of the following occurs:
* o, €Gn;
e a,0€ EsUFEy,UFE, and a = f3; or
e o, € AUBUUC are such that « = ¢, B = ¢y have the same type and
Fix(t,e) = Fix(u, f).

Proof. Since £ C £* C ¢ , we have that all elements of G, are £*-related, and that

idempotents of &, distinct from ¢ form their own P-class by Proposition and thus
they also form their own £*-class. Therefore, it only remains to show that elements of G,
cannot be £*-related to non-regular elements (that is, elements of AU B U () and that
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two non-regular elements are £*-related if and only if they have the same type and are
fixed by the same automorphisms of G,.

To see first that no elements of G,, can be £*-related to elements of AU B U C, consider
a€G,and B € AUBUC, and let t = (12), e = c3 € T,,. Since t?> = id and (t,e) € P,
we have ¢ ¢, did,e, Pe,e € En. Clearly agy e, adiq. and ag. . are all distinct. If 3 € A, then
we have that 8¢ = ¢iqge = Bdide, while if 3 € BUC we have B¢i e = ¢ee = Bdide-
Therefore elements of G,, cannot be £*-related to elements of AU B UC.

From now on, we assume that «, 5 are non-regular (i.e. contained in AU B U ('), and
that a = ¢, 1, and 8 = ¢, s for some (v, k), (u, f) € P,.

Suppose that a£* 3 and consider the maps ¢;., ¢iqe and ¢.. in &, as above. To
see that o and 8 must have the same type, notice that if « € A and 8 € B U C, then
aPte = Pide 7 Pee = AQee While B¢y = Pee = e which contradicts the fact that
a?* 8. Thus either a, 8 € A, or «, 8 € BUC which shows that £*-related maps must be
of the same type. Lemma gives that Fix(v, k) = Fix(u, f).

Conversely, assume that « and [ have the same type and that Fix(v, k) = Fix(u, f).
By Lemma we have that an = fBn for all n € &, \ G,. Suppose now that v,y in
Gn. If atpy = arpp, then arpg—1 = a. It follows that gh™! € Fix(v, k) = Fix(u, f) and so
By = By, Finally, it is easy to see that if a €¢ AUBUC, vy € G, and § € &, \ G, then
as the rank of a7y is the same as the rank of «, but the rank of ad is strictly less than
the rank of «, we cannot have that ary = ad. Using the symmetry in the arguments used
above concludes the proof. O

Definition 6.10. A semigroup S is left [right] abundant if every % *-class [resp. £*-class]

contains an idempotent, while it is left [right] Fountain if every R-class [resp. $- class]
contains an idempotent.

Proposition 6.11. Forn > 5 the semigroup &, is left abundant (and hence left Fountain),
right Fountain but not right abundant.

Proof. The result follows from Propositions [6.5] [6.6] and [6.9} O

Proposition 6.12. The 9*-classes of &, are G,, E1 and &, \ (Gn U E1) and further,
D*=9g*.

Proof. By Propositions and we know that the elements of G,, form a single % *-class
and a single £*-class. Thus it follows that G, is also a 9*-class.

Let o € Eq and supose that « £* o R * 6 for some 0 € &£,\G,,. Then there exists n € £,\G,,
such that a £*n%* §. By Proposition [6.9 we find that n = o € E4, and by Proposition[6.5]
we see that 0 € Ej. It follows from this argument together with the fact that F; is an
R *-class that E7 is also a @*-class.

Suppose then that a € &, \ (G, U E1) and a9*4§. It follows from the above that
0 €&\ (GnUE7). We aim to show that if a,0 € &, \ (G, U E1) then a%* .

Notice that by our partition of &, we have that &, \ (G,UE;) = (EsUAUB)U(E,UC),
is the union of all elements of rank 3 and all elements of rank 2. Moreover, it follows from
Proposition that if «, 0 either both have rank 3 or both have rank 2, then a%* §, and
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hence a%* §. We show that there is an element 8 € B of rank 3 and v € C' of rank 2 such
that 8 £* ~, which will complete the description of 9*.
We recall from Example that for

t:<1 2 3 4 z’zg,) uZ(l 2 3 4 1‘25) f:<1 2 3 4 i25>
13 21 ¢ )° 1 11 4 4 )° 1111 1)°
we have 1= ¢y € B and v := ¢, ¢ € C, so that 8 and v have the same type. We show
that Fix(t, f) = Fix(u, f), so that 5 %£*~ by Proposition

Since f = ¢1 we see that that Fix(¢, f) = {g € S, : gt = tg and 1g = 1}. If g € Fix(¢, f)
we therefore have 1 = 1g = 4tg = 4¢t and hence (since g is a permutation and 1g = 1)
4g = 4. For all i > 5 we have ig = itg = igt, that is, ig is fixed by t from which it follows
that ig > 5 for all ¢ > 5. Finally we have 2¢g = 3¢t and 3g = 2¢gt. Thus

Fix(t, f) = {g,(23)g : g € Sp,ig =i for 1 <i < 4},

Similarly Fix(u, f) = {g € Sp : gu = ug and 1g = 1}. If g € Fix(u, f) we therefore have
1 =1¢g = 1gu = 2gu = 3gu and hence (since g is a permutation and 1g = 1) we must have
{2¢,3g9} = {2,3}. Thus for all i > 4 we have that ig > 4. Moreover, since u fixes 4g we
must have 4g = 4 since 4 is the only value distinct from 1 that is fixed by u. It is then
easy to see that

Fix(u, f) ={g,(23)g : g € Sp,ig =i for 1 <i <4} = Fix(¢, f).

We now look at the ¢* relation.
We know that 9* C ¢*. Clearly for any 8 € E we have Fy = £,8&, is saturated by 2*.
It only remains to show that for some « € &, \ (G,, U E1) we have that &,a&,, is saturated

by @*. Taking any o € E3 and calling upon Propositions [6.5] and [6.9] yields the result. [

Finally, the 9 and j—relations are only composed of two classes: the minimal ideal Ej
and its complement &, \ Ej.

Proposition 6.13. The 9 -classes of &, are &, \ E1 and Ey and further, j: 9.

Proof. Propositions and immediately give us that there are two ?Nb—classes, namely
&y \ Er and Eq. Since Ej is an ideal, it is a $-class. The result follows. O

7. THE STRUCTURE OF End(7,) FOR n <4

In order to have clean statements with uniform proofs, in the previous sections we
focussed on the case where n > 5. To complete the picture, in this section we describe
the structure of &, in the cases where n < 4. We note that the decomposition in terms
of rank and type given in Lemma [2.9| can also be used to describe the structure of &,
in these small cases, however, some of the sets turn out to be empty. Indeed, & =
G1 = {e} is a trivial group, and & decomposes as a disjoint union & = Gy U E(2) U
E1(2) where Go = {€,%(;1 2y} is the automorphism group, whilst £2(2) = {¢id,¢; s Pid,c, } and
E1(2) = {id,id> Pe1,e1s Pea,co } are the idempotents of rank 2 and 1 respectively. We note
in particular that these two semigroups (consisting of group elements and idempotents
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only) are regular. For n = 3, the endomorphism monoid & decomposes as a disjoint
union & = Gz U E3(3) U E»(3) UC(3) U Eq(3). The elements of C(3) are not regular (note
that the reasoning given in the proof of Proposition also applies here). For the case
n = 4, recall that the endomorphism monoid & = End(74) was described in Lemma
as &, = G4UD(4) U E5(4) U B(4) U Ex(4) UC(4) U Ey(4) where each set is non-empty and
D(4) contains idempotents of rank 7, namely the elements in the set E7(4) = {09: g € K}.

In spite of these differences, certain properties turn out to be common to all endomor-
phism monoids &,. Since their proofs are often akin to those presented in Sections and
these results could be obtained by direct enumeration using a computer program such as
GAP, we will only highlight the main points that differ or require attention. A detailed
version of these proofs can be found in the thesis of the second author [9].

Proposition 7.1. Let n be a natural number. In the endomorphism monoid &,, the fol-
lowing statements hold:

(1) the set of all idempotents is a band, and forms a rank-ordered chain of right zero
Semigroups;

(2) the set of idempotents of rank 1 is the minimal ideal of &, ;

(3) =L CR=D=Y;

(4) R* =R and the classes are the sets of elements with the same rank.

Proof. These facts have already been explicitly proven for n > 5 in the previous sections,
and it is straightforward to check that the details go through in just the same way for all
n # 4. Indeed, for all n # 4, statements (1) and (2) follow in exactly the same way as in
the proof of Proposition [3.4] whilst it is readily verified that the characterisation of the &
and % relations given in Section | (£ § if and only if @« = 5 or «, 5 € G,,; and a R B if
and only if «, § € Fj, for some k or o, f € G,, or aG,, = 3G,) also hold in these cases, from
which statement (3) follows (since £ C %). Part (4) is trivial in the case where n = 1,2
(since these semigroups are regular) and can be proved in an entirely similar manner in
the case n = 3, using the fact that there is an idempotent of each type.

The case n = 4 is a little different, since there are extra endomorphisms to consider. We
use extensively the multiplication of elements described in Corollary and Lemma

For parts (1) and (2): It is clear from the multiplication in Corollary [2.6| that Fy(4) <
E»(4) < E3(4) < {e} is a chain of right-zero semigroups. That E;(4) is the minimal ideal
can be seen by consideration of ranks. Notice that if & = 09 € E7(4), then p, = id and
ac”™ = o which means that elements of E7(4) are left identities for elements of D(4),
and hence in particular that E7(4) is also a right-zero semigroup. To complete the proof
it suffices to verify that E7(4)Ex(4) C Ex(4) and Ex(4)E7(4) C Ey(4) for all k < 3, which
follows immediately from Lemma

For part (3): It is clear from the multiplication in Corollary and Lemma that
D(4) and & \ D(4) are subsemigroups of £4. Elements of D(4) cannot be in the same
%- or %-class as elements of £ \ D(4) since they do not have the same rank. Moreover,
from the multiplication one finds that two elements of & \ D(4) will be £ (respectively,
%) related in &, if and only if they are & (respectively, %) related in & \ D(4), and one
can describe the classes here in a similar manner to the case n # 4. Thus it suffices to
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describe how D(4) splits into &£ and & classes. Since imo? = {t9: t € Sy, 4t =4} U {cag},
it follows that im 9 = im¢” if and only if 4g = 4h. Thus a £ 8 if and only if o = 3 or
o, € Gyora=0c9, B=c"both lie in D(4) with 4g = 4h. Also, for all g, h € S; we have
that pg_lh,pglg € Sy with 09575 b = oM and ohoPh 9 = o9 which shows that D(4) is an
%R -class. This yields that o ( if and only if a, 8 € Ey(4) for some 1 <k <3 or a, 3 € Gy
or a, 3 € D(4) or aGy = G4. Since £ C R we obtain the result.

For part (4): From the multiplication in Lemmal[2.7| we see that elements of E7(4) are left
identities of & \ G4, but they are not left identities for elements of G,. Likewise, elements
of E3(4) are left identities of &4 \ (G4 U D(4)), but they are not left identities for elements
of G4 U D(4). It follows from this that D(4) is an %R -class, and (since B C R* C g&)
an R *-class. For the remaining elements, similar reasoning to that used in the proofs of
Lemma and Proposition applies to show that the remaining classes follow the same
pattern as before. O

We recall from the discussion above that & is not regular, and so it makes sense to
consider the extended Green’s relations.

Proposition 7.2. In &; the following statements hold:
(1) £* CR* =9* = §* = R and the R*-classes are Gs, E5(3), E2(3) U C(3) and
E1(3) (i.e. elements of the same rank);
(2) aizﬁ if and only if « = B or a, f € G3UC(3);
(3) a<* B if and only if o, € Gz or a®> =a =B =% or a = ¢, = Pu s both lie
in C(3) with Fix(t,e) = Fix(u, f);
(4) the 9-classes are Gz U E(3) U C(3), E3(3) and E1(3);
(5) the j—classes are €3\ E1(3) and E1(3).
Proof. Since &3 contains an idempotent of each type as defined in Section [2:3] almost all of
the arguments given in Section [6]to go through verbatim. The only two notable differences
concern the relations @* and %. Indeed for 9* the proof of Proposition utilises an
element of B(n) to deduce that certain elements are 9*-related, but since B(3) = (), this
argument is not valid for n = 3. The result however follows directly from the observation
that £* C R* so that 9* = & *, while the proof that 9™ = ¢ is just as before. In a similar
manner in the case of E’NZ, the proof of Proposition relies on the fact that elements of
A(n), B(n) and C'(n) are P-related in order to show that elements of F (n), E3(n) and G,
are @-related. Since A(3) = B(3) = () this argument does not hold for n = 3. However, it
is easy to see that elements of F3(3) form a single Q- class, while elements of g3 and Eg( )
are £ o%-related. Thus the classes of & are as given in the statement. Finally 9 C j and

since classes of j are ideals saturated by & and 9‘2 it follows that the only two classes are
El( )and 63\E1( ) O

Likewise, &4 is not regular, and the extended Green’s relations can be described as
follows:

Proposition 7.3. In the endomorphism monoid &4, the following statements hold:
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(1) a% B if and only if « = 3 or a, B € Gy or a = 09, B = o™ both lie in D(4) with
49 = 4h;

(2) a%R B if and only if o, € E(4) for some 1 <k <3 ora,B € Gy or a,f € D(4)
or aGs = BGu;

(3) a% B if and only if « = B or a, B € G4 U B(4) UC(4) or a = 09, B = o both lie
in D(4) with 4g = 4h;

(4) a«%L* B if and only if o, € Gy or a®> = a =B = 2 or a = 09, B = o both
lie in D(4) with 4g = 4h or o = ¢re, 5 = ¢u r both lie in B(4) U C(4) with
Fix(t,e) = Fix(u, f);

(5) D* = §* and the D*-classes are G4, D(4), E3(4) U B(4) U E5(4) U C(4) and E1(4);

(6) the D-classes are D(4), E1(4) and &\ (D(4) U E1(4));

(7) the j—classes are €4\ E1(4) and E1(4).

Proof. The proof of parts (1) and (2) is contained in that of Proposition For parts (3)
and (4): Much of the proof from the previous section regarding £ applies here, with the
additional note that if o € B(4) UC(4) and n € E7(4), then an € E1(4) so that the only
right identity for elements in B(4) U C(4) is e. Now if a = 09 € D(4) and n = o/ € E;(4)
are such that an = «, it follows that 4g = 4f. Thus 09 % o forces 4g = 4h and thus
09 % o". This shows that for «, 8 € D(4) we have a ¥ § if and only if a £ g if and only
if a2*B (since £ C L* C £, and the description of & has been given in the proof of
Proposition . The proof that the remaining classes are as stated follows the reasoning
of Proposition noting that this is unaffected by the presence of elements in D(4) and
the absence of elements in A(4). Indeed the presence of elements in D(4) could only
separate classes listed in Proposition but these are either already %£-classes, or they
are classes in B(4) U C(4). However, it is easy to see that if for some v € D(4), § € &,
and o € B(4) U C(4) one has ary = ad then vy = 36 for all § € B(4) UC(4). For part
(5): The proof of * and ¢#* is exactly the same as in Proposition by considering the
restrictions of elements ¢,u and f to the set {1,2,3,4}, that is, by using the elements

t_(l 2 3 4> u_(l 2 3 4) and f—(l 2 3 4)
1 3 2 1)° 1 11 4)° 111 1)°
since we then have that ¢, y € B(4) and ¢, s € C(4) are £L*-related.

For parts (6) and (7): We have that D(4) is a 9-class on its own since it is a single
%R -class as well as the union of the L-classes of its elements, and the other classes as given
in the statement follow from the proof of Proposition However, since 7 C j and the

principal ideal generated by elements of D(4) is not ~-saturated, this forces elements of
&4\ E1(4) to form a single $-class as required. O

8. RELATED PROBLEMS

As mentioned in the Introduction, this article is an opener in the discussion of the
structure of endomorphism monoids of full transformation semigroups of various natural
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kinds. We present here a number of questions and possible further directions worthy of
investigation.

Minimal presentations and counting problems. The presentation constructed in Sec-
tion M| uses a minimal generating set, whose size has a nice combinatorial interpretation
in terms of directed coloured graphs of certain types. Using the machinery of generating
functions, it seems possible that one could give (recurrence) formulae for r3(n) (the number
of orbits of rank 3) and ra(n) (the number of essential orbits of rank 2), and hence give
a formula for the size m(n) of a minimal generating set of &£,. A natural question in this
regard is how m(n) grows asymptotically, in particular as compared with the size of the
endomorphism monoid &, itself. We note that some similar counting problems (concerning
solutions to the system of equations X? = X, Y2 = Y, XY = Y X in 7,) have been
considered in [13].

Whilst our generating set is minimal, we make no claim, however, as to the minimality
of our presentation. Indeed, the number of relations of the form (R2) and (R3) and the
length of the words involved in these relation is dependent upon the chosen presentation
(X1 : Rm) of the symmetric group S,. Specifically, it is dependent upon Fyr(n), that is,
the smallest number such that any element of S,, has a representation as a word of length
at most Frr(n) in the generators Xyr.

Other questions concerning presentations. We have considered a presentation for
the monoid &,,, based on a minimal set of generators. If we allowed ourselves to chose a
generator from each orbit, then our relations would naturally simplify. Previous articles
have considered presentations for the singular part of 7, [2, 4]. We could equally well
consider (now semigroup) generators and presentations for &, \ G,,.

Other semigroups of transformations. We have focussed on &, = End(7,) as 7,
is perhaps the most natural semigroup of finite transformations.The automorphisms and
endomorphisms of PT,, and Z,, have already been described by different authors (see [8|
Chap. 7]), where PT,, and Z, are, respectively, the semigroups of partial (partial one-one)
maps of a finite set, under composition of (partial) maps. What can be said of the structure
of End(PT,), End(Z,) or End(S,,)?

Moving away from transformation semigroups, one could consider related semigroups,
such as Brauer monoids and partition monoids (see, for example, [3]), where here the
endomorphisms have been determined [1§].

We have started with an unordered set {1,...,n} and defined 7,, to be all maps from this
set to itself. There are ordered analogues of 7, obtained by considering order preserving
maps of {1,...,n}. The study of their endomorphisms has begun in [15, [16], and it would
be interesting to develop these ideas further to describe the structure of the endomorphism
monoids.

In another direction, one can drop the constraint of finiteness. Specifically, what of the
endomorphism monoid of the full transformation monoid (and related semigroups) on an
infinite set, such as N7



THE STRUCTURE OF END(T7y) 35

Semigroup vs. monoid endomophisms. For any monoid S we may consider the
monoid of monoid endomorphisms (that is, semigroup endomorphisms also fixing the iden-
tity) or the monoid of semigroup endomorphisms. Here we have considered the latter for
Tn, but it would also be possible to adapt our results to consider the former.

Endomorphisms of endomorphism monoids of other algebras. We may regard
regard 7, as the monoid of endomorphisms of an algebra with no operations. This is a de-
generate case of a free algebra. One could consider endomorphisms of other endomorphism
monoids of free algebra, perhaps starting with their automorphisms. A useful reference
here is [1J.

Iteration. The structure of 7, is quite rich: it forms a chain of D = $-classes, which
are non-trivial, and it has elements of every rank. It is, of course, the semigroup of
endomorphisms of an algebra with no operations. By contrast, the structure of &, is
rather thin - for example, &£ is trivial outside of the group of units. Will this make the
structure of End(&,) richer? In general, what can one say about the sequence of monoids

T, End(7,), End(End(7,)),...7
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