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A B S T R A C T

Unlike influence lines, the concept of influence zones is remarkably absent within the field of structural
engineering, despite its existence in the closely related domain of geotechnics. This paper proposes the novel
concept of a structural influence zone in relation to continuous beam systems and explores its size numerically
with various design constraints applicable to steel framed buildings. The key challenge involves explicitly
defining the critical load arrangements, and is tackled by using the novel concepts of polarity sequences and
polarity zones. These lead to the identification of flexural and shear load arrangements, with an equation
demarcating when the latter arises. After developing algorithms that help identify both types of critical load
arrangements, design datasets are generated and the influence zone values are extracted. The results indicate
that the influence zone under ultimate state considerations is typically less than 3 adjacent members for any
given beam within a continuous system, rising to a maximum size of 5 adjacent members. Additional insights
from the influence zone concept, specifically in comparison to influence lines, are highlighted, and the avenues
for future research, such as in relation to the newly identified shear load arrangements, are discussed.
1. Introduction

Influence lines, which derive from Betti’s theorem established in
1872 [1], are a well-established tool in structural engineering to iden-
tify the worst-case load placement on structural systems [2–4], and
are widely applied in research related to continuous beam systems
[5,6], rigid frames [7], bridge engineering [8] and structural health
monitoring [9–11]. Influence zones, on the other hand, also known
as zones of influence, are an established concept within the field of
geotechnical engineering, helping to identify the area of engineering
soils likely to be affected by loading due to sub- and superstructure
construction [12], providing geotechnical engineers valuable design
insight in deep foundation design [13,14], settlement estimations [15]
and preserving groundwater supplies [16].

Despite the obvious discipline link between geotechnical and struc-
tural engineering, the equivalent use of an influence zone in structural
engineering does not exist in literature. Here, the term structural in-
fluence zone would refer to the zone in which applied forces, stiffness
provisions and support conditions, or changes thereof, impact the
design of the surrounding structural system.

The dearth of literature on such an influence zone is surprising.
For instance, the concept of influence zones also exists outside of
geotechnical literature. Some examples are available in research related
to the study of saltwater–freshwater interfaces [17], harmful emission
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concentrations at traffic intersections [18], reverse k-nearest neigh-
bour algorithms [19,20], propagation path of surfaces waves [21] and
ecological studies on below-ground plant competition [22].

Furthermore, one can readily identify situations where knowledge
of the influence zone could be beneficial in design. For example, the
size of the influence zone could allow an engineer to avoid the need
to model an entire structure for the design of a single element whilst
being confident that structural information outside the influence zone is
irrelevant, with direct applications in multi-disciplinary projects [23].
The impact of late design changes (due to changes in loading or struc-
tural provisions), which are known to cause significant time lags until
the associated engineering analysis is completed [24], could be more
effectively addressed by knowing immediately the selection of members
impacted by the said design change. Similarly, engineers are typically
required to verify assumptions made in preliminary design [25]. In such
cases, the use of an influence zone-based approach could guide what
information to incorporate when building an independent model of the
design problem. In all of these scenarios, there is valuable design insight
to be gained from the influence zone.

This article aims to address the above mentioned knowledge gap by
numerically introducing the concept of influence zones in relation to
continuous beam systems. First, the theory and procedure for evaluat-
ing the influence zone will be introduced in Section 2, followed by the
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Fig. 1. An exemplary continuous beam system with 𝑚 = 5 members, subjected to UDLs 𝝎, spans 𝐋 and with designed cross-sectional properties 𝐈, all indexed by 𝑖. The system’s
indeterminacy requires an iterative design process against various load arrangements 𝐉 of size 𝑝 indexed by 𝑗.
methodology in Section 3 which presents a systematic investigation of
critical load arrangements that is key for the evaluation of influence
zone values. This allows for the efficient generation of design datasets
and the evaluation of their respective influence zones with results pre-
sented in Section 4, which are then discussed in Section 5. In addition
to the influence zone, this paper proposes other novel concepts such as
polarity zones, identifies an entirely new set of critical pattern loads
named shear load arrangements, and proposes efficient load arrangement
algorithms for continuous beam systems of arbitrary member size.

2. Theory

2.1. Overview — continuous beam systems

Consider a continuous beam system, as shown in Fig. 1, consisting
out of 𝑚 members, indexed by 𝑖, which is subjected to 𝜔𝑖 uniformly
distributed loads (UDLs) from vector 𝝎, with each member having span
length 𝐿𝑖 from vector 𝐋. When designing this system to identify the
minimum required structural properties of the members (size optimisa-
tion) denoted 𝐼𝑖 to form vector 𝐈, it will need to be designed against
the worst-case load arrangement (also known as pattern load) from
the set of load arrangements 𝐉 of size 𝑝. The over-restrained nature of
this structural system (a function of the support fixity and structural
connectivity) renders the continuous beam indeterminate. This means
that the performance of the system is a function of the structural
properties which need to be evaluated, and generally makes the design
2 
process iterative. Literature has well established formulations to design
such indeterminate systems [26].

2.2. Influence zone definition

Suppose a member within a continuous beam system is designated
as the design beam by index 𝑑 as shown in Fig. 2(a), with UDLs 𝝎
(which includes both permanent and variable UDL loads 𝜔𝑔𝑘 ,𝑖 and 𝜔𝑞𝑘 ,𝑖
respectively) and spans 𝐋. In the Eurocodes (such as EN1993 [27]
for steel systems), the ultimate limit state of a structural member can
be expressed by a utilisation ratio 𝑢, which ratios over 1.0 denoting
structural failure. Using EN1993-1-1 [27], it is possible to determine
the true utilisation ratio 𝑢𝑑,true of the design beam 𝑑 under the critical
load arrangement from 𝐉 if all UDLs 𝝎 from the entire system are
considered as shown in Fig. 2(b). Now suppose only a sub-selection of
all UDLs 𝝎 from the adjacently connected spans to that of the design
beam 𝑑 are considered; this sub-selection of UDLs are identified by a
discrete integer 𝑘 ∈ 𝐙 (where 𝐙 is the mathematical set of all integers)
to form vector 𝐊. Ignoring all other UDLs, there will be a different
critical load arrangement for the design beam 𝑑, resulting in a slightly
smaller captured utilisation ratio 𝑢𝑑,cap as shown in Fig. 2(c). Whilst
𝑢𝑑,cap will differ from 𝑢𝑑,true, the influence zone for member 𝑑 is defined
by 𝑘max = max(|𝐊|) (see Fig. 2c) such that the captured utilisation ratio
is sufficiently similar to the true utilisation ratio of the design beam;
that is 𝑢𝑑,cap ≈ 𝑢𝑑,true. Note that 𝑘max ∈ 𝐍0, with 𝐍0 representing the set
of all positive integers and including 0.
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Fig. 2. Key terminology for influence zones: (a) highlights the design beam 𝑑, (b) the true utilisation ratio of the design beam 𝑢𝑑,true, and (c) the captured utilisation ratio 𝑢𝑑,cap
assuming an influence zone of 𝑘max = 2.
In this formulation, it is proposed that there should be some value of
𝑘max that allows for sufficient approximation of 𝑢𝑑,true. The theoretical
foundation for this is based on the realisation that influence lines
approach zero when moving away from a given influence line (IL)
location as shown in Fig. 3(a). Design information on spans further
away from the design beam 𝑑 therefore have a decreasing influence on
the structural response of a design beam 𝑑; in other words, there are
diminishing returns when considering UDLs 𝝎 increasingly distant from
a design beam 𝑑. For example, using the lengths, UDLs and members
of the continuous beam system in Fig. 2(a), the impact in terms of
bending moment response of a UDL at an IL location within the design
beam 𝑑 can be found by integrating the influence line diagram for each
span 𝐿𝑖 and multiplying it by the spans UDL 𝜔𝑖 as shown in Fig. 3(b).
Using the principle of superposition, the moment contribution about
the specified IL location from span 𝑖 = 0 is therefore small, and would
be exceedingly smaller for spans even further from the IL location. The
influence zone 𝑘max of a member 𝑑 is therefore defined as a metric of the
design information required to sufficiently approximate the utilisation
ratio of that member 𝑑.

2.3. Mathematical formulation

A more rigorous formulation is required to identify UDL values 𝝎
which cease to be part of a member’s influence zone 𝑘 . As explained
max

3 
previously, the influence zone is established when the captured util-
isation ratio sufficiently approximates the true utilisation value, that
is 𝑢𝑑,cap ≈ 𝑢𝑑,true. For a given continuous beam system as depicted in
Fig. 1, and the design constraints expressed in Eq. (1),

𝑤min ≤ 𝑤𝑖 ≤ 𝑤max
𝐿min ≤ 𝐿𝑖 ≤ 𝐿max
𝐼min ≤ 𝐼𝑖 ≤ 𝐼max

(1)

the size of the influence zone of a given design beam 𝑑 shall be defined
when the value of 𝑘max ∈ 𝐍0 ∶ 𝑘max ∈ [0, 𝑚] and all values larger than
𝑘max fulfil the following condition:

|

|

|

|

|

1 −
𝑢𝑑,cap
𝑢𝑑,true

|

|

|

|

|

≤ 𝜖max

𝑢𝑑,cap = max
⎛

⎜

⎜

⎝

𝑘max
∑

𝑖=−𝑘max

𝐮𝑑,𝑖, 𝑗 (𝝎,𝐋, 𝐈, 𝐉)
⎞

⎟

⎟

⎠

(2)

where 𝜖max represents the maximum error threshold for the difference
between 𝑢𝑑,cap, the captured utilisation ratio of the design beam 𝑑
for a given value of 𝑘max, and 𝑢𝑑,true, the true utilisation ratio of
the design beam 𝑑 if the contribution of all UDLs of the continuous
beam system had been considered. Note that, not shown in Eq. (3) is
that the value of 𝑖 cannot exceed the maximum number of adjacently
lying spans within the system. 𝐮𝑑,𝑖, 𝑗 is the utilisation ratio contribution
function towards the design beam 𝑑 by member 𝑖 based on the UDLs
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Fig. 3. The influence of UDLs to the bending moment experienced at an influence line (IL) location becomes increasingly negligible the further away one moves from the IL
ocation.
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, spans 𝐋, structural properties 𝐈 and load arrangements 𝐉 indexed
by 𝑗. For the particular case of a continuous beam system loaded by
UDLs as presented in Fig. 1 it is possible to define the utilisation ratio
contribution function 𝐮𝑑,𝑖, 𝑗 as:

𝐮𝑑,𝑖, 𝑗 → 𝐃ULS(𝐼𝑑 ,𝑀𝑑,𝑖,𝑗 , 𝑉𝑑,𝑖,𝑗 )

𝑀𝑑,𝑖,𝑗 = 𝜔𝑖 𝐽𝑖,𝑗 ∫𝑖
𝐌IL,𝑑

𝑉𝑑,𝑖,𝑗 = 𝜔𝑖 𝐽𝑖,𝑗 ∫𝑖
𝐕IL,𝑑

(3)

where 𝐃ULS represents the ULS steel cross-section design checks based
on the appropriate Eurocodes of the material considered (such as EN
1993-1-1 6.2 [27]), 𝐼𝑑 represents the cross-sectional properties, 𝑀𝑑,𝑖,𝑗
denotes the major axis moment while 𝑉𝑑,𝑖,𝑗 is the major axis shear force
of the design beam 𝑑, 𝑤𝑖 is the UDL, and 𝐽𝑖,𝑗 is the activation factor (a
value 0 or 1) from one possible critical load arrangement 𝐽𝑗 of all viable
critical load arrangements 𝐉crit . Integrals ∫𝑖 𝐌IL,d and ∫𝑖 𝐕IL,d are the
integrated influence line values across beam 𝑖 for a particular influence
line location within the design beam 𝑑 as introduced in Fig. 3(b).

The mathematical formulation as written in Eqs. (2) and (3) de-
termines the value of 𝑘max at which the contributions outside of the
influence zone become exceedingly small by measuring the difference
between 𝑢𝑑,𝑐𝑎𝑝 and 𝑢𝑑,𝑡𝑟𝑢𝑒 relative to 𝜖max. As 𝑘max increases, the ratio
𝑢𝑑,cap∕𝑢𝑑,true will approach unity, attaining unity if all structural mem-
bers of the system are considered within the influence zone since the
influence of all members is in that case accounted for. If the error
threshold 𝜖max is relaxed, an influence zone less than the total size of
the system can be found.

2.4. Visualised influence zone evaluation procedure

The evaluation procedure used to find the influence zone value 𝑘max
based on a predefined 𝜖max using Eqs. (2) and (3) is visualised in Fig. 4.
This particular example deals with a 𝑚 = 15 homogeneous system
(identical spans 𝐋 and UDL 𝝎 for all members) consisting out of hot-
rolled S355 steel UB178 × 102 × 19 cross-sections [28] each spanning
4 m. It is assumed that an un-factored permanent (dead) 𝜔𝑔𝑘 ,𝑖 = 3 kN∕m
and a variable (live) 𝜔𝑞𝑘 ,𝑖 = 15 kN∕m load act on each span as shown
in Fig. 4(a).

A detailed explanation of the influence zone evaluation procedure as
presented in Fig. 4a follows next. Suppose one intends to establish the
influence zone value for design beam 𝑑 = 4 with an 𝜖max = 0.01. In other
words, how many adjacent UDL loads to those of the design member at
index 𝑖 = 4 need to be considered to capture 99% of the true utilisation
ratio 𝑢 . As the first step, one assumes an influence zone of 𝑘 = 0
𝑑,true max B

4 
as shown in Fig. 4(b); this ignores all UDL values except for those on
the design beam 𝑑. Using Eurocode load factors and combinations [29],
the captured utilisation for an influence zone 𝑘max = 0 is 𝑢𝑑,cap = 0.5101.
In the next step, shown in Fig. 4(c), the influence zone is increased to
𝑘max = 1. Note that the critical load arrangement now occurs when
members 𝑖 = 3 and 𝑖 = 4 experience the full variable (live) load.
The captured utilisation ratio in this instance is 𝑢𝑑,cap = 0.7191. The
influence zone value is then increased again to 𝑘max = 2 as shown in
Fig. 4(d). Notice that the critical load arrangement now occurs when
spans 𝑖 = 2, 4, 5 are fully loaded, and yields a captured utilisation ratio
of 𝑢𝑑,cap = 0.7293. By continuously increasing the assumed value of
𝑘max and identifying the critical load arrangement for that particular
assumed influence zone value, one yields the captured utilisation ratio
𝑢𝑑,cap. This is precisely what is expressed by Eqs. (2) and (3).

The assumed influence zone value can be continuously increased to
𝑘max = 3, 4, etc., and their associated captured utilisation ratio 𝑢𝑑,cap
evaluated as shown in Fig. 4(e) and (f). Eventually, the influence zone
captures the entirety of continuous system, as shown by 𝑘max = 10 in
4(g). In this instance, the utilisation ratio represents the true utilisation
ratio 𝑢𝑑,true of the design system, since it considers all UDL loads. In this
instance, 𝑢𝑑,true = 0.7560.

Knowing the true utilisation ratio, it is now possible to evaluate
which influence zone value 𝑘max fulfilled the conditions identified
by Eq. (2). In this example, an influence zone value of 𝑘max = 3
corresponded with a captured utilisation ratio 𝑢𝑑,cap = 0.7536; since
|

|

|

|

1 −
𝑢𝑑,cap
𝑢𝑑,true

|

|

|

|

= |

|

|

1 − 0.7536
0.7560

|

|

|

= 0.0032 ≤ 𝜖max = 0.01, and because it can be
shown this holds true for all larger values of 𝑘max, the influence zone
value for design beam 𝑑 = 4 with an error of less than 𝜖max = 0.01 is
max = 3.

The example above demonstrates the procedure to evaluate the
influence zone value for one member within a particular continuous
beam system containing a specific set of UDL 𝝎 and span 𝐋 values.

y itself, this type of evaluation would already provide some utility to
tructural designers to understand, for example, if a new UDL load will
ignificantly impact a beam design depending on whether it falls within
hat beam’s influence zone.

However, the influence zone value is ultimately also a function of
he range of UDLs, spans and cross-section properties that can arise.
onsider for example that the influence zone of a continuous beam
ystems with UDLs of infinite magnitudes will always be the entire sys-
em size, regardless of the 𝜖max value. For these reasons, it is of interest
o study the statistical distribution of influence zone values for beam
ystems under pre-defined design constraints as defined by Eq. (1).
y systematically generating a multitude of different continuous beam
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Fig. 4. A visualised example of the influence zone evaluation procedure. The procedure begins with an existing beam system loaded as shown in (a), and then evaluates the
captured utilisation 𝑢𝑑,cap for various values of 𝑘max in (b)–(f). The appropriate influence zone value becomes a function of 𝜖max that ensures the captured utilisation ratio is
sufficiently close to the true utilisation ratio evaluated in (g).
systems, identifying the critical load arrangements, and evaluating
the influence zone of each member within those systems, influence
zone values can be studied in their aggregate. This can lead to prior
knowledge of the size of the influence zone for members within a
continuous beam system, which in turn could be of interest to practising
structural engineers as explained in Section 1.

2.5. The key challenge

Most of the information required in Eqs. (2) and (3) can be easily
found. Influence lines are relatively easy to extract for a continuous
beam system, and integrating these for Eq. (3) is numerically simple.
The cross-section design checks 𝐃 are clearly defined by design
𝑑,𝑖,𝑗

5 
codes, and the summation for of the individual utilisation ratio contri-
butions in (2) is trivial. However, from the visualised example shown
in Fig. 4, it should be evident that accurate knowledge of the critical
load arrangement for the entire system as well as for different sizes of
the assumed influence zone value is required.

To find the critical load arrangements for Eqs. (2) and (3), one
could use a naive, brute-force procedure to trial every possible load
arrangement to create the set 𝐉naive with a corresponding set size of
𝑝𝑛𝑎𝑖𝑣𝑒 = 2𝑚. This is not an issue for systems with few members, but if
larger systems, such as the 𝑚 = 15 system shown in Fig. 4, need to be
modelled to study the influence zone in depth, a brute-force approach
becomes computationally expensive. For example, the 𝑚 = 15 system
has 𝑝𝑛𝑎𝑖𝑣𝑒 = 2𝑚 = 32,768 possible load arrangements, and only a smaller
set of these can actually ever be critical. The issue of computational
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Table 1
Design constraints for various design scenarios used in this investigation based on
Eurocode terminology, with 𝐺𝑘 and 𝑄𝑘 being the characteristic permanent and variable
actions. Increasing set numbers correspond to increasing design variation, a proxy
for design complexity. Span and UDL values are discretised in 0.5 m and 5 kN/m
increments respectively.

Dataset 𝜔𝑔𝑘 ,𝑖 = 𝜔𝑞𝑘 ,𝑖 ∈ 𝐿𝑖 ∈

Set 1 — Zero variation 3.0 kN/m 𝑎 for all 𝑖, with 𝑎 ∈
[0 kN/m, 60 kN/m]

𝑏 for all 𝑖, with
𝑏 ∈ [1m, 12m]

Set 2 — Low variation 3.0 kN/m [20 kN/m, 40 kN/m] [4m, 8m]

Set 3 — Medium variation 3.0 kN/m [10 kN/m, 50 kN/m] [2m, 10m]

Set 4 — High variation 3.0 kN/m [0 kN/m, 60 kN/m] [1m, 12m]

cost in relation to critical load arrangements of large-scale systems
is well acknowledged in literature, and various methodologies have
been employed using probability [30] and possibility theories [31,32].
Among the latter, fuzzy sets using interval finite-element methods have
been shown to be efficient and accurate [33,34].

However, whilst these interval-based methods are effective at eval-
uating the bounds (the worst case force/moment value) due to the
critical load arrangement, they do not in fact reveal what this load
arrangement looks like. This is problematic for the evaluation of the
influence zone, since Eq. (3) relies on being able to identify this set 𝐉
explicitly in terms of the individual activation factors 𝐽𝑖,𝑗 (either 0 or
1) that make up the load arrangement 𝐽𝑗 . Another approach would be
to use the load arrangements prescribed by design manuals, yet these
consist out of a heuristic set of load arrangements that are known to be
non-conservative [34].

Due to these limitations, the methodology in Section 3 focuses on
developing a systematic and universal procedure to evaluate the critical
load arrangements 𝐉crit of any continuous beam system of size 𝑚. The
procedure will also focus on being applicable to both homogeneous
(identical spans, UDLs and beam properties for all members) and
heterogeneous systems. This knowledge will also feed directly to gen-
erating design datasets of continuous beam systems efficiently under
various design constraints. Section 4 presents the results, first validating
the critical load arrangement procedure established in this work, and
subsequently finding the influence zone values for continuous beam
systems under various design constraints.

3. Methodology

3.1. Assumptions and design constraints

This investigation will make the following design and modelling
assumptions. First, cross-sectional properties are restricted to prismatic
BS EN 10365:2017 UKB I-sections [28] made out of S355 steel with
perfectly linear elastic behaviour using Timoshenko–Ehrenfest beam
theory (yet the design was conducted using plastic section properties as
allowed by EN 1993-1-1 5.4.2(2) [27]). It was assumed that all spans
are laterally restrained (and hence not susceptible to lateral instability),
with elements designed against EC3 ULS checks (and notably not SLS
requirements) with EN 1990 Eq. 6.10 load combination factors [29].
These design assumptions were used in all modelling software.

The design constraints considered for Eq. (1) were chosen for their
relevance in the design of continuous steel framed buildings, and is
reflected by the range of UDLs and spans of the design datasets. Four
individual design scenarios are considered to study the influence zone
in depth, with each set featuring an increasing variation in span lengths
and applied loads, summarised in Table 1. Length and UDL values are
discretised in 0.5 m and 5 kN/m increments respectively, and are drawn
from a random uniform distribution, thereby providing an increasingly

higher level of heterogeneity in Sets 2, 3 and 4. T

6 
3.2. Critical load arrangements

The critical load arrangement identification procedure relies on two
new concepts, namely polarity sequences and polarity zones. Both of
these concepts form the basis to systematically identify the critical load
arrangement set 𝐉crit .

.2.1. Polarity sequences
Influence lines can be used to identify the critical load arrangements

or a given continuous beam system. By integrating the influence line
f each member 𝑖, one can evaluate the net contribution (positive or
egative) a UDL causes in terms of bending moments and shear forces
t the influence line (IL) location. The net-contribution of each beam
an be either positive or negative at the IL location, that is ‘‘hogging
r sagging’’ for bending moments and ‘‘clockwise or anti-clockwise’’
or shear forces, respectively, which is termed as the polarity of that

particular beam. This procedure is shown in Fig. 5(a) to (b).
Since the design problem is restricted to positive UDL values only

(see Table 1), it is possible to construct a polarity sequence for a
particular IL location, as shown in Fig. 5(c). When all beams of positive
polarity are loaded, then the maximum positive internal forces are gen-
erated at the IL location, and vice-versa, loading the negative polarity
members leads to the maximum negative internal forces.

3.2.2. Polarity zones
A rigorous qualitative study of the polarity sequences for different

IL locations and design scenarios revealed 5 unique polarity sequences
that occur along specific segments of a given beam span termed polarity
zones, which are illustrated in Fig. 6 for the central beam highlighted
in red.

These 5 polarity zones are common to all members of both ho-
mogeneous (equal spans and cross-sections) as well as heterogeneous
continuous beam systems, although the exact boundaries between one
zone varied depending on the relative magnitude of spans and cross-
section properties. The sequences identified in Fig. 6 also extend to
larger beam systems with the polarity direction alternating at each
successive beam. For example, if the 5-member system was extended
by an additional member on either side of the system (to give a 7
member system), the left-most member of the Type I polarity sequence
would have a positive polarity, and similarly, the right-most member
would have a negative polarity. The same logic extends to the other
four sequences.

Each polarity sequence is indicative of two critical load arrange-
ments that maximise the positive or negative internal member forces
respectively. The maximum positive load arrangement for Type I is also
equal to the maximum negative load arrangement for Type IV, since
these sequences are polar opposites of each other, which is also true
for the Type II and Type V sequences. Consequently, these 5 polarity
zones correspond to 6 unique critical load arrangements for a given
beam, namely positive Type I, II and III along with their (negative)
polar opposites. The only exceptions occur for the beams at either end
of the spans, named end-span beams, in which the Type I and Type
IV sequences collapse into the Type III sequence (or its polar opposite)
at the left end, and similarly for the Type II and Type V sequences at
the right end, resulting in four unique load arrangements for end-span
beams.

3.2.3. Flexural load arrangements
It is now possible to identify the first set of critical load arrange-

ments for continuous beam system, defined as the flexural load arrange-
ments 𝐉f lex. Although each non-end-span beam has 6 unique critical
oad arrangements, it does not mean that a continuous beam system has
𝑚 unique load arrangements (𝑚 is the number of members in the beam
ystem). This is because, as shown in Fig. 7, the maximum positive Type
load arrangement for one beam is identical to the maximum positive

ype I load arrangement of the beam immediately adjacent to (the right
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Fig. 5. An exemplary process of arriving from influence line plots (top row) to polarity sequences (bottom row) via integrated influence lines (middle row) for (a) major axis
bending moment 𝑀𝑦 and (b) major axis shear force 𝑉𝑧 about the specified influence line (IL) location.
Fig. 6. Polarity zones that occur along various span segments of a 𝑚 = 5 homogeneous beam system of equal span and cross-sectional properties. The same zones and sequences,
although at different boundaries, occur in heterogeneous (varying UDL and span) systems. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
of) it. A similar overlap exists between Type II and Type IV sequences,
and the two Type III load arrangements (for maximum and negative
internal forces) are identical for all beams.

Through a process of elimination, it is possible to simplify the actual
total number of potential critical load arrangements to 𝑝f lex = 2𝑚.
Algorithm 1 provided in Appendix A can be used to evaluated 𝐉f lex. An
example output for a 𝑚 = 5 system is shown in Fig. 8, highlighting
7 
the 𝑝f lex = 2𝑚 = 10 critical load arrangements 𝐽𝑗 , along with their
individual activation factors 𝐽𝑖,𝑗 . The load arrangement set 𝐉f lex of size
𝑝f lex = 2𝑚 identified here represents a literal exponential improvement
in terms of computational cost when compared to the brute-force
approach of analysing and designing against 𝑝 = 2𝑚 load arrangements
and for evaluating the influence zone with Eq. (2).
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Fig. 7. Polarity sequences are identical for adjacently lying beams (highlighted in red) for Type I and Type V sequences as shown by Figure (a) and Figure (c), as well as Type
II and Type IV sequences, as shown by Figure (b) and Figure (d). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
Fig. 8. The critical load arrangements set 𝐉f lex of size 𝑝 = 2𝑚 for a 5-member continuous beam system (𝑝 = 10) grouped in alternating and adjacently loaded arrangements. Each
load arrangement 𝐽𝑗 consists out of 𝐽𝑖,𝑗 activation factors of value 0 or 1.
3.2.4. Shear load arrangements
During initial validation of whether 𝐉f lex contained all the critical

load arrangements 𝐉crit (i.e. 𝐉crit ∈ 𝐉f lex), other unique critical load
arrangements were identified. Analysing these special cases in detail
indicated that these different critical load arrangements occurred when
the span of a member 𝐿𝑖 was less than a certain 𝐿shear span limit
quantified by:

𝐿𝑖 <

√

6𝐸𝐼𝑦𝑦,𝑖
𝐺𝐴𝑧,𝑖

≈ 𝐿shear (4)

where 𝐸 and 𝐺 are the Young’s and shear modulus of the material
respectively, 𝐿𝑖 is the span of the beam, and 𝐼𝑦𝑦,𝑖 and 𝐴𝑧,𝑖 were the
major second moment of area and shear area of the prismatic beam,
respectively.

Although the 𝐿shear span limit appears to be related to shear beams,
this is the first time that shear beams have been reported in literature
to cause novel critical load arrangements. The shear limit identified
by Eq. (4) was derived by studying the differences between the more
commonly used Euler–Bernoulli beam theory with the Timoshenko–
Ehrenfest theory [35], specifically as expressed in their stiffness matrix
form. As shown in Fig. 9, shear beams appear to flip the polarity of
the immediately adjacent member when measured outwardly from a
given IL location, with all subsequent members alternating the polarity
direction as before.

When shear beams (as defined by the 𝐿shear limit) occur, new critical
load arrangements arise that are currently not contained within 𝐉f lex.
The increase in terms of the final utilisation factor of the beams was
typically in the range of 4%–5%, although larger increases were also
observed. Whilst a thorough analysis of the increase in utilisation
ratio caused by these newly identified load arrangements would be of
interest, it falls outside the scope of this study. The validity of Eq. (4)
for all design conditions, especially for different cross-sections, as well
as the physical cause for the unique influence line patterns shown in
Fig. 9(b) would require further investigations.

Instead, an algorithm will be presented capable of identifying these
new load arrangements, which is necessary for the evaluation of the
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influence zone. The principal issue when evaluating the shear beam
induced critical load arrangements, hereafter referred to as the shear
load arrangements 𝐉shear , is the fact that the final material and cross-
sectional properties to evaluate the 𝐿shear limit in Eq. (4) are not known
until the beam is designed. This creates a causality dilemma which
needs to be addressed.

In clear opposition to the 𝐉f lex set, which does not depend on
the continuous beam system properties, the shear load arrangements
cannot be established in universum without some system knowledge.
However, by taking advantage of the design constraints set by Eq. (1),
which are defined in Table 1, one can identify a priori what members
are susceptible to cause shear load arrangements by re-writing Eq. (4)
as:

√

6
(𝐸
𝐺

)

max

( 𝐼𝑦𝑦
𝐴𝑧

)

max
< 𝐿shear,max (5)

The above equation groups the maximum material and cross-
sectional property ratios together. By limited the design space to S355
steel and UB section sizes as specified in Section 3.1, the maximum
material ratio ((𝐸∕𝐺)max = 2.600 using EN 1993-1-1 material proper-
ties [27]) and cross-sectional property ratio ((𝐼𝑦𝑦∕𝐴𝑧)max = 0.397 m2)
can be evaluated (based on BS EN 10365 [28] cross-sections). Beams
shorter than the shear span limit are susceptible to cause shear load
arrangements (in this case 𝐿shear,max = 2.49 m). In identifying these sus-
ceptible members, it is possible to evaluate the shear load arrangements
using Algorithm 2 provided in Appendix B.

Algorithm 2 transforms the flexural load arrangement from set 𝐉f lex
based on a list of susceptible shear beams identified by Eq. (5). This
is achieved by flipping the on/off activation factor (the 0 or 1 in
𝐽𝑖,𝑗) of the load arrangement if a shear beam is encountered whilst
travelling outwardly in both the left and right direction from a start
beam index. This operation transforms the flexural load arrangement
based on the behaviour identified visually in Fig. 9, and needs to check
four individual case conditions to account for continuous beam systems
that have multiple, potentially adjacently lying, shear beams.
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Fig. 9. A schematic demonstrating the impact of a shear beam (highlighted in yellow) on a standard polarity sequence of a continuous beam system when spans shorter than the
shear span limit 𝐿shear (as identified by Eq. (4)) occur. A deeper beam is used on the second span to increase the effects of this influence line pattern. Note the flipped polarity
directions of the members on the right-hand side of the system. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
Since every beam system is of size m, the time complexity of a
single pass of Algorithm 2 is 𝑂(𝑚). However, since every flexural load
arrangement (2𝑚), and every combination of 𝑛 potential shear beams
(2𝑛 − 1 combinations, as the zero set is already considered in 𝐉f lex by
default), and every possible start-index (𝑚) needs to be computed, the
time complexity to evaluate the shear set 𝐉shear would be 𝑂(𝑚3 2𝑛). It
should be noted that this process is computationally expensive.

It was observed that passing every possible start index generated
either duplicate shear load arrangements, or occasionally existing flexu-
ral load arrangements. For example, for a given singular potential shear
beam location, the algorithm would result in the same transformed
shear load arrangement for all start-indices starting on the left and right
hand-side of that susceptible shear beam location. Similarly, the two
alternating arrangements from 𝐉f lex would result in an already existing
adjacent arrangement from 𝐉f lex if only a singular susceptible shear
beam exists.

Using such logic, it is sufficient to pass only adjacent arrange-
ments from 𝐉f lex along with the left-hand (or right-hand) index of the
adjacently loaded spans as the start index for Algorithm 2 to yield
an effective set of potential shear load arrangements. By not having
to evaluate Algorithm 2 for every possible start index of each load
arrangement, the computational complexity reduces to 𝑂(𝑚2 2𝑛). From
this, it also follows that since the alternating load arrangement is never
transformed (which leaves only 2(𝑚−1) load arrangements to be passed
to the algorithm) and since 2𝑛−1 possible shear beam combinations can
exist, the maximum number of unique critical shear load arrangements
should be of size 𝑝 = 2(𝑚 − 1)(2𝑛 − 1).
shear

9 
3.2.5. Validation test of critical load arrangements for continuous beams
By adding the set of flexural and shear load arrangements together,

it should be possible to explicitly define the set of critical load ar-
rangements for any continuous beam system under defined design
constraints. A validation test was conducted to check if 𝐉 → 𝐉crit ∈
𝐉f lex ∪ 𝐉shear , with the results presented in Section 4. The validation
test was achieved by generating 1024 heterogeneous continuous beam
systems with 𝑚 = 10 members with spans 𝐿𝑖 ∈ [1m, 12m], per-
manent (dead) UDL 𝜔𝑔𝑘 = 3 kN/m and variable (live) UDLs 𝜔𝑞𝑘 ,𝑖 ∈
[200 kN/m, 400 kN/m], all drawn from uniform distributions for each
member 𝑖 to model high design complexity. The higher UDLs 𝜔𝑞𝑘 ,𝑖
increase the likelihood of deep beams occurring, which increases the
chance of critical shear load arrangements, allowing the performance
of both algorithms to be stress-tested. Each of the 1024 continuous beam
systems were designed against the naive set of load arrangement 𝐽naive
of size 𝑝𝑛𝑎𝑖𝑣𝑒 = 2𝑚 = 1024, with the most critical load arrangement of
each member within each continuous beam system identified. This re-
sulted in 10×1024 = 10,240 validation data-points. It was subsequently
checked if the actual critical load arrangement was represented within
the significantly smaller 𝐉f lex ∪ 𝐉shear sets.

3.3. Design dataset generation

After validating the critical load arrangement procedure, design
datasets were generated under the various design constraints estab-
lished in Section 3.1. One key consideration is the size of the continuous
beam systems in terms of 𝑚 to model. The number of members 𝑚
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needs to be at least double the maximum influence size 𝑘max. This is
because the highest influence zone measurable for the middle span of
a continuous beam is by design half the system length 𝑚. Therefore,
size 𝑚 needs to be chosen such that max(𝐤max) < 𝑚∕2, where 𝐤max is
the list of all influence values 𝑘max of the continuous beam system. A
sufficiently large value for 𝑚 needs to be assumed in case 𝑘max is a large
value; 𝑚 = 15 was used for this purpose.

Individual design datasets consisting of 32 UDL and 32 span values
sampled from a random uniform distribution for a 𝑚 = 15 beam system
were created based on the design constraints identified in Section 3.1.
Sets 2, 3, and 4, each contained 32 × 32 = 1024 continuous beam
systems, and since each system contained 𝑚 = 15 members, this resulted
in a total of 1024 × 15 = 15,360 influence zone values. For Set 1, the
difference within the systems only varied in terms of the identical span
𝐿 and UDLs 𝜔𝑞𝑘 ,𝑖 of the members, which were also sampled in 0.5 m
and 5 kN/m increments respectively. Given that this results in 23 span
and 13 UDL increments for Set 1, Set 1 contained 23 × 13 × 15 = 4485
influence zone values.

For the generation of the continuous beam design datasets, a cou-
pled analysis and design approach was taken, optimising for minimum
structural depth using third-party software (Rhino3D©, Grasshopper©
and Karamba3D© [36]). Design sensitivity analysis was avoided by an
implicit ordering of the UKB section list based on structural capacity.
The influence zone values were subsequently extracted using Eqs. (2)
and (3) based on the procedure visualised in Fig. 4.

4. Results

4.1. Validation of flexural and shear load arrangement algorithms

The validation results for the critical load arrangement identifi-
cation procedure are illustrated in Fig. 10, which plots the critical
load arrangement index for each design beam example. Every load
arrangement index corresponds to a unique load arrangement out of
the naive set 𝐉naive of size 𝑝naive = 2𝑚 = 1024. The set 𝐉naive was ordered
so that the load arrangements for set 𝐉f lex are first, followed by those of
set 𝐉shear , and subsequently all others. The design examples themselves
were sorted twice: first in ascending number of shear beam occurrences,
and subsequently in ascending load arrangement indices. This results in
the gradual increase of the 𝐽crit indices as seen in Fig. 10.

Fig. 10 sheds insight on a number of important points. The first is
that the critical load arrangement 𝐽crit for every single beam example
from the 10,240 validation dataset occurred within the 𝐉f lex or 𝐉shear
sets. This is strong evidence that the critical load arrangement identifi-
cation procedure based on polarity sequences zones and polarity zones,
as well as Algorithms 1 and 2, are capable of identifying the critical
load arrangement of homo- and heterogeneous continuous beam sys-
tems. Furthermore, the set size predictions 𝑝𝑓𝑙𝑒𝑥 = 2𝑚 and 𝑝𝑠ℎ𝑒𝑎𝑟 = 2(𝑚−
)(2𝑛 − 1) are also confirmed. For the 𝑚 = 10 member system designed
ere, 𝑝𝑓𝑙𝑒𝑥 = 20, and depending on the number of shear beam occur-
ences of each system, which varied from 𝑛 = {0, 1, 2, 3, 4}, the number
f shear load arrangements varied from 𝑝𝑠ℎ𝑒𝑎𝑟 = {0, 18, 54, 126, 270}.
his corresponded to 𝑝𝑡𝑜𝑡𝑎𝑙 = {20, 38, 74, 146, 290} respectively, as indi-
ated by the 𝑦-axis of Fig. 10(b).

Fig. 10(a) also emphasises how much smaller sets 𝐉f lex and 𝐉shear
re in comparison to 𝐉naive. This greatly reduces the number of load
rrangements that need to be analysed for the influence zone evaluation
rocedure, whilst also reducing the computational cost of designing the
ontinuous beam system for system lengths of 𝑚 > 10. A summary of
hese results is shown in Table 2, and further insights are discussed in
ection 5.
10 
able 2
oad arrangements set summary for 𝑚 dimensional beam systems containing 𝑛 shear
eams with associated algorithm complexities.

Set Set size Algorithm
complexity

Critical load arrangements per internal beam 6 𝑂(1)
Critical load arrangements per end-span beam 4 𝑂(1)
𝐉f lex — Critical flexural arrangements per beam system 2𝑚 𝑂(𝑚)
𝐉shear — Critical shear arrangements per beam system 2(𝑚−1)(2𝑛−1) 𝑂(𝑚2 2𝑛)
𝐉naive — Naive load arrangements 2𝑚 𝑂(2𝑚)

4.2. Influence zone results

Using the validated critical load arrangement evaluation procedure
presented in Section 3.2, various continuous beam systems were gener-
ated based on the design constraints highlighted in Sections 3.1 and 3.3.
Subsequently, using Eqs. (2) and (3) and the influence zone evaluation
procedure visualised in Section 2.4, the influence zone values 𝑘max for
every member from each system could be evaluated. The influence zone
values for one random example from each of the designed continuous
beam systems within each dataset (Set 1: Zero Variation, Set 2: Low
Variation, Set 3: Medium Variation and Set 4: High Variation, see
Table 1) for a maximum error threshold 𝜖max = 0.005 are shown in
Fig. 11.

Within the examples presented in Fig. 11, the influence zone 𝑘max
can vary for individual members within the same system. For example,
in Fig. 11(c), the first member from the left end of the system with a
span of 𝐿 = 9.5m and a variable (live) UDL value of 𝜔𝑞𝑘 = 45 kN∕m has
an influence zone value of 𝑘max = 1. Within the same system, the fourth
member from the right end of the system with a span of 𝐿 = 3.5m
nd 𝜔𝑞𝑘 = 20 kN∕m had an influence zone value of 𝑘max = 5. Another

general observation is that the variability of the influence zone values
appears to correlate positively with design complexity (the variability
of the spans and UDLs of the system); this can be see comparing the 𝑘max
values in Set 1 as shown in Fig. 11(a) with those of Set 4 as shown in
Fig. 11(d).

The influence zone values of members within continuous beam sys-
tems that have already been designed (such as those shown in Fig. 11)
shed some insight for structural engineers on whether a design change
in terms of a UDL is relevant for a given member (based on whether
it falls within that member’s influence zone). However, by analysing
the distribution of influence zone values of many different homo- and
heterogeneous continuous beam systems, it is possible to make that
assessment a priori before designing the system itself. Assuming once
again a max error threshold 𝜖max = 0.005, the aggregated influence
zone results for each design set from Table 1 are shown in Fig. 12.
For these design datasets, the most common influence zone value (the
mode) was 𝑘max = 3, and the majority of influence zone values were at
𝑘max ≤ 3, meaning applied loading information of a given beam along
with that of the three adjacent spans on either side captured the correct
utilisation ratio of the design beam with an error of less than a ±0.5%
in the majority of cases.

However, the various sets reveal differences in the maximum and
distribution of the influence zone. The maximum influence zone value
for Set 1 was 𝑘max = 4, whereas it was 𝑘max = 5 for Set 2, 3 and
4. Furthermore, as the set number increases, which corresponds with
an increase in variation of the design information in terms of spans
and UDLs, the influence zone value distribution appears to flatten and
widen. For example, it was the high-variation Set 4 which actually
contained the most influence zone values 𝑘max = 0 for 1.5% of the
design examples. The minimum utilisation curve (red curve with point
markers in Fig. 12) captured by each influence zone value suggests
that, in general, increasing design variation leads to greater maximum
influence zone values.

The average, maximum and 95th percentile influence zone values

were also calculated for various error thresholds as shown in Table 3.
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Fig. 10. Load arrangement index for each design beam example ordered in increasing number of shear beam occurrences and critical load arrangement indices. This confirms
visually that the critical load arrangement 𝐽crit for each design beam example from the generated dataset falls within either 𝐉f lex or 𝐉shear and are significantly smaller than 𝐉naive.
Figure (b) is an enlarged view of Figure (a).
Table 3
Influence zone results for various maximum error thresholds 𝜖max for each design dataset, evaluating average, maximum and 95th percentile influence zone values 𝑘max. Note that
increasing set numbers corresponds with increasing design variation, a proxy for design complexity, see Table 1 for details.

Error 𝜖max [%]
Average 𝑘max Maximum 𝑘max 95th percentile 𝑘max

Set 1 Set 2 Set 3 Set 4 Set 1 Set 2 Set 3 Set 4 Set 1 Set 2 Set 3 Set 4

0.1 4.60 4.46 3.84 3.37 5 5 6 7 5 5 5 5
0.5 2.89 2.86 2.69 2.38 4 5 5 5 4 4 4 4
1 2.76 2.75 2.35 2.06 3 3 5 5 3 3 3 3
5 1.52 1.39 1.29 1.17 2 3 3 4 2 3 3 3
10 0.98 0.98 0.89 0.83 2 2 3 4 1 1 2 2
20 0.76 0.84 0.73 0.67 1 1 2 3 1 1 1 1
50 0.00 0.30 0.41 0.43 0 1 1 2 0 1 1 1
Note that the maximum influence zone value of 𝑘max = 5 for Set 4
confirms that the 𝑚 = 15 member-size assumption was sufficient for the
purpose of this study. Together Fig. 12 and Table 3 provide evidence
for the following conclusions:

• A decrease in the acceptable error threshold correlates with an
increase in both the influence zone range.

• An increase in design variation correlates with an increase in the
maximum influence zone range.

• An increase in design variation, however, correlates with a de-
crease in average influence zone range in most instances where
the acceptable error threshold is relatively tight (𝜖max ≤ 10%). At
higher error thresholds the trend is less discernible.

It should be noted that an error threshold of less than 0.5% is
relatively small in comparison to uncertainties that exist in struc-
tural design. These uncertainties include, for example, material yield
strength and imposed UDL values (consider that variable UDL values
𝜔𝑞𝑘 are increased 50% with a load combination factor of 1.5 within
the Eurocodes [29]). Furthermore, the design constraints of design
set 4 represent the top end of design variation which may occur in
typical continuous beam systems. It is therefore reasonable to suggest
that for continuous beam systems with design constraints specified in
11 
Section 3.1, the influence zone values are on average 𝑘max ≤ 3, with
the 95th percentile value being 𝑘max = 4 and only in the most extreme
case 𝑘max = 5 at an error threshold of less than 0.5%.

5. Discussion

The results along with the proposed evaluation procedures to find
the critical load arrangements and influence values for UDL loaded
continuous beam systems have led to a number of important findings.
These include gaining novel insight on how much surrounding load-
ing information is relevant for a member’s design, identifying novel
shear load arrangements with the help of polarity zones and polarity
sequences, and introducing load arrangement algorithms to explicitly
identify critical load arrangements of continuous beam systems of any
arbitrary system size. Each of these findings are discussed in detail and
contextualised with relevant existing literature.

5.1. Influence zone insights

The influence zone results confirm that the impact of loading drops
off sharply the further away one moves from the influence line location.
This behaviour can be identified across all influence line diagrams
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Fig. 11. One example of the influence zone results within continuous beams systems from each design dataset specified in Table 1.
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Fig. 12. Influence zone results for various design constraints with a max error threshold 𝜖max = 0.005 indicating the percentage frequency distributions of the influence zone values
max and minimum utilisation factors captured for each 𝑘max value for a given design beam 𝑑.
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ound within this paper, such as Figs. 5 and 9. This investigation
as formulated this concept as the influence zone, shown how it ap-
lied to continuous beam systems, and rigorously studied the influence
one distributions under various design assumptions and error thresh-
lds. The data related to the dataset generation and influence zone
valuations can be found at an open-source data repository [37].

.2. Demarcating influence zones from influence lines

Although there is a proximal relationship between the concept
f influence zones and influence lines, mostly evidenced by Eq. (3)
here integrated influence lines play an important role for the eval-
ation of influence zones, these two concepts differentiate themselves
n important ways. This distinction also applies to the two-dimensional
pplication of influence lines known as influence surfaces [38–41].

Whilst influence lines/surfaces are exact analytical tools that define
he mechanical response of a known structural system about a particu-
ar point, influence zones are a heuristic design tool that offer insight
n what information is relevant to the design of the structural system
o begin with based on certain analytical assumptions. The value of
nfluence lines/surfaces arise during analysis on a system-by-system
asis, whereas the value of influence zones arise during design after
aving studied them in their statistical aggregate.

This distinction could be considered further evidence supporting
he demarcation between design and analysis in structural engineering.
revious literature has highlighted the difference between knowledge-
hat explains fundamental facts about systems (such as influence lines)
ersus knowledge-how something can be designed or solved (such as
nfluence zones) [42,43]. Recent literature has suggested that the pro-
esses of analysis and design solve related, albeit oppositely posed
roblems known as forward and inverse problems respectively [44].
nfluence lines can be seen as a tool that solves the former, whereas
nfluence zones solve the latter.

As a matter of fact, the influence zone concept was developed
hilst developing a design model for continuous beam systems from
n inverse problem perspective, and allows the a priori knowledge of
hat loading information is relevant for design of a particular contin-
ous beam. It is possible that the influence zone concept could serve

s an important heuristic tool in the design of continuous structural t

13 
ystems, supporting the view that the application of heuristics is a
ornerstone for engineering design [45]. Further novel ideas might
e uncovered when approaching engineering design from an inverse
roblem perspective.

.3. Flexural load arrangements

An important contribution of this investigation was presenting the
lexural load arrangements clearly through the use of polarity sequences.
otably the polarity zones highlight which load arrangement is critical

or specific segments of a beam, which could be useful in the design of
apered (non-prismatic) continuous beam systems [46,47].

The influence zone study allows the contextualisation of simplified
oad arrangement provisions. For example, whilst Annex AB.2 from EN
993-1-1 [27] covers alternating flexural load arrangements in full, it
pecifies that for the adjacent flexural load arrangement type, only the
wo adjacently loaded spans of variable load 𝜔𝑞𝑘 need to be factored.
n essence, the variable load information on all other spans aside from
he beam under consideration and the two directly adjacent spans are
gnored, which is the technical equivalent of assuming an influence
one to 𝑘max = 1.

With help of Table 3, it is possible to infer that an influence zone
alue 𝑘max = 1 is likely to introduce an error between 5−10% in terms of
he true utilisation for design scenarios with no UDL or span variation
the average 𝑘max value for 𝜖max = 5% and 𝜖max = 10% is 1.52 and

0.98 for Set 1 respectively). The simplified Eurocode provisions are
therefore, on average, a reasonable simplification to capture the impact
of variable load arrangements. However, the maximum influence zone
value of Set 1 with 𝑘max = 1 corresponds to an error of 𝜖max = 20%,
and when considering non-heterogeneous continuous beam systems
(reflected by Set 2, 3 and 4), this error can increase up to 𝜖max =
50% and more. This is further evidence, as already pointed out in
literature, that the load arrangement provisions from building codes
can be non-conservative and hence lead to unsafe designs [34].

The simplified provisions within the Eurocodes, which also exist
within EN 1992-1-1 5.1.3 [48] and other codes [49], need to be
understood in context of the 1.5𝑄𝑘 load factors and the dead load con-

ribution 𝐺𝑘, which invariably will lessen the underestimation made by
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the provisions. Nonetheless, the validity of the design code recommen-
dations for flexural load arrangements could be investigated further,
especially for highly irregular beam and floor arrangements [50].

5.4. Shear load arrangements

Unlike flexural load arrangements, which have been identified in
literature and building codes, the shear load arrangements were a sur-
prising find. To the authors’ knowledge, this is the first time that deep
beams have been identified to cause new critical load arrangements
in literature. Although shear load arrangements sometimes resulted
in identical utilisation ratios to that of flexural ones, initial analyses
pointed to an average increase in utilisation ratio of 4%–5%, while
larger deviations were occasionally observed. Fig. 10 also highlights
that these shear load arrangements were relatively prevalent within the
design scenarios considered.

Confirmation and validation of these shear load arrangements by
future research is encouraged. Of particular interest is why Eq. (5)
defines the exact point when these critical load arrangements arise,
and whether this equation is valid for all material and cross-section
types. One notable difference in the mechanical assumption in this
investigation of load arrangements as to that of previous studies was the
use of Timoshenko–Ehrenfest rather than Euler–Bernoulli beam theory.
For example, the two seminal works on establishing the bounds of
critical load arrangements using fuzzy set based finite-element methods
used Bernoulli–Euler beam theory [33,34]. A re-investigation with deep
beams as defined by Eq. (4) and Timoshenko–Ehrenfest beam theory
should reveal more critical bounds of load arrangements than pre-
viously identified with interval-finite-element methods. The extent to
which these shear load arrangements require special provisions within
building codes will require further exploration.

5.5. Critical load arrangement algorithms

The critical load arrangement algorithms provided in Appendices A
nd B, along with a study of their computational complexity, were
ey for the evaluation of the influence zone. Limiting the design space
o a fraction of the naive 𝐽𝑛𝑎𝑖𝑣𝑒 load arrangement set without making
euristic simplifications was crucial in both the dataset generation
nd influence zone evaluation steps. The algorithms have been made
vailable at an open-source data repository [37].

It is likely that there is further room for improvement for Algo-
ithm 2 to evaluate the shear load arrangements for a known list of
usceptible shear beams. The current formulation still leads to either
re-existing flexural load arrangements, or creates duplicate shear load
rrangements. On average, 74.7% of the outputs obtained from Algo-
ithm Appendix B were unique, with a best-case efficiency of 88.8% and
worst-case efficiency of 12.7%. This suggests that an algorithm with
lesser computational complexity than 𝑂(𝑚2 2𝑛) might be achievable

through further investigation.

5.6. Further influence zone investigations

This investigation will hopefully serve as a starting point for future
studies related to the influence zone, including formulations that take
more information into account aside from UDL values only. There
were several limitations within this study, notably not accounting
for serviceability checks and limiting the design space to positively
loaded UDLs. The effects of torsion and lateral loading could also be
considered. Further studies could be conducted for different material
and design information assumptions, while studies could also be ex-
panded to 2D continuous frames and shells, with fixed and semi-rigid
connections. The influence zone concept and associated results could be
a helpful piece of information when designing any structural system in
practical engineering by informing structural engineers on what design
information is actually relevant to properly size structural members.
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Furthermore, the framing of this novel influence zone concept within
structural engineering may encourage awareness in practising engi-
neers on what the size of the influence zone of their particular structural
system is, which may have applications in other research areas such
as structural health monitoring [51], complex thermomechanical ac-
tions on structures [52] and in the development of generalised design
models [44].

6. Conclusions

A novel concept termed the influence zone was proposed in relation
to continuous beam systems. The investigation developed a local and
global formulation, of which the latter one was explored numerically
with design constraints applicable to steel framed buildings. The key
challenge was the explicit definition of critical load arrangements to
allow the computational feasible generation of design datasets and
evaluation of their respective influence zones. The investigation led to
three important outcomes:

• The development of polarity sequences and polarity zones which
led to the demarcation between previously known flexural load
arrangements and the newly discovered shear load arrangements,
with an explicit span limit equation for when these novel load
arrangements occur.

• Two algorithms capable of finding these two types of load ar-
rangements, and providing evidence that they encompass all crit-
ical permutations in comparison to the naive, brute-force ap-
proach.

• The generation of design datasets from which the influence zone
values for various degrees of design complexities and error thresh-
olds could be rigorously studied. For error thresholds deemed
acceptable in structural design, which in this work was considered
to be 𝜖max ≤ 0.5%, the influence zone for continuous beams within
steel framed building under ultimate state considerations is on
average less than 3, going to a maximum influence zone value of
5. This influence zone value is likely to be valid for most design
situations whose spans and load values fall within the range of
the design constraints considered in Section 3.1.

The influence zone is a heuristic design tool that differentiates
itself from influence lines (and influence surfaces) and demonstrates
the value of the inverse problem perspective through which it was
evaluated by. This study opens the scope for future research, notably in
the evaluation of influence zones for various materials and structural
systems, validating and explicating the existence of shear load arrange-
ments, and encouraging research on improving the existing algorithm
that identifies them.
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Appendix A. Algorithm 1 - Flexural load arrangements

1 # Create the a l t e r na t i n g load arrangements − al tLoadArr
2 i f m % 2 == 0: al tLoadArr = [[1 ,0]∗ (m//2) ]
3 e l s e : a l tLoadArr = [[1 ,0]∗ (m//2) + [1]]
4
5 # Create the adjacent load arrangements − adjLoadArr
6 adjLoadArr = []
7 i f m > 1:
8 f o r i in range (m−1) :
9 # Create the s t a r t loadArr
0 i f i % 2 == 0: s tar tLoadArr = [1 ,0]∗( i //2)
1 e l s e : s ta r tLoadArr = [0 ,1]∗( i //2) + [0]
2
3 # Create the end loadArr
4 i f (m−i ) % 2 == 0: endLoadArr = [0 ,1]∗ ( (m−i −2)//2)
5 e l s e : endLoadArr = [0 ,1]∗ ( (m−i −2)//2) + [0]
6
7 # Append loadArr together with adjacent loaded spans
8 adjLoadArr . append ( s tar tLoadArr + [1 ,1] + endLoadArr )
9
0 # Create p o s i t i v e J _ f l e x load arrangements
1 J _ f l e x _ p o s = altLoadArr + adjLoadArr
2
3 # Evaluate polar oppos i te s − negat ive J _ f l e x
4 J _ f l e x _ n e g = []
5 f o r loadArr in J _ f l e x _ p o s :
6 J _ f l e x _ n e g . append ([1 i f ac t == 0 e l s e 0
7 f o r ac t in loadArr ] )
8
9 # Evaluate J _ f l e x
0 J _ f l e x = J _ f l e x _ p o s + J _ f l e x _ n e g

lgorithm 1: Flexural load arrangement algorithm in Python with both
lternating and adjacent arrangements for a continuous beam system
ith 𝑚 members that creates set 𝐉𝐟 𝐥𝐞𝐱 with O(m) time complexity.

Appendix B. Algorithm 2 - Shear load arrangements

1 # Function to i d e n t i f y shear load arrangements
2 def shearLoadArr ( loadArr : l i s t , shearBeams : l i s t , s t a r t : i n t ) :
3 # I t e r a t e in both d i r e c t i o n s
4 f o r d i r e c t i on in [−1, 1] :
5 # Es t ab l i s h while loop va r i ab l e s
6 f i n i s h i n g = Fa l se ; f i n i shed = Fa l se
7 updating = Fa l se ; i = s t a r t
8
9 # I t e r a t e through the beam system
0 while f i n i shed == Fal se :
1 i = i + d i r e c t i on # Move to the next beam
2
3 # Case 1: End of beam system i s reached
4 i f i < 0 or i >= len ( loadArr ) :
5 f i n i shed = True
6
7 # Case 2: No shear beam has been encountered yet
8 e l i f updating == Fa l se and f i n i s h i n g == Fa l se :
9 # Check i f current beam i s a shear beam
0 i f i in shearBeams :
1 updating = True ; updateAct = loadArr [ i ]
2
3 # Case 3: A shear beam has been encountered
4 e l i f updating == True and f i n i s h i n g == Fa l se :
5 # Update a c t i v a t i on f a c t o r of current beam
6 loadArr [ i ] = updateAct
15 
7 # Check i f current beam i s a shear beam
8 i f i not in shearBeams :
9 updating = Fa l se ; f i n i s h i n g = True
0
1 # Case 4: A l t e rna te remaining ac t i v a t i on f a c t o r s
2 e l i f f i n i s h i n g == True :
3 loadArr [ i ] = ( loadArr [ i−d i r e c t i on ] + 1) % 2
4
5 # I f another shear beam i s encountered
6 i f i in shearBeams :
7 updateAct = loadArr [ i ]
8 updating = True ; f i n i s h i n g = Fa l se
9
0 re turn loadArr

Algorithm 2: Shear load arrangement algorithm in Python to generate
arrangements belonging to set 𝐉𝐬𝐡𝐞𝐚𝐫 based on a given flexural load
arrangements loadArr , the indices of susceptible shearBeams, starting
at beam index start , for a system size with m members, with n shear
beams. One single pass has a time complexity of O(m), yet generating
the entire set 𝐉𝐬𝐡𝐞𝐚𝐫 is 𝑂(𝑚2 2𝑛).
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