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A B S T R A C T

The mechanistic approach is commonly implemented to predict and optimise the cutting forces in milling pro-
cesses to prevent tool breakages, reduce tool wear, reduce form error, and improve surface quality. To implement
this method, the cutting force coefficients (CFCs), that characterise the mechanics of the process, must be
calculated. This study compares the accuracy of the predicted cutting forces for variable pitch and helix bull-nose
milling tools using a rapid testing (RT) optimisation-based mechanistic CFC identification method that only
requires a single angular cut with increasing radial engagement to the traditional mechanistic approach that
requires several straight cuts. Along with developing a hybrid technique that combines variation in feed rate and
radial engagement. The traditional radial, tangential, and axial (RTA) force model is also compared with the
frictional and normal rake face (UV) force model that is independent of the local tool rake and inclination angles
which is a necessary for bull nose tools. The RT and the developed hybrid CFC identification method with the UV
force model predicted the average Fx, Fy and Fz cutting forces to within 7.1 %, 4.3 %, and 3.8 % error,
respectively. These methods were slightly less accurate than the traditional method, however they have signif-
icant industrial benefits because they have can be used to identify CFCs with either a single cut, or from any tool-
path with chip-load variation, respectively. The RTA force model predicted the average cutting forces similarly to
the UV force model, however, the UV force model had lower errors using the rapid RT testing method at the
extreme corners of the experimental design space.

1. Introduction

Predicting the cutting forces for milling operations is important to
optimise the loading on the tool to prevent breakages and reduce the
tool wear, minimise form errors caused by deflections and chatter,
reduce the plastic deformation of the machined surface, and optimise
the machining-induced residual stresses for better fatigue performance.
The cutting forces in milling operations with complex tool paths can be
predicted using the traditional mechanistic approach developed by
Altintas [1]. This model predicts the radial, tangential, and axial force
components from the shearing action which generates the chip and a
ploughing action on the machined surface due to the tool edge geometry
not being perfectly sharp. The cutting force coefficients (CFCs) capture
the complexity of the cutting mechanics for these ploughing and
shearing forces individually. These empirical coefficients conveniently
collate the effects of the workpiece thermo-mechanical deformation and

the frictional interaction between the tool and the workpiece during
cutting. In this form, the macro-geometry of the tool such as the tool
rake and relief angles, as well as the cutting-edge geometry are also
accounted for within the coefficients.

There are two methods of calculating the CFCs for milling processes,
either mechanistically by performing a series of milling tests with con-
stant axial and radial engagement [2] or a series of orthogonal cuts [3]
across a range of feed rates. The mechanistic method requires replicating
the cutting conditions by using the same tool geometry, workpiece
material, cutting speed, and feed rate range being modelled. This
method is advantageous because it can account for very complex tool
geometry, such as chip breakers and serrated tools, very easily [4].
However, the disadvantage is that the CFCs are only relevant when
predicting the cutting forces using the same tool geometry within the
range of cutting conditions used in the CFC identification. The mecha-
nistic CFC identification method is commonly implemented by using the
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averaged milling forces per rotation of the tool to prevent any impact of
the tool run-out [5] and the instability in the forces at the start and end
of the chip load [6] on the calculated CFCs.

Kang et al. [7] developed an instantaneous in-process CFC identifi-
cation method by synchronising the tool-tip positional data from the
machine tool with the cutting forces measured using a dynamometer
and an optimisation approach to minimise the error in the predicted
forces. The predicted CFCs using the in-process identification technique
predicted the cutting forces with better accuracy than the traditional
averaged CFC method. However, this method was only applied to a
simplistic cylindrical end mill with 2 flutes that had consistent geome-
try. This study also relied upon the predicted response of the model to
calculate the initial tool rotational position as it was not measured
in-process, which will add complexity for tools with a larger number of
flutes that have variable geometry.

Rubeo and Schmitz [5] implemented a similar method to calculate
the instantaneous CFCs, but incorporated the tool run-out into the chip
thickness and optimised the CFCs using the dynamometer dynamic
compensated cutting forces. This study identified higher CFCs at low
uncut chip thicknesses using the instantaneous optimisation method
compared to the traditional method. This was reportedly due to the
feed/rev/tooth approaching the value of the tool edge radius, which
causes the effective tool rake angle to become negative compared to the
nominal value. However, it was not clarified why there is a larger dif-
ference between the CFC identification methods at lower uncut chip
thicknesses.

Engin and Altintas [8] developed a generalised mechanistic model
using the traditional Altintas [1] force model for solid end milling op-
erations which can be used to model several different types of end mill,
such as cylindrical, bull nose, ball end, and tapered barrel tools. Gra-
dǐsek et al. [2] then modified this model further to consider the effect of
the helix angle on the ploughing forces.

Comak et al. [9] modified this model to consider variable pitch and
helix tools to optimise the pitch and helix angles for chatter stability,
although, the accuracy of the force prediction model was not assessed.
Tunç et al. [10] implemented this variable pitch and helix model with a
CAD-based geometric engagement calculation method to predict the
cutting forces for tools with irregular geometry (such as serrated tools)
in 5-axis milling operations. The average forces for a range of tools such
as profiling, variable pitch and helix bull nose, and taper ball end milling
tools were within 7 % using CFCs calculated using the orthogonal cut-
ting method. However, the stationary time-domain response lacked ac-
curacy when used with the variable pitch and helix bull nose tool.

This general mechanistic model for solid end mills with the averaged
mechanistic CFC testing method has been applied to bull nose tools, and
some report very good agreement in the resultant predicted cutting
forces compared to the experimental response [8,11]. However, others
have highlighted that, although good agreement in the average cutting
forces is achieved, there are larger discrepancies between the predicted
and measured stationary time-domain force response [12,13]. These
discrepancies may be a result of the tool run-out not being accurately
considered, the accuracy of the CFCs used to predict the shearing and
ploughing forces of the tool, dynamic instabilities in the process, or a
combination of the above.

Kaymakci et al. [14] developed a generalised model for indexable
milling operations that calculated the CFCs for the normal (Fv) and
frictional (Fu) forces in the tool rake face. The respective Kv and Ku force
coefficients (UV) are, unlike the traditional RTA force model, indepen-
dent of the local cutting-edge inclination and rake angles. Therefore, this
method is advantageous for tools with variable helix geometry that have
variation up the flute, such as bull nose tools. The additional advantage
of this method is that theoretically, assuming the cutting-edge geometry
is consistent, they can be mechanistically identified and used with
different machining processes. To implement this method, the chip flow
angle must be approximated, and the normal rake angle of the tool is
required. However, chip flow angle is a complex variable that is

dependent on the local mechanics of cutting and measuring the actual
local rake angle on complex tools requires full tool scan data. Stabler’s
approximation for the chip flow angle is commonly used, as used by
Kaymakci et al. [14], which assumes the chip flow angle is equal to the
local inclination angle, which is not an accurate assumption [15]. To
address this Lorain et al. [16], implemented an experimentally
measured value for drilling operations. Kilic et al. [17] further devel-
oped the model by Kaymakci et al. [14] to consider the edge coefficients
in the oblique RTA coordinate system because these are non-physical
parameters in the plane of the rake face. This model also considered
the effect of the process vibrations on the chip thickness, predict chatter
stability, and added the process damping ploughing force which arises
from the cutting process to dampen the vibration energy [18]. This was
applied to cylindrical and serrated cylindrical end milling tools, which
predicted the averaged cutting forces and the stationary time-domain
response well, although, error values were not published. Lorain et al.
[16] also implemented a method to consider the uncertainty of the
measured force coefficients using this modified force model, however,
further research to understand the uncertainty in the resultant predicted
forces is necessary.

Liu et al. [19] implemented this modified force model using an
in-process CFC identification technique based on the average force
method. This was implemented by performing an angular cut with
increasing radial depth of cut to increase the chip load, and the CFCs
were calculated by a least squares optimisation approach using the
averaged cutting forces per revolution of the tool. The CFCs were used to
predict the cutting forces in a simplistic cylindrical end-milling opera-
tion, which agreed very well with the experiment. This model was also
used to demonstrate the increase in ploughing coeffects due to flank
wear, which did not significantly impact the shearing coefficients. A
potential limitation of this method is that changing the radial engage-
ment varies the chip-load through changing the length of the engage-
ment arc, which reduces the amount of chip-load variation compared to
the traditional mechanistic approach that utilises variable feed rates.
However, previously, this limitation was not explored and it was not
compared to the traditional testing method. Additionally, the method
was not applied to more complex tools with variable flute geometry,
and, because a cylindrical end mill was used, the study did not take
advantage of the benefits of the modified UV force model.

A generalised method using the Fu and Fv (UV) force model for
calculating the CFCs for both isotropic and anisotropic materials using
an FFT-based approach was developed by Bahram et al. [20]. This
method estimated the Ku and Kv shearing and ploughing coefficients
using Fourier Series of the CFCs, also enabling the capture of the CFCs
with uncut chip thickness, cutting speeds, flank wear. Due to the use of
the UV force model, the CFCs calculated from drilling tests were trans-
ferable and used to accurately predict the forces in a milling operation.
This method was used to simulate a drilling and slot milling operation
and compared well to CFCs identified using the orthogonal cutting
approach. However, this method was not compared to other mechanistic
identification techniques to understand its relative performance and it
has not yet been applied to complex variable pitch and helix tool
geometries.

Several mechanistic force models and CFC identification testing
methods are available to predict the cutting forces in milling operations,
however, there is little guidance in the literature on which are the most
suitable and how they compare. The purpose of this study is to explore
the merits and limitations of the more recently developed angular cut-
ting CFC identification technique and the modified UV force model, by
comparing them to the traditional CFC identification method that uses
several straight cuts with different feed rates and the RTA force model,
respectively. A bull-nose tool with variable pitch and helix angles was
selected to leverage the advantages of the UV force model and compare
it to the RTA approach. This study highlights the shortcomings of the
angular cutting CFC identification technique developed by Liu et al. [19]
in terms of its limited chip-load variation, which has not been previously
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explored in the literature. To address this limitation, a novel hybrid
approach to CFC identification that uses a combination of feed rate and
radial engagement variation is proposed. There are also very few studies
that assess the performance of the mechanistic modelling approaches for
solid end milling tools with variable pitch and helix angles, and the
angular cutting CFC identification method has only been previously
implemented using a simplistic cylindrical end milling tool.

2. Model development

The differential cutting forces are calculated in the radial dFr,
tangential dFt, and axial dFa directions, using the RTA model, shown by
the black arrows in Fig. 1a, for each axial differential element (k) with
chip width dbk and thickness h

(
φj,k, κk

)
, shown by the grey area in

Fig. 1b, using Eq. 1 [1]. The chip thickness is a function of the local lead
angle κk and the instantaneous rotation angle φj,k, shown in Fig. 1a.
K(r,t,a)c represents the chip load coefficients, whilst K(r,t,a)e represents
the ploughing coefficients, in the radial, tangential, and axial directions,
respectively. Each flute (j) is individually discretised to model variation
in the flute geometry. To predict the cutting forces in the tool X,Y, Z
coordinate system, these forces must be transformed using the geometric
transformation matrix in Eq. 2.

dFr = Krch
(
φj,k, κk

)
dbk + KredSj,k

dFt = Ktch
(
φj,k, κk

)
dbk + KtedSj,k

dFa = Kach
(
φj,k, κk

)
dbk + KaedSj,k

(1)

⎧
⎪⎨

⎪⎩

dFx
dFy
dFz

⎫
⎪⎬

⎪⎭
=

⎡

⎢
⎣

− sinφj,ksinκk − cosφj,k − sinφj,kcosκk
− cosφj,ksinκk sinφj,k − cosφj,kcosκk

cosκk 0 − sinκk

⎤

⎥
⎦

⎧
⎪⎨

⎪⎩

dFr
dFt
dFa

⎫
⎪⎬

⎪⎭
(2)

The instantaneous engagement angle (φj,k) is calculated using Eq. 3,
which uses the formulation from Budak et al. [9] to consider variable
helix (ij) angles for each flute (j). This has been further adapted in this
research to consider variable pitch angles (φpj ). The reference rotation
angle φ0(t) is the angle of the reference flute in time, as shown in Fig. 1a
and the lag angle (ψ j,k) is the angle at which the cutting edge trails
behind the reference rotation angle at each axial increment up the flute
(k).

φj,k = φ0(t) +
∑j

n=1
φpj − ψ j,k (3)

To model the geometry of the bull nose tool, the formulation for
generalised end milling tools, as outlined by Engin and Altintas [8], is
used. The instantaneous chip thickness h

(
φj,k, κk

)
is calculated using Eq.

4, where ft is the feed/rev/flute; and g
(
φj,k
)
is a logic function, as shown

in Eq. 5, to determine if the local axial increment is engaged in-cut or not
(i.e. within the range of the start and exit angles or not). This takes the
value 1 or 0 depending on if the increment is in or out of the cut,
respectively. The local start (φstartk ) and exit angles (φexitk ) are also
dependent on the local axial increment and are calculated using the
instantaneous radius in Eq. 8. The chip width (dbk), shown in is calcu-
lated using Eq. 6, which is equal to the axial increment dz on the cy-
lindrical section of the bull nose end mill (when κk = 90◦). The
cutting-edge engagement length (dSj,k) is calculated using Eq. 7.

h
(
φj,k , κk

)
= ft sinφj,k sinκk g

(
φj,k

)
(4)

g
(
φj,k
)
=

{
1, φexit,k ≤ φj,k ≤ φstart,k
0, otherwise (5)

dbk =
dz
sinκk

(6)

dSj,k =
dz

sinκkcos ij,k
(7)

The local lead angle (κk), shown in Fig. 1a, lag angle (ψ j,k), radius (rk),
and inclination angle (ij,k) are dependent on the region of the tool being
discretised, either the arc zone or the cylindrical zone. These zones are
identified using the axial increment height (z) and the tool bull-nose
radius (R). If z < R then the general formulation for the arc zone is
used, else if z ≥ R then the general formulation for the cylindrical region
is used. The local radius (rk), lead angle (κk), lag angle (ψ j,k), and incli-
nation angle (ij,k), are calculated using Eqs. 8, 9, 10, and 11, respectively.
The local inclination angle (i.e. helix angle) in the bull nose region varies
from the nominal flute helix angle in the cylindrical section i0j because
this section has a constant lead flute.

rk =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

R2 − (R − z)2
√

+

(
D
2
− R

)

, z < R

D
2
, z ≥ R

(8)

Fig. 1. (a) Down-milling diagram showing the radial and tangential forces in black, the flute index numbers, the pitch angle, and the reference rotation angle. (b)
Bull-nose tool geometry showing chip load area highlighted in grey and the arc region geometry.
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κk =

⎧
⎪⎪⎨

⎪⎪⎩

cos− 1
(
R − z
R

)

, z < R

π
2
, z ≥ R

(9)

ψ j,k =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ztanij,k
R

, z < R

ztanij,k
(
D
2

) , z ≥ R
(10)

ij,k =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

tan− 1

⎛

⎜
⎜
⎝

⎛

⎜
⎜
⎝

rk −
(
D
2
− R

)

R

⎞

⎟
⎟
⎠tanij,0

⎞

⎟
⎟
⎠, z < R

i0j , z ≥ R

(11)

2.1. Modified force model

The disadvantage of the traditional RTA force model is that the
shearing force coefficients cannot be assumed to be constant across all the
flutes or independent of the axial increment up the flutes (k) because of
the variable helix angles between the flutes and the variable geometry in
the bull nose region of the tool [2], [19]. To account for this dependency
on the CFCs, the cutting forces are transformed into the frictional forces
(dFu) and normal (dFv) forces acting in the rake face plane using Eq. 12 as
proposed by Kaymakci et al. [14], these forces are shown in Fig. 2.
However, in this study, the method proposed by Liu et al. [19] is used
which only transforms the shearing coefficients (Kuc,vc) into the rake face,
as shown in Eq. 13. It is not physically correct to have ploughing co-
efficients in the rake face, therefore, the ploughing coefficients remain in
the RTA coordinate system. These Kuc,vc coefficients are independent of
the geometry of the local axial increment. The angles γnj,k , λsj,k , and ηj,k are
the local normal rake angle, inclination angle, and chip flow angle,
respectively, that potentially vary with the axial increment k.
⎧
⎪⎨

⎪⎩

dFr
dFt
dFa

⎫
⎪⎬

⎪⎭
=

⎡

⎢
⎢
⎣

cosγnj,kcosηk − sinγnj,k
sinλsj,k sinηk + cosλsj,k sinγnj,kcosηk cosλsj,kcosγnj,k

− cosλsj,k sinηj,k + sinλsj,k sinγnj,kcosηj,k sinλsj,kcosγnj,k

⎤

⎥
⎥
⎦

{
dFu
dFv

}

= TIUj,k

{
dFu
dFv

}

(12)

⎧
⎪⎨

⎪⎩

Krcj,k
Ktcj,k
Kacj,k

⎫
⎪⎬

⎪⎭
= TIUj,k

{
Kuc
Kvc

}

(13)

The limitations of this method are that the chip flow angle, which is
required for the TIU transformation matrix must be approximated, and
the local normal rake angle of the flutes is required. In this study, Sta-
bler’s rule [21] is used which assumes that the chip flow angle is equal to
the local cutting-edge inclination angle, which is also equal to the helix
angle for this tool (ηj,k = λsj,k = ij,k). This assumption has limitations
because the chip flow angle is also dependent on the cutting speed,
uncut chip thickness, tool geometry, the frictional forces in the rake face
(i.e. friction angle), and the deformation of the workpiece material in the
primary shear zone (i.e. shear angle) [15]. However, for simplicity, these
considerations were not implemented in this study. The final parameter
required for the TIUj,k transformation matrix is the local rake angle which
is calculated using Eq. 14.

tanγnj,k = tanγrkcosij,k (14)

2.2. Traditional CFC identification method

To identify the cutting force coefficients using the traditional
mechanistic approach, the approach outlined by Gradisek et al. [2] is
implemented in this work. The cutting force coefficients using this
traditional method require using a series of milling tests with a constant
axial (ap) and radial (ae) depth of cut using a series of feed rates (ft). The
variation in the feed rate introduces a variation in maximum chip
thickness (hex), which the model uses to calculate the CFCs. A linear
regression is fitted to the averaged cutting forces as a function of the feed
per tooth (ft), to calculate the linear slope and intercept terms. It is
usually recommended to use at least three different feed rates to improve
the robustness of the fitted linear regression [2].

To calculate the shearing coefficients, the shearing force term in the
model is integrated between the start (φstart) and exit (φexit) angles of the
cut and equated to the slope of a linear regression that is fitted to
averaged cutting forces as a function of the feed per tooth (ft). In the
same manner, the ploughing coefficients are calculated by equating the
intercept of the same regression with the integrated ploughing force
term in the model. The equations used to calculate these shear and
ploughing coefficients are shown in Eqs. 15 and 16, respectively. Na and
Nf are the number of axial increments and the number of flutes,
respectively. The limitation of this implementation of the RTA force
model is that it does not consider the variation of the local helix angle
and rake angle in the bull-nose region of the tool, which the UV force
model considers. It is usually recommended to perform a series of tests
with varied axial depths of cut to capture the variations of the CFCs in
the bull-nose region [2], however, this is not considered and is a limi-
tation of this study.

⎧
⎪⎨

⎪⎩

FxS
FyS
FzS

⎫
⎪⎬

⎪⎭
=
∑Nf

j=1

∑Na

k=1

⎛

⎜
⎜
⎝
dz
8π

⎡

⎢
⎢
⎣

−
(
2φj,k − sin2φj,k

)
cos2φj,k 0

cos2φj,k 2φj,k − sin2φj,k 0
0 0 4cosφj,k

⎤

⎥
⎥
⎦

⎡

⎢
⎣

sinκk 0 cosκk
0 1 0

− cosκk 0 sinκk

⎤

⎥
⎦

⎞

⎟
⎟
⎠

⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒

φexit

φstart

⎧
⎪⎨

⎪⎩

Krc
Ktc
Kac

⎫
⎪⎬

⎪⎭

=
∑Nf

j=1

∑Na

k=1

(
dz
8π [Ak]

[
TRIk

]
) ⃒⃒
⃒
⃒
⃒

φexit

φstart

⎧
⎪⎨

⎪⎩

Krc
Ktc
Kac

⎫
⎪⎬

⎪⎭
(15)

⎧
⎪⎨

⎪⎩

FxI
FyI
FzI

⎫
⎪⎬

⎪⎭
=
∑Nf

j=1

∑Na

k=1

⎛

⎜
⎜
⎝
dSk,j
2π

⎡

⎢
⎣

cosφj,k − sinφj,k 0
− sinφj,k − cosφj,k 0

0 0 − φj,k

⎤

⎥
⎦

⎡

⎢
⎣

sinκk 0 cosκk
0 1 0

− cosκk 0 sinκk

⎤

⎥
⎦

⎞

⎟
⎟
⎠

⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒

φexit

φstart

⎧
⎪⎨

⎪⎩

Kre
Kte
Kae

⎫
⎪⎬

⎪⎭
=
∑Nf

j=1

∑Na

k=1

(
dSk,j
2π [Bk]

[
TRIk

]
) ⃒⃒
⃒
⃒
⃒

φexit

φstart

⎧
⎪⎨

⎪⎩

Kre
Kte
Kae

⎫
⎪⎬

⎪⎭
(16)
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This traditional mechanistic identification method can also be used
with the modified force as proposed by Kaymakci et al. [14] by calcu-
lating the shearing and ploughing coefficients for the frictional and
normal forces in the rake face of the tool using Eqs. 17 and 19, respec-

tively. However, the resultant matrix [Ak]
[
TRIk

][
TIUj,k

]
must be solved

using a numerical approach as it is a 3× 2 non-symmetrical matrix
where only a pseudo inverse of the matrix exists. To solve this problem,
the least squares approach, due to its computational efficiency, is used to
solve this system of equations and calculate the CFCs that have the best
fit to the experimental data.

2.3. Rapid CFC identification method

In contrast to the traditionalmechanistic CFC calculation approach, the
rapidmethod takes advantage of the chip load variation caused by either a
variation in the feed rate (ft) (as the traditional method [2]) or variation in

the radial depth of cut, or both. This model, as shown in Eq. 20, uses the
same formulation as the traditional method, however, the feed per tooth is
incorporated back into the shearing force term, and the equations are
solved using a least squares optimisation technique as shown in Eq. 18.

The averaged cutting forces, in the tool X,Y,Z coordinate system, for
each cutting condition (M) are aggregated into a column vector of size
3M× 1, the model terms for both the shearing and ploughing forces are
aggregated into a vector of size 3M× 6, and all six of the CFCs are
collated into a column vector 6× 1. The linear system of equations
solved for M cutting conditions is shown in Eq. 21.

Solving for the radial, tangential, and axial force coefficients directly
means that this method does not consider the dependence of the shearing
force coefficients with the axial increment (k). To improve this, Eq. 20 has
been modified to consider the dependence of the shear force coefficients
with the axial increment (k) by substituting in Eq. 13, resulting in Eq. 22.
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In this modified method, the force terms are aggregated into the same
shape 3M× 1 column vector, however, the model terms for the shearing
and ploughing forces aggregate into a 3M× 5 with a CFC column vector of
size 5× 1; as shown in Eq. 22. This is because the three R,T,A coefficients
are reduced to two U,V coefficients in the tool rake face.

Both the traditional (Eq. 21) and the modified force models (Eq. 23)
are solved using a least squares optimisation procedure to calculate the
CFCs in any cutting condition with variation in either the feed rate, the
radial depth of cut, or both. This provides an opportunity to calculate the
CFCs using data from any tool path that has variation in either the feed
rate or radial engagement to provide two or more data sets (M). An
alternative approach, as proposed by Liu et al. [19], is to use a singular
angular cut with increasing (or decreasing) radial depth of cut. The
latter experimental approach is adopted in this study to compare the
performance of the traditional and modified rapid CFC calculation
methods.

3. Experimental methodology

A DMG MORI DMU EVO 40 linear 5-axis CNC machine was used to
conduct a series of straight cuts and angular cuts on a square billet of Ti-
6Al-4 V Grade 5 using the cutting paraments shown in Table 1; each of
these tests was repeated three times. A 16 mm diameter OSG UVX-TI-

5FL 5-flute bull nose end mill at a constant 90 m/min (1790 rpm) cut-
ting speed and ~8 % concentration Blaser Vasco 7000 emulsion flood
coolant was used for all tests. This tool has a 3 mm bull-nose radius, with
a constant radial rake, and variable helix and pitch angles. Due to
commercial sensitivity, these values cannot be published.

To measure the cutting forces, a Kistler 9255C dynamometer was
used which was mounted to the table of the machine tool, with the
workpiece mounted on top, as illustrated in Fig. 3. Additionally, a three
axis PCB 356A02 accelerometer was mounted to the spindle. The cutting
force and accelerometer data was collected using in-house data collec-
tion software with a sampling frequency of 51200 Hz. To capture the
local tool position, the CNC machine controller data was accessed via
Heidenhain LSV/2 protocol at a rate of 333 Hz and transferred via TCP/
IP to the PC using the same in-house data collection software. At the end
of the data collection, the timestamps from the machine tool controller
and the measured force data streams were synchronised by the data
monitoring software. It is necessary to capture the actual tool centre
position data to accurately calculate the radial engagements and relate
these to the measured forces for CFC calculation.

Tests 1 – 5 are used to calculate the CFCs using the traditional
straight cut (TS) approach; therefore, a constant axial and radial depth
of cut was used with five feed rates from 0.06 to 0.1 mm/flute/rev. Tests
6 – 10 were used to calculate the CFCs using the optimisation-based
approach with straight cuts (OS) using the same variable feed rate
range as in the TS testing (0.06 – 0.1 mm/flute/rev); however, the radial
depth of cut was also varied from 1.6 to 3.2 mm. This OS approach is
also benchmarked in this study to compare the CFCs when both the feed
rate and radial depth of cut are varied. Test 11 is the rapid angular cut
test (RT), where the radial depth of cut was increased from 0.5 mm to
3.2 mm, as shown in Fig. 4. A 0.5 mm starting radial depth of cut was
used to ensure that the maximum uncut chip thickness is larger than the
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Fig. 2. a) Mechanics of oblique cutting, showing the normal (Fv) and frictional
(Fu) forces in the rake face of the tool with respect to the tangential velocity
vector (v0), the inclination angle (λs), the rake angle (γn), and the chip flow
angle (η). b) Diagram of the forces in the plane normal to the rake face [17].
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tool edge radius to form a chip from the start of the test, if it is smaller
there is only a ploughing action.

There was a slight lag (~0.3 s) between the machine tool controller
and external sensor data streams (i.e. the dynamometer and the spindle

Fig. 5. Averaged Fx (green circles), Fy (orange squares), and Fz (Blue Triangles)
cutting forces from the TS test traditional CFC tests, at ae = 2.4 mm with ap
= 10 mm The 95 % confidence interval is represented by the dashed black lines
and the standard deviation is shown by the error bars.

Fig. 3. (a) DMG machine tool, workpiece and milling tool (b) dynamometer
mounted on the machine bed and Ti-6Al-4 V workpiece.

Fig. 4. (a) Angular cut used for the RT testing method with the material removed shown in green and the clean-up cut shown in blue. (b) Straight cut material
removed for OS and TS methods shown in orange. The tool and dynamometer coordinate systems are shown in red and blue, respectively.

Table 1
Experimental testing parameter sets for the traditional, optimisation, and rapid optimisation approaches to calculate the CFCs. A consistent 90 m/min (1790.19 rpm)
cutting speed is used in all tests.

CFC Calculation
Method

Test
Number

Axial Depth of Cut ap
(mm)

Feed Rate (mm/flute/
rev)

Radial Depth of Cut ae (mm)
Maximum uncut chip thickness hex

(mm)

Start of
Cut End of Cut

Start of
Cut End of Cut

1

10.00

0.06 2.40

Constant throughout
cut

0.043

Constant throughout
cut

Traditional 2 0.07 2.40 0.050
Straight Cuts 3 0.08 2.40 0.057
(TS) 4 0.09 2.40 0.064

5 0.10 2.40 0.071

6

10.00

0.06 1.60

Constant throughout
cut

0.036

Constant throughout
cut

Optimisation 7 0.07 2.00 0.046
Straight Cuts 8 0.08 2.40 0.057
(OS) 9 0.09 2.80 0.068

10 0.10 3.20 0.080

Rapid Test
11 10.00 0.08 0.5 3.2 0.028 0.064Angular Cut

(RT)

J. Priest et al. CIRP Journal of Manufacturing Science and Technology 55 (2024) 210–223 

216 



accelerometers). However, this was compensated by synchronising the
spindle accelerometer response with the machine tool controller spindle
positional response when the spindle was turned on.

4. Experimental results and model performance

This section presents the experimentally measured cutting forces in
Section 4.1, followed by the calculated CFCs using the different exper-
imental and modelling approaches in Section 4.2, and finally

benchmarks these testing and modelling approaches by comparing the
predicted cutting forces to the measured values in Section 4.3.

4.1. Experimental cutting forces

The averaged cutting forces from tests 1–5, with a 10 mm axial depth
of cut, are plotted with respect to the feed rate in Fig. 5a and Fig. 5b
respectively. These tests had a constant 2.4 mm radial engagement and
are plotted in the X,Y,Z coordinate system of the dynamometer for the
straight cuts (blue arrows in.

Fig. 4b). The coefficient of variance between the repeated force
measurements is less than 2 % across all the cutting conditions,
demonstrating the good repeatability of the process. This is shown in
Fig. 5 where the error bars represent the standard deviation, however,
these are difficult to visualise for some tests as the standard deviations
are small. The Fx components (green circles) had the highest magnitude
of force, followed by the Fy (orange squares) and Fz (blue triangles)
components.

A linear trend was observed for all force components, which is ex-
pected because the increase in feed/rev/tooth causes a linear increase in
the shearing chip load area. To calculate the CFCs using the traditional
mechanistic approach, the linear slope (FS) and intercept (FI) of these
trends must be calculated. To do this, a linear regression was fitted to
each force component which resulted in a good fit because the R2 values
(shown in Fig. 5) are all greater than 0.96, and the P-values for all of the
slopes and intercept coefficients are less than 0.0001. The latter value
demonstrates the statistical significance of the trends. The R2 values and
coefficients for these linear regressions are shown in the tables beneath
the graphs.

Fig. 7. (a) Example of the raw (black line) and smoothed (dashed red line) Fx force response plotted with the radial depth of cut (blue dashed line). (b) Fx (green
lines), Fy,(orange lines) and Fz (blue lines) cutting forces with respect to the instantaneous radial depth of cut, for all three repeats.

Fig. 8. (a) Average uncut chip thickness at entry angle h(φstart) for the OS (green circles), TS (blue squares), and the RT optimisation angular cut (orange triangles)
methods. (b) Average uncut chip thickness h(φ) with rotation angle (φ) for test 3 and test 11 at the end of the slope (green line), test 11 at the beginning of the slope
(blue line), and test 1 (red line).

Fig. 6. Averaged cutting forces from the straight cuts calculated in tests 6–10 in
the Fx (green circles), Fy (orange squares), and Fz (Blue Triangles) directions.
The error bars show the standard deviations across the 3 repeated tests.
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The averaged cutting forces from tests 6–10, which had a constant
(10 mm) axial engagement with increasing radial engagement from 1.6
– 3.2 mm and feed rate from 0.06 – 0.1 mm/flute/rev, are shown in
Fig. 6. The magnitude of the Fx (green circles), Fy (orange squares), and
Fz (blue triangles) force components increased as the feed rate and radial
engagement increased, which is to be expected as both the radial
engagement and feed rate increase the shearing chip load area. The
coefficient of variance values for all the repeated measurements were all
less than 3 %, apart from the Fx components in test number 7 and 10
which had variance up to 11 %, highlighted by the green standard de-
viation error bars in Fig. 6. This shows that the data had good repeat-
ability, however, the Fx component data was less repeatable than it was
in tests 1–5, which had a constant radial engagement.

The force responses of the angular cuts are smoothed with a moving
mean that has a window size equal to 1 revolution of the tool. This is
illustrated in Fig. 7a, whereby the raw Fx force is shown by the black line
and the smoothed force is shown by the dashed red line, the correlated
radial depth of cut (ae) that is calculated based on the machine tool
positional data is shown by the dashed blue line. These smoothed forces,
in the Fx, Fy, and Fz, directions are shown in Fig. 7b plotted with respect
to the radial depth of cut for each of the three repeated tests, which have
a linear relationship for each force component. The Fy force component
deviated from this linear relationship after approximately ae = 2mm,
whereas the Fx force component did not deviate from this linear rela-
tionship, and the Fz force component only deviated very slightly towards
the end of the cut at ae = 3.1mm.

It is important to highlight that the maximum chip loads (hex) on the

cylindrical part of the tool, calculated using Eq. 23, differ between the
testing methods, as highlighted in Fig. 8a. In this figure, for the TS tests
the increment represents tests 1–5, for OS the increment represents tests
6–10, and for the RT tests, five arbitrary increments in the radial depth
of cut are plotted. This is because the chip load is dependent on both the
feed rate (ft) and the radial depth of cut (ae), therefore, there is an
interaction effect between the two parameters. This is why, even though
the same range of feed rates that were used in traditional mechanistic
cuts (blue squares) and optimisation cuts (green circles), the maximum
chip load is different because the radial depth of cut was also varied. The
optimisation straight cuts had a lower chip load in the first two tests,
then a higher chip load in the last two tests, with an overlap at the centre
point test. Additionally, the radial depth of cut has a non-linear rela-
tionship with the maximum chip load, therefore, the increase in the chip
load is non-linear as shown by the orange triangles. The angular cut also
had a lower chip load than the traditional mechanistic and optimisation
straight cuts tests due to this interaction effect, even though the range of
the radial depth of cut was consistent with the other tests and the feed
rate (0.08 mm/flute/rev) was at the centre point. However, regardless of
this, the chip loadmust be incrementally increased to calculate the CFCs,
which is satisfied by all three testing methods.

hex = ftsin
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⎜
⎝π − cos− 1

⎛
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D
2 − ae

D
2
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⎟
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Fig. 8b also demonstrates a key difference in the chip loading

Table 2
Cutting force coefficients calculated using the RTA force model. The percentages in green represent the difference compared to the traditional straight cuts testing
method. The units for the shearing (Kc) and ploughing (Ke) coefficients are MPa and N/mm, respectively.

CFC 
(RTA)

Tradi�onal 
Straight Cuts (TS)

Op�misa�on 
Straight Cuts (OS)

Op�misa�on Rapid Angular Cut (RT)
Repeat 1 Repeat 2 Repeat 3 Repeat 3 (PSO)

786.7 604.0 -23% 341.2 -57% 269.8 -66% 327.9 -58% 907.0 15%
2580.6 2259.3 -12% 1299.7 -50% 1125.9 -56% 1200.1 -53% 2059.9 -20%
1162.3 1313.8 13% 1834.4 58% 1689.8 45% 1724.1 48% 1682.9 45%

18.9 26.9 42% 34.1 80% 36.5 93% 34.9 84% 20.0 6%
5.4 13.0 143% 34.1 536% 38.1 611% 36.5 580% 20.0 273%
-0.4 -4.7 1112% -13.9 3512% -10.0 2497% -10.9 2723% -11.1 2768%

RMSE
(N): 19.2 2.3 2.0 1.6 8.20

Fig. 9. Comparison of the mean values of the three repeated tests using TS, OS, and RT testing methods at the same chip load condition (ae = 2.4 mm, ft = 0.08, ap =
10 mm hex = 0.057 mm) with respect to the (a) Fx, (b) Fy, and (c) Fz force coefficients. Error bars represent the range of the three repeated measurements.
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between the RT and TS CFC identification methods. As shown by
comparing the green and blue lines, the RT method varies the chip load
by changing the start angle (for down-milling) of the flutes which results
in gradually increasing the length of the engagement arc. This means
that beyond φj,k= ~159◦, the additional chip loading information
extracted from the RT testing method at the end of the sloped cut is the
same information that was extracted at the beginning. However, using
the TS method, more information is captured about the process because
the entire range of uncut chip thickness across the engagement arc
varies. This is demonstrated by comparing the chip loading for test 3 at a
0.08 mm/flute/rev feed rate (also represented by green line) with the
test 1 (red line) that had a lower 0.06 mm/flute/rev feed rate. The uncut
chip thicknesses plotted are the average across all flutes because the
variable pitch angle between the flutes results in varied chip loads across
them.

Tests 3 and 8, using the TS and OS testing methods, respectively, had
consistent cutting conditions, which is also consistent with the RT
testing method at a radial depth of cut of 2.4 mm. Fig. 9a, b, and c
compare the mean cutting forces for each testing method at this con-
dition across the three repeated tests, for the Fx, Fy and Fz force com-
ponents, respectively. The Fz forces (Fig. 9c) were within a range of
~12 N, however, the Fx (Fig. 9a) and Fy (Fig. 9b) forces had slightly
larger variation, within the range of ~21 N and ~30 N, respectively. A
one-way ANOVA was performed, which highlighted that the mean
values between the testing methods are statistically not equal because
the data has p-values of less than 0.002, so the null hypothesis that the
mean values are equal is rejected. However, the coefficient of variance is
within ~3 % across the three repeats for each testing method.

4.2. Cutting force coefficients (CFCs)

The CFCs calculated using the RTA force model using each of the
testing methods (TS, OS, RT) at a 10 mm axial depth of cut are shown in
Table 2. To ensure consistency between the range of radial depths of cut
used in the OS straight cuts tests, the CFCs for the rapid RT tests were
calculated using the average force response from 1.6 to 3.2 mm radial
depth of cut. The baseline set of CFCs is calculated using the traditional
straight-cuts method (TS) with constant axial and radial engagements,
and the percentage differences highlighted in the green cells are the
deviation of each method from this baseline. Using the RT method, three
sets of CFCs were generated because the test was repeated three times.

There is up to a 23 % difference between the shearing coefficients
when comparing the TS and OS testing methods. The largest difference
in the Krc coefficient. There is an even larger percentage difference be-
tween the ploughing coefficients, although, this is because the values are
small; the actual nominal differences are within ~8 N/mm. Further
comparisons between the shearing coefficients will be discussed in
percentage terms, however, comparisons of the ploughing coefficients

will be made in terms of the absolute values because the values are
small. The rapid RT testing method resulted in CFCs with the largest
difference from the benchmark traditional TS method, with differences
between the shearing and ploughing coefficients of up to 58 % and
25 N/mm, respectively. To minimise this difference, the particle swarm
metaheuristic optimisation (PSO) technique with upper and lower
bounds between − 20 to 20 N/mm for the ploughing coefficients was
used with the data from Repeat 3. This range was selected using the
precalculated result using the TS method to ensure that the method does
not impose non-physical constraints and to prevent the optimal solution
from being on the boundary of the search space. Limiting the ploughing
coefficients reduced the difference in the Krc and Ktc shearing co-
efficients to within 20 % of the TS value. However, the Kac remained
similar to that calculated using the least squares method, and it resulted
in a higher global root-mean-squared-error (RMSE) between the pre-
dicted and experimental forces. Additionally, although the rapid RT
testing method resulted in larger deviations in the CFCs from the
benchmark traditional TS method than the OS method, the rapid RT
testing method has lower global RMSE values. This is because a reduc-
tion in the shearing coefficients is accompanied by an increase in the
ploughing coefficients, apart from in Kac, which potentially balances out
the force equation.

The same comparisons between the testing methods are made for the
UV force model in Table 3. The deviation of the CFCs using OS testing
methods from the traditional TS method is larger using the UV force
model compared to the RTA model, with up to 44 % and 10 N/mm
difference for the shearing and ploughing coefficients, respectively. The
differences in the CFCs calculated using the RT testing method are even
larger, however, the RMSE values using the RT method are lower than
those using the OS method. This is consistent with the trends observed
using the RTA force model, however, the global RSME values using the
UV force model are larger than the corresponding values using the RTA
force model.

4.3. Predicted cutting forces and model validation

The predicted stationary time-domain responses at the centre point
(test 3) cutting condition using the various models are compared to the
experimental response in Fig. 10a, b, and c for the Fx, Fy and Fz force
components, respectively. The TS-RTA (orange line), OS-RTA (red line),
RT-RTA (green line) testing methods using the RTA force model and the
TS-UV (blue line), OS-UV (black line), and RT-UV (light blue line) using
the UV force model are compared to the experimental response (black
dashed line). All the models perform similarly at this cutting condition
with the largest deviation between 45–90◦ of tool rotation where the Fx
and Fy force components are underpredicted. The tool rotational angle,
with respect to the chosen reference flute, was not measured at the point
of first engagement; therefore, the force responses have been manually

Table 3
CFCs calculated using the UV force model. The percentages in green represent the difference compared to the TS method. The shearing (Kc) and ploughing (Ke)
coefficient units are MPa and N/mm, respectively.

CFC
(UV)

Tradi�onal 
Straight Cuts (TS)

Op�misa�on 
Straight Cuts (OS)

Op�misa�on Rapid Angular Cut (RT)
Repeat 1 Repeat 2 Repeat 3 Repeat 3 (PSO)

1202.9 853.1 -44% 33.4 -97% 34.9 -103% 26.9 -98% 1218.7 1%
2693.1 2563.3 -5% 2190.9 -19% 1962.9 -27% 2042.5 -24% 2150.5 -20%

18.9 28.0 1% 41.0 117% 43.0 127% 41.6 120% 20.0 6%
5.4 11.6 33% 25.3 371% 29.9 458% 28.0 422% 17.5 225%
-0.4 -3.5 -58% -4.9 1170% -1.6 320% -2.2 477% 7.3 -1995%

RMSE
(N): 19.4 6.3 5.8 5.9 11.3
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aligned in a way that minimises the error. Due to the complexity of the
tool and the resultant force response with multiple flutes engaged
simultaneously, this alignment may have inaccuracies.

The errors in the predicted average cutting forces compared to the
experimentally measured values for Fx, Fy and Fz force components are
shown for all models in Fig. 10d, e, and f, respectively. The errors at test
1 (green bars), test 3 (orange bars), and test 5 (red bars) were chosen for
comparison as they represent the full range of feed rates (0.06 – 0.1 mm/
flute/rev) used to identify the CFCs, with a 2.4 mm radial depth of cut.

Comparing the average forces using the RTA force model, the TS-
RTA model has the lowest error which predicted all the force compo-
nents to be within 3 % of the experiment. The OS-RTA model was the
next most accurate model using the RTA force model, predicting the Fx,
Fy and Fz forces within 10.7 %, 6.1 %, and 22.4 % error, respectively.
Followed by the rapid testing RT-RTA model predicting the cutting

forces to within 17.79 %, 30.27 %, and 25.21 % error, respectively.
The UV force model predicted the average cutting forces consistently

with the RTA force model, and the same trends with respect to the
testing methods was observed between the different force models. The
traditional TS-UVmodel had the lowest errors using the UV force model,
predicting all the force components to be within 3.3 % of the experi-
ment. Followed by the OS-UV model which predicted the Fx, Fy and Fz
forces to within 11.1 %, 4.25 %, and 19.84 % error, and lastly the rapid
RT-UV model which predicted the average cutting forces, with slightly
more error, to within 19.7 %, 20.4 %, and 12 %, respectively.

The largest errors across all these models are at the test 1 cutting
condition (green bars), which had the lowest feed rate (0.06 mm/flute/
rev) and the largest variance in the experimental data. At the other
cutting conditions tested, the OS and rapid RT testing methods per-
formed much better. Neglecting test 1, the OS-RTA model predicted the
Fx, Fy and Fz, to within 3.7 %, 1.5 %, and 8.3 % error, and the rapid RT-

Fig. 10. Comparison of the experimental (black dashed lines – Test 1) with the predicted stationary time-domain responses by the TS-RTA (orange line), OS-RTA (red
line), RT-RTA (green line), TS-UV (blue line), OS-UV (black line), and RT-UV (pale blue line) for the (a) Fx, (b) Fy, and (c) Fz force components at test 3 cutting
conditions. The average errors between the predicted and experimental cutting forces for the (d) Fx, (e) Fy, and (f) Fz components for test 1 (green bar), test 3 (orange
bar), test 5 (red bar), and test 12 ( blue bar) conditions.
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RTA model predicted them to within 3.4 %, 6.2 %, and 13.4 % error,
respectively. The models using the UV force model also performed much
better when neglecting test 1, the OS-UV model predicted the Fx, Fy and
Fz force components to be within 7.1 %, 4.3 %, and 3.8 % of the
experiment, respectively, and the rapid RT-UV model predicted them to
be within 4.6 %, 6.35 %, and 5.9 % of the experiment, respectively.
These errors are in-line with those achieved using the RTA force model.

Comparing the predicted forces at the test 3 condition, which is the
only chip load condition that was consistent across all three testing
methods, the OS and rapid RT testing methods are in better agreement
with the traditional TS method. The OS-RTA and RT-RTA models pre-
dicted the average Fx, Fy and Fz cutting forces to within 3.7 %, 0.3 % and
8.3 %, and 3.4 %, 6.2 %, and 1.7 %, respectively. The OS-UV and RT-UV
models, using the UV force model, also performed better, predicting the
average Fx, Fy and Fz cutting forces to within 7.1 %, 4.3 %, and 1.7 %,
and 3.31 %, 6.32 %, and 1.7 %, respectively. Overall, the UV and RTA
force models predicted the average cutting forces consistently at this
cutting condition. However, at test 1 and test 5 cutting conditions, which
are at the lowest and highest feed rates, respectively, the rapid RT
method using the UV force model (RT-UV) predicted the average Fy and
Fz cutting forces much better, by up to 13 % in test 1 % and 7 % in test 5,
whilst the Fx cutting forces were consistent. At test 1 and 5 cutting
conditions, the rapid RT-RTA model benefited from the particle swarm
optimisation (RT-RTA-PSO model) that bounded the ploughing co-
efficients, which improved the predicted average forces by up to 10 %,
bringing the forces in line with the RT-UV model at these conditions.
However, the RT-UV-PSO model did not have any significant improve-
ment over the RT-UV model.

5. Discussion

During the experimental testing, good repeatability was achieved
with coefficients of variance of less than 3 % on average. The coefficient
of variance is the highest at test 1, which was between 4.4 % and 9.4 %
for all the force components. This is a potential factor causing the
increased error in the predicted cutting forces by all the models at this
cutting condition.

However, good consistency was achieved between the measured
cutting forces using the three (TS, OS, and rapid RT) testing methods, as
compared in Fig. 9. This comparison was made at a radial depth of cut,
feed rate, and axial depth of cut of 2.4 mm, 0.08 mm/flute/rev, and
10 mm, respectively, as this is the only overlap in the cutting parameters
between the testing methods. This demonstrates that the synchronisa-
tion of the machine tool positional data used to calculate the radial
depth of cut in the angular rapid (RT) tests is reliable, as the TS and OS
straight-cut tests did not rely on the machine tool positional data. This
consistency also demonstrates that, even though all the cuts were per-
formed using the same tool, the effect of tool wear was negligible and
did not impact the cutting forces.

The three testing methods produced different ranges of chip load
across the different methods used to calculate the CFCs, as demonstrated
in Fig. 8. This is one of the contributing factors to the differences be-
tween the calculated CFCs using the traditional TS and the OS and RT
testing methods. The chip load increases during the angular cut using
the rapid RT testing method, which have a non-linear relationship with
the radial depth of cut (Eq. 22), therefore, it is not possible to exactly
recreate the range of chip loading conditions achieved in the traditional
TS testing method across the angular cut using a constant feed rate. This
is one of the contributing factors that caused the larger differences in the
CFCs calculated between the rapid RT and traditional TS test methods
compared to the OS test method, as increased chip load, caused by the
increase in the radial depth of cut and feed/rev/tooth, have been shown
to reduce the CFCs [5,22].

In addition to the differences in the chip load between the tests,
another contributing factor to the differences in the CFCs is the nu-

merical optimisation process that is used by the OS and RT testing
methods. Using the traditional TS method, the shearing and ploughing
effects were first separated by calculating the gradient and intercept of
the F = f(ft) linear regression which provides an extra constraint on the
coefficients. However, in the OS and RTmethods, the cutting forces were
numerically optimised together, which is why the reduction in the
shearing coefficients compared to the TS method was accompanied by
an increase in the ploughing coefficients. The errors in the predicted
cutting forces were not significantly larger because a reduction in the
shearing coefficient using the OS and RT methods was always accom-
panied by an increase in the ploughing coefficients, balancing the force
equation. The PSO technique with upper and lower bounds applied to
the ploughing coefficients reduced this difference. However, it is not
practical to use this method because these bounds require adapting
when the material, tool geometry, and cutting conditions are changed
and a suitable range cannot be calculated without using the traditional
TS testing method. Overall, the particle swarm optimisation method is
not necessary to improve the errors in the force models either because
the CFCs resulted in a higher residual RMSE.

The RTA and UV force models overall performed consistently
compared to each other, the primary factor influencing the model ac-
curacy is the choice of the testing method. The traditional TS testing
method performed better than both the OS and RT testing methods,
regardless of the choice of force model. The traditional TS-RTA and TS-
UV models are the most accurate models, predicting the average cutting
forces to within 3 % and 3.3 %, respectively, whilst the OS and rapid RT
testing methods had higher errors overall. The rapid RT-RTA and RT-UV
models predicted the average Fx, Fy and Fz cutting forces across all the
cutting conditions to within 17.79 %, 30.27 %, and 25.21 % error, and
19.7 %, 20.4 %, and 12 % error, respectively. However, neglecting test 1
which had larger experimental variation, the error is significantly
reduced, and the RT-RTA and RT-UV models predict the average Fx, Fy
and Fz cutting forces to within 3.4 %, 6.2 % error, and 13.4 %, and
4.6 %, 6.35 %, and 5.9 % error, respectively. This demonstrates that the
rapid testing method is likely suitable for industrial optimisation ap-
plications. Additionally, the good accuracy of the OS method demon-
strates that the numerical optimisation CFC calculation approach can be
used with cutting force data that has changes in both feed rate and radial
engagement; making it useful to calculate CFCs in-process over any
complex tool path, provided that the chip load is varied.

This increased error using the OS and RT testing methods is poten-
tially related the different range of chip loads used to identify the CFCs
demonstrated previously in Fig. 8a, and the reduced level of information
that can be extracted from the testing methods that utilise variable
radial engagements to cause changes in chip loading, as highlighted
previously in Fig. 8b. The OS testing developed in this study has slightly
better accuracy because the chip loads are more consistent with the
traditional TS method, and because there was also variation in the feed
rates enabling more information to be extracted from the process. The
difference in chip loads across the testing methods reasoning is validated
by comparing the predicted average forces at the test 3 condition; this is
the only chip load consistent across the three testing methods which
result in the lowest error in the predicted forces using the CFC identified
with the OS and rapid RT testing methods. Indicating that, even though
less information is extracted from the process, the rapid RT testing
method is still accurate when being used to predict the cutting forces at a
chip load that occurred within the CFC identification data. Another
potential reason for this increased error in the OS and RT testing method
is that these methods lack the prior separation between the shearing and
ploughing forces that the traditional TS method benefits from before the
CFC calculation.

The UV force model captures the variation of the shearing and
ploughing coefficients with the changes in the local helix and rake angle
in the bull-nose region of the tool, as well as the variation of the nominal
helix angle in the cylindrical part of the tool. In contrast, the RTAmodels
do not capture this change in CFCs with the local geometry, this method
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only captures this variation on the ploughing edge length dSk,j. However,
this is not significantly reducing the accuracy of the RTA models
compared to the UV models, although it has potentially resulted in the
improvement in the force prediction at the extreme lower and higher
chip loads (in tests 1 and 5) using the rapid RT testing method. There-
fore, based on these results, the UV force model is recommended when
using the rapid testing method and with bull-nose tools with variation in
the local cutting-edge geometry.

The disadvantage of the UV force model is that the matrix

[Ak]
[
TRIk

][
TIUj,k

]
used to calculate the shearing forces is non-symmetrical

(3× 2), resulting in more equations than coefficients to be solved when
calculating the CFCs. These systems have no solution in cases such as
this because the equations are inconsistent, therefore, the solution that
satisfies the Fx, and Fy forces may not satisfy the Fz force. Due to this, a
least squares numerical solution was calculated for all the models that
used the UV force model, including the TS-UV model as a secondary
optimisation procedure after the fitting of the linear regression, whereas
an exact solution to the TS-RTA model was calculated from the gradient
and intercepts of the fitted linear regressions. This results in a loss of
information when calculating Kuc and Kvc force coefficients from the
experimental Fx, Fy and Fz cutting forces. This effect coupled with only
five parameters to be optimised using the UV force model compared to
the RTA force models’ six, likely contributed to the overall higher RMSE
values using the UV force model. Further improvement of the UV force
model to incorporate a third oblique force component in the rake face to
make the matrix symmetrical is recommended.

The time-domain response of the models is demonstrated at the test 3
cutting condition. The time-domain trends were poorly predicted within
the revolution of the tool by all models, even though the average cutting
forces were predicted to be within 8 % error across all the models. This
disagreement of the predicted forces for complex geometry tools with
variable pitch and helix angles in Ti-6Al-4 V has also been observed in
the literature by Tunç et al. [10], which predicted the average cutting
forces well but underpredicted the peak forces in the time domain
response which were also offset from the experimental response.

These deviations are potentially caused by a combination of the
fundamental limitations of all average CFC identification techniques, as
well as the phenomena in the experimental measurements that were not
captured in the model such as run-out and distortion of the measured
force data caused by the piezoelectric-based dynamometer [23]. Using
the averaged cutting forces to identify the CFCs does not fully utilise the
available dataset to capture the variation of the CFCs with uncut chip
thickness which has been demonstrated by Rubeo and Schmitz [5], and
it removes all information related to individual flute engagements from
the data and then expects the model to be able to predict them. The
limitation of instantaneous CFC methods is the complexity of capturing
the force data that is synchronised with the tool’s rotation angle of
engagement.

The impact of not capturing the tool geometry correctly on the time-
domain force response discrepancies was ruled out because pitch and
helix angles of the tool were measured, showing very little deviation
from the nominal values used in the models. However, the tool used in
the experimental testing had 10 µm of total run-out which the model did
not consider. Although, as the CFCs calculated in this study rely on the
averaged calculation method, the run-out does not impact the CFCs,
which may be a contributing factor to the inaccuracies in the time-
domain response whilst the average forces were predicted well.

Finally, the stiffness of the piezoelectric-based dynamometer and
workpiece structure distorts the higher frequency content of the forces,
which results in measurement error [23]. This is more critical in
high-speed and highly intermittent milling processes [23], whereby this
compensation has been shown to significantly reduce the peak forces
measured and enables clearer identification of the flute engagement
from the force response. This is potentially another contributing factor
to the errors in the time-domain response prediction, future work to

characterise the dynamometer dynamics using impulse hammer tests
and compensate for these natural frequencies.

6. Conclusions

This work presented a comprehensive study of the merits and limi-
tations of several mechanistic force models and CFC identification
testing methods milling operations. The limited range of chip-loads
achieved using the RT testing approach that uses a single angular cut
was demonstrated and a novel hybrid OS approach was proposed which
reduces the impact of this limitation by combining variation in both feed
rate and radial engagement. Additionally, a bull-nose tool with variable
pitch and helix angles was selected to highlight the advantages of the UV
force model compared to the RTA force model, which has not been
demonstrated in the literature.

Using the UV force model, and neglecting test 1 which had a higher
error due to larger variation in the experimental data, the identified
CFCs using the RT testing method predicted the averaged Fx, Fy and Fz
cutting forces overall within 4.6 %, 6.3 %, and 5.9 % error, respectively.
These errors are slightly higher than those using the traditional TS
method which predicted the forces overall to within 1.07 %, 1.9 %, and
3.3 %, respectively. This is potentially caused by the fundamental lim-
itation of the RT method that relies on changes in radial engagements (i.
e. changes in start angle for down-milling). This method reduces the
total chip load variation in the dataset because it only increases the
length of the engagement arc causing a lot of overlap. This limitation of
the RT method has not previously been identified in the literature.
However, another contribution to the reduced accuracy of the RT
method is because chip load ranges were not consistent with the TS
testing method. The errors in the predicted average Fx, Fy and Fz cutting
forces reduced to 3.3 %, 6.3 %, and 1.7 % at the test 3 cutting condition,
when predicting the cutting forces at a chip load consistent across the
three testing methods. The non-linear relationship between the chip
load and the radial depth of cut means that the exact chip load condi-
tions used to calculate the CFCs using the traditional TS method cannot
be recreated in the rapid RT testing when using a constant feed rate.
From the authors perspective, this error using the rapid RT method is
potentially acceptable for commercial tool path optimisation, and it
requires only a singular angular cut to calculate the CFCs, which is the
key benefit for commercial implementation.

The OS testing method demonstrates that the optimisation approach
used by the rapid RT testing method can also be used to calculate the
CFCs when both the radial depth of cut and the feed rate are varied. This
testing method, coupled with the UV force model and neglecting test 1,
predicted the averaged Fx, Fy and Fz cutting forces overall to within
7.1 %, 4.3 %, and 3.8 % error, respectively. This is marginally better
than the RT method for the Fy and Fz force components. This is likely
because the variation in feed rate along with the radial engagement
increased the variation of chip loading in the data, it partly reduced the
large overlap in chip load that is found by varying radial engagement
alone. The OS method demonstrates that the optimisation approach
used in the rapid testing method can also be successfully implemented to
calculate the CFCs in-process over a complex tool path, provided the
chip load is varied. The industrial implication of this is that CFCs could
potentially be calculated whilst machining real-world components.

The CFCs calculated using the rapid RT and OS methods are different
from those using the traditional TS method because a numerical opti-
misation method is utilised that lacks the prior separation of the
shearing and ploughing force components of the traditional TS testing
method. However, this did not significantly impact the predicted cutting
forces because the reduction in the shearing coefficients was compen-
sated by the increase in the ploughing coefficients, resulting in similarly
predicted cutting forces.

The more recently developed UV force model was also compared
with the RTA approach, and it was shown that they performed similarly.
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The primary factor impacting the model accuracy was found to be the
choice of the testing method. However, the UVmethod performed better
than the RTA force model with the RT method at the upper and lower
feed rates in this study, whereas they performed consistently when using
the traditional TS identification method.

Further improvement of the UV force model is recommended to
include a third force component in the rake face to prevent an over-
determined system of equations when calculating the shearing force
coefficients. The UV model currently must be implemented with a nu-
merical optimisation procedure, regardless of the testing method,
including the traditional TS method which requires a secondary opti-
misation procedure after the fitting of the linear regression to calculate
the CFCs. This, coupled with one less coefficient to optimise compared
the RTA force model, results in the UV models having higher residual
root-mean-squared error of fit with the experimental data than the RTA
models. Regardless of these limitations, the UV force model generally
performed better than the RTA approach and it was able to capture the
variation of the local helix in the bull-nose region of the tool used in this
study.

The time-domain force prediction predicted peaks in force that were
offset from the experimentally measured response, which was consistent
with the finding in the literature for complex variable pitch and helix
tools. The reason for this discrepancy is potentially because the CFC
identification methods used in this study were all based on the averaged
cutting forces approach which does not fully utilise the available dataset
to capture the variation of the CFCs with uncut chip thickness. Along
with limitations in the model, such as not capturing the tool run-out.
Further work is necessary to implement the effect of tool run-out and
to filter the natural frequencies of the dynamometer from the measured
force data to further isolate the effect of CFC identification method and
force model.
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