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Spatial Domain Mapping from In-Process Sensor Signals for Visual Inspection of Multi-
Material Stack Drilling
Bin Chen, Chaoyue Niu, Erica Smith, Rob Bramley, Pete Crawforth, Mahdi Mahfouf, Visakan Kadirkamanathan

• Introduction of a novel Spatial Domain Mapping method by an in-process sensor signal integration framework to
enable novel visualisation of the drilling process for the identification of anomalous patterns in the hole surface’s
quality in three-dimensional.

• Development of a variant model-based signal processing approach that exploits the sensor characteristics of the
fibre optic sensor for both spindle speed and angle estimation, coupled with a feed rate estimator from the laser
sensor.

• Assessment of the proposed Spatial Domain Mapping method on drilled holes from a manufacturing trial to
demonstrate potential association between the in-process signal temporal profile and the spatial localisation of
the hole machining process.
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A B S T R A C T
Airliner assembly processes involve components being pre-assembled into a ‘stack’, which is
then drilled through. Manufacturers have strict hole quality requirements and need confidence in
hole quality, since defects such as burrs and delamination can affect structural integrity. Human
expert can be empowered to perform hole quality inspection through the provision of useful
information. Visual representations of signal features and their association to the spatial and
temporal features in the hole quality is a powerful mechanism by which to facilitate quality
inspection. This paper proposes a novel sensor signal integration framework to map sensor
signals from the time domain to the relative spatial domain as indicated by the drill bit position.
Kalman filter based rotational position estimation from fibre-optic signal and relative drilling
depth estimation from laser signal provided the relevant spatio-temporal information for the
mapping. The resulting spatial domain mapping enables visualisation of signals for the detection
of any defect related anomalous patterns for a human expert to inspect the hole quality. Its
potential is demonstrated on a real-world drilling trial of different quality holes.

1. Introduction
Drilling is a common machining process seen across a broad range of applications and industries. It is of particular

significance in aerostructure assembly, where components are held together by fasteners, such as bolts and rivets, fitted
through drilled holes. In fact, large commercial aircraft may have 1.5 to 3 million fasteners [1]. As defects in the
holes reduce the structural integrity of joints, manufacturers normally have hole quality requirements. Burrs on metal
(primarily aluminium and titanium) components [2], and delamination of fibre reinforced polymer (FRP) components
[3], are both defects controlled by quality requirements. Given the high risk of the application, confidence in hole
quality is essential.

Holes in mating components must align very well to accept tight fitting fasteners. To achieve this, holes are typically
drilled while components are held together as a stack. However, before a fastener is fitted, components are typically
disassembled to inspect for defects between layers and rectify them if necessary. This extra work is inefficient, slowing
assembly speed and increasing production costs. Assembly without this intermediate disassembly is known as One-Way
Assembly (OWA) [4].

With components held closely together, inspection between components using traditional techniques is highly
challenging. One approach to gaining confidence in hole quality without intermediate disassembly is in-process
monitoring using sensors. This involves recording, processing and analysing sensor signals to relate features of the
signal to hole defects in a test environment, where components can be disassembled for inspection, and then applying
the monitoring in production to identify defects through signal responses from drilling. Sensors such as load cells,
accelerometers, and acoustic emission sensors are highly sensitive to physical responses and can be installed onto
components, fixtures or drilling machines. Since data is gathered during the drilling process, process confidence could
be improved without further steps in the assembly process being added. It has been shown that using in-process signals
for early detection of defects, it can significantly reduce the risk of noncompliant products reaching later assembly
stages or final inspection [5].
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It is well established that high cutting forces lead to hole defects and there has been work relating in-process
signals from drilling to hole defects [6]. For example, a physics-based fractal dimension analysis was used to process
force signals to predict and improve hole quality (i.e., burr heights) in the metal layers of CFRP, Titanium (Ti), and
Aluminium (Al) stacks [7]. Building on this relationship, force signals, such as those measured using integrated sensors
in active-thrust spindles, have further demonstrated potential for enhancing process monitoring and control in robotic
drilling [8]. A data segmentation method using axial force signals has been demonstrated to separate CFRP drilling,
aluminum (Al) drilling, and countersinking stages in CFRP/Al stacks, thereby enabling more effective defect detection
[9]. More recently, it has been shown that drilling force signals can be segmented—using peak and valley patterns—to
identify critical transitions such as tool entry, material interface breakthrough, and burr formation [10].

Beyond force signals, other sensors have also been employed to monitor and control drilling processes. Vibration
signals acquired from low-cost accelerometers have been used to extract features relevant to surface finish monitoring,
demonstrating that effective process insights can be obtained even with minimal sensor setups [11]. Vision sensors,
such as structured-light systems, have been utilized for 3D surface reconstruction and normal direction detection, which
are critical for ensuring high-quality drilling outcomes [12]. Acoustic emission (AE) sensors, for example, have been
used to identify defects during CFRP/Al stack drilling, with frequency analysis methods like fast Fourier transform
enabling the classification of damage types [13].

Integrating and fusing multiple sensor data have been increasingly adopted for enhanced process monitoring and a
number of machine learning methods have been proposed to support this trend. For instance, Bayesian fusion methods
integrate diverse in-process signals (vibration and acoustic data), to improve drift detection and classification accuracy
in ultra-precision machining [14]. Multi-sensor frameworks using accelerometers, acoustic emission sensors, and linear
encoders have been employed to predict machining quality through Gaussian Process Regression models, effectively
leveraging diverse sensor signals for robust prediction [15].

Beyond general monitoring, a related area of work focuses on adaptive hole-making in multi-material stacks by
using either process-event recognition or tool-state estimation to modify cutting parameters. Pardo et al. characterised
force, torque, AE and acceleration during stack drilling, demonstrating that these signals respond most distinctly
to engagement, CFRP/Al interface transition, and exit, arguing that they can serve as reliable triggers for adjusting
speed/feed (and even coolant supply) [16]. Zhang et al. cast stack drilling as incidence classification and achieved
high accuracy using a support vector machine robust to wear; crucially, they explicitly position such recognition as an
enabler for adaptive drilling, i.e., automatically adjusting cutting speed and feed when transitions or exit are detected
[17]. In a different context, Denkena et al. develop a simulation- and data-driven assistance system that predicts shape
error from tool engagement, and adapts the feed rate with the evolution of tool wear [18, 19].

While the above approaches focus on interpreting temporal process signals to classify an outcome, they typically
do not provide spatial information about defect location. Traditional defect localization studies, such as those utilizing
Lamb-wave imaging or triangulation, generally detect and visualize damage on stationary composite structures in an
offline manner. These methods are not synchronized with tool movements, making them unsuitable for visualizing the
dynamic drilling process or identifying precisely when and where along the hole defects form (a detailed comparison
between these methods and our proposed approach is given in Table 1).

However, these are largely related to localization of accrued defects on a plate structure on two dimensions
(2D) as opposed to defects due to drilling operations performed on them requiring 3D localization. Positional depth
context is the missing link: the work [23] showed that integrating positional data can precisely identify bond locations
when drilling Ti multi-alloys, however their study did not include circumferential resolution and multi-sensor signal
integration. Hence, a strategy that combines real-time 3D spatial position with in process data to localize defects
anywhere on the hole wall has yet to be reported.

To address the above limitations, a bespoke multisensor suite that collects synchronised signals for estimating the
tool axial position and angular orientation was developed for drilling tests. Utilising these sensor signals, a signal
processing framework can be created to estimate the tool position and orientation. Such an approach could be used to
provide visualisation of information that is spatially and temporally localised, and thus give additional confidence in
the evaluation of hole machining quality. Inspired by this idea, this paper develops a novel spatial domain mapping for
visualisation with a sensor signal integration framework to support hole machining quality inspection from in-process
data. The aim to provide such visual information to empower the human expert to make the quality inspection decisions.
The main contributions are:
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Table 1
Comparison of defect localization studies and this work

Aspect Yang et al. (2017)
[20]

Liu et al. (2022) [21] Zhou et al. (2023)
[22]

This work

Problem
Domain

Lamb-wave non-
destructive testing on
stationary coupon; no
drilling

Structural health
monitoring of pre-
damaged CFRP panel;
no cutting involved

Delamination localiza-
tion in damaged but
fixed plate; no ma-
chining

Hole quality in drilling
of multi-material
stack with dynamic
tool motion

Material and
Structure

Woven glass fiber re-
inforced epoxy com-
posite laminates; flat
static plate

CFRP flat and
stiffened plates with
artificial delamination,
holes, and cracks

Quasi-isotropic CFRP
laminate; flat and sta-
tionary

Titanium–CFRP
stack; dynamic drilling
under machining
conditions

Sensor Type and
Deployment

Single type; Eight
surface-mounted PZT
(piezoelectric) sensors
in non-circular array

Single type; SMART
Layer embedded PZT
network (dense trans-
ducer mesh)

Single type; Two “L”
shaped PZT arrays
(each with 7 sensors)
surface-mounted

Multisensors: fiber op-
tic sensor + AE sen-
sor (on fixture) + laser
displacement sensor

Application De-
ployment

Offline application for
2D plate defect moni-
toring

Online and offline ap-
plication for 2D plate
defect monitoring

Offline application for
2D plate defect moni-
toring

Online and offline ap-
plication for in situ
drilling 3D monitoring

Brief Overview
of the Defect
Localization
Method

Lamb wave ellipse in-
tersection, outputting
2D heatmap

Delay-and-Sum ultra-
sonic imaging to gen-
erate defect probabil-
ity maps

Triangulation via
time-difference-of-
arrival; intersecting
direction lines locate
damage point

Time–space domain
mapping: bursts in AE
signal are projected to
spatial positions along
the drilled hole path

• Spatial Domain Mapping: Proposition of a novel method of spatial domain mapping based on sensor signal inte-
gration framework that synchronises the tool position and orientation with that of other in-process signals. This
will allow visualisation of the drilling process stages and facilitate the identification of potential relationships
between anomalous patterns in the sensor data and the quality of the hole surface in 3D.

• Signal Processing to Estimate Tool Axial and Angular Position: Design of a variant model-based signal
processing method for a fibre optic sensor based on sensor characterisation for spindle speed and angle
estimation, coupled with a feed rate estimator from the laser sensor. Both information extracted from the sensors
are important control parameters for the drilling process and can be estimated in real-time from the in-process
signals.

• Assessment of the Spatial Domain Mapping: Assessment of the proposed spatial domain mapping method
to indicate its usefulness by an analysis on drilled holes from a manufacturing trial. Its role is in showing a
qualitative association between spatially resolved patterns of AE signals and potential defects with the promise
that the spatial domain mapping can become a platform for hole quality defect localization.

The rest of this article is summarised as follows: Section 2 describes the machining platform and discusses the
problem; Section 3 proposes a model based formulation for the estimation of feed rate and depth of the tool from
the laser displacement sensor; Section 4 considers the estimation for relative angle and rotation speed of the spindle,
by using a novel signal processing method that takes sensor characteristics into account; Section 5 proposes a sensor
signal integration framework to map in-process sensor data spatially and correlates features of this pattern with the
hole quality from two cases; Section 6 concludes the paper and identifies future research.
Remark 1. Some preliminary results on the signal processing for the fibre optic sensor have been reported in our
conference paper [24]. This article develops a sensor signal integration strategy that combines the signal processing
method on fibre optic sensor with a signal processing method for the laser distance sensor to support the sensor signal
integration framework for spatial domain mapping in the OWA research.

B. Chen et al.: Preprint submitted to Journal of Manufacturing Process Page 3 of 17



Spatial Domain Mapping from In-Process Sensor Signals for Visual Inspection of Multi-Material Stack Drilling

Coupon / 

Workpiece

Sensorised 

Fixture

Pressure foot and 

extraction shroud

Spindle
Pressure foot 

pneumatic 

actuator

Laser 

displacement 

sensor

Fibre optic 

sensor 

head

Laser target 

surface

Printed 

sensor 

mount

Drill 

holder

Fibre optic amplifier 

Fibre optic cable 

(a) Drilling platform and fixture. (b) Example workpiece mounted in the fixture.

Figure 1: Equipment set-up of the machining platform.

2. Problem formulation
The drilling platform is first described in order to provide context to the formulation of the problem.

2.1. Metal-composite stack machining platform
The drilling platform, an example workpiece, and the fixture used in the case study are pictured in Figure 1. The

drilling platform (in Figure 1a) is a Loxin T9000 parallel kinematic machine (PKM). PKMs offer a compromise
between highly adaptable serial arm robots, and machine tools that are designed for high stiffness and accuracy. It
is equipped with a specialized end effector including a pressure foot for enhanced stability, and a spindle mounted on
a quill axis.

The workpiece is clamped along all edges and the fixture is mounted on a robust metallic base, shown in Figure 1b.
The figure, fixture, and workpiece have their top right, top left, bottom right, and bottom left corners labelled with TR,
TL, BR, and BL identifiers, respectively. These marks function as alignment points, offering a reference for orientation
that facilitates the placement and guidance of the drilling process.

The spindle is an IBAG HT 210.3 A 24 CHIKPSVW (including an integrated encoder), and the machining process
is regulated by the Siemens SINUMERIK 840D numerical control system. When commencing the machining test, the
controller will activate the PKM, position the end effector, and follow the control parameters (e.g., the feed rate, drilling
depth, and spindle speed) to execute the drilling process. Sensors within the manufacturing cell capture in-process data
as part of the process monitoring system, allowing subsequent analysis to assess the machining quality.

The drilling procedure was performed on a multi-layer stack, indicative of typical structural arrangements in
aeroplane assembly. CFRP is commonly used in aerospace applications owing to its superior specific stiffness, strength,
and exceptional fatigue resistance [25]. However, its diminished interlaminar strength and inadequate impact resistance
often lead to compromised joints at mechanically fastened sites [26]. To address this issue, CFRP is often combined
with metallic alloys to form hybrid stacks, and this combination of materials improves the structure’s performance
more than either material could do on its own by using their different strengths [27].

Consequently, the workpiece in this study is designed to follow such a hybrid configuration. It is a stack made
up of layers, with CFRP at the bottom and Ti at the top. Layers are separated by a thin gap filled with a wet replica
sealant, representative of sealants used in airframes. The 0.15 mm gap was deliberately introduced to simulate typical
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(a) Hole entry. (b) Hole exit.

Figure 2: Inspection image of example hole’s quality.

assembly conditions in aerospace applications, where thin sealant-filled gaps are commonly present between joined
components. Note that these two layers’ materials have different properties, and hence the control settings are adjusted
for each layer to account for these differences.
2.2. Spatial domain mapping visualisation case study

The case study for the spatial domain mapping based visualisation involves robotic hole drilling of a stack formed
by a composite and a metal. In our experimental trial, a total of nine holes were drilled and their quality was assessed
through post-drilling inspections. These holes were all machined using the same stack configuration, drill bit and
control commands as detailed in Table 2 and Table 3, respectively. Note that the drill bit parameters are important
for the later visualisation and analysis of the drilling process: the cutting diameter defines the hole geometry in 3D
visualisation, and the point height is used to locate the breakthrough distance in the spatial mapping.

Table 2
Key parameters of the example stack and the drill bit.

Thickness of Ti layer Thickness of gap Thickness of CFRP layer Cutter diameter of drill Point height of drill

10.01mm 0.15mm 10mm 6.35mm 2.85mm

Table 3
The control commands for the drilling process

Spindle speed for Ti layer Feed rate for Ti layer Spindle speed for CFRP layer Feed rate for CFRP layer

4010.20 RPM 481.22mm/min 5764.67 RPM 345.88 mm/min

From these drilled holes, the hole exhibiting the most pronounced defect (characterized by an obvious crack at the
hole exit) and the associated in-process and part data, are used to illustrate the framework development. Please refer
to Section 4 in the Supplementary Material for the results of spatial domain mapping applied to all the holes from
the trial. Figure 2 shows the post-drilling inspection of this exemplified hole’s entry and exit quality. For the example
stack, CFRP delamination and uncut fibres can be seen at the hole exit.

For all sensors used in the experiment, we list their types and mounting layout in Section 1 of the Supplementary
Material. These sensors were installed both on the workpiece and on the spindle. For the workpiece-mounted
configuration, four Kistler load cells were positioned at the corners of the clamping frame to record cutting forces, and
four accelerometers were fixed beneath the plate to capture vibration. Acoustic emission (AE) sensing was performed
using four Mistras AE sensors arranged around the plate: during each hole drilling, the sensor positioned closest to
the drilling site was activated to maintain a consistent sensing distance. An additional AE sensor was mounted on top
of the workpiece and could be repositioned between holes to capture signals from different locations. Please refer to
Section 1 of the Supplementary Material for the full diagrams.

For the spindle-mounted configuration (see Figure 1a in the Supplementary Material for placement), a laser
displacement sensor (Micro-Epsilon ILD1900, 25.6 kHz) was fixed in the Z-axis direction relative to the drill to track
B. Chen et al.: Preprint submitted to Journal of Manufacturing Process Page 5 of 17
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axial feed motion, and a fibre-optic sensor (Omron E3NX-FA41, 51.2 kHz) was mounted to measure rotational position.
These two spindle sensors require additional signal processing steps to extract useful quantities such as feed rate and
spindle speed. In the following sections, we describe the signal processing methods designed for both sensors.

3. Processing for laser displacement signal
Computation of feed rate from the laser displacement sensor can be carried out by differencing the signal. However,

this can amplify the noise and small variations that lead to inaccurate estimates. A model-based approach that avoids
noise amplification is the use of a constant velocity model [28], followed by estimation using the Kalman Filter [29].
3.1. Model based estimation for feed rate

In model-based signal processing, a signal model is postulated that relates the quantities of interest to the
measurements.

The discrete-time constant velocity model is given by:
(

𝑑(𝑘 + 1)
𝑣(𝑘 + 1)

)

=
(

1 −𝑇𝑠
0 1

)(

𝑑(𝑘)
𝑣(𝑘)

)

+
(

𝑇𝑠
1

)

𝜛𝑙(𝑘)

𝑦𝑙(𝑘) =
(

1 0
)

(

𝑑(𝑘)
𝑣(𝑘)

)

+ 𝜖(𝑘)
(1)

where 𝑘 is the discrete time index; 𝑇𝑠 is the sampling time; 𝑑(𝑘), 𝑣(𝑘) and 𝑦(𝑘) are the true displacement, feed rate
and the measured displacement at discrete time 𝑘; 𝜛𝑙(𝑘), 𝜖(𝑘) are the uncorrelated zero mean white noise disturbance
and measurement noise with variances 𝑄𝑙 and 𝑅𝑙 respectively. Note that the drilling direction is downward so that
displacement decreases with positive velocity as reflected in the model.

Then, we can further simplify the above model into a linear state space model as follows:
𝑥𝑙(𝑘 + 1) = 𝐹𝑙𝑥𝑙(𝑘) + 𝐺𝑙𝜛𝑙(𝑘)

𝑦𝑙(𝑘) = 𝐻𝑙𝑥𝑙(𝑘) + 𝜖(𝑘)
(2)

where 𝑥𝑙(𝑘) = (𝑑(𝑘) 𝑣(𝑘))⊤, 𝐻𝑙 = (1 0), and 𝐹𝑙 as:

𝐹𝑙 =
(

0 −𝑇𝑠
0 1

)

, 𝐺𝑙 =
(

𝑇𝑠
1

)

(3)

Now, we have the model-based estimation for the laser displacement sensor and the standard Kalman Filter (refer
to [29] for more details) can be applied to get the system state estimates 𝑥̂𝑙(𝑘).
Remark 2. Note that, the choice of measurement noise variance 𝑅𝑙, and process variance 𝑄𝑙 are important for the
filtering operation of the Kalman Filter. Estimation of 𝑅𝑙 can be obtained by observing the non-machining part and
as it is sensor specific in the same environment, we only need to calculate it once. 𝑄𝑙 is normally chosen based on the
variation of the speed, which in this case was chosen to have the same value as the measurement variance.

3.2. Filtering results
The constant velocity model based Kalman filtered displacement estimate 𝑑(𝑘) = (1 0) 𝑥̂𝑙(𝑘) is shown in Figure

3a. It demonstrates that the filtering result can reduce the noise effect on the original data and return an accurate
estimation of the real-time height on the z-axis. Similarly, the feed rate is calculated by 𝑣̂𝑙(𝑘) = (0 1) 𝑥̂𝑙(𝑘) (further
multiplied by 60 to convert the result from 𝑚𝑚∕𝑠𝑒𝑐 into 𝑚𝑚∕𝑚𝑖𝑛) with Figure 3b showing the filtered estimate of the
feed rate from the Ti layer to the CFRP layer. The figure shows the resulting feed rate fluctuating around the control
command values as given in Table 3. This verifies the effectiveness of the proposed signal processing method to remove
the effects of laser sensor noise.
Remark 3. In addition to the qualitative assessment, the Kalman filter covariance provides a quantitative measure of
uncertainty for the displacement state. The diagonal entry corresponding to the axial position converged to a steady-
state variance of 4.6 × 10−6 mm2, which corresponds to a 1𝜎 standard deviation of 0.0021mm. This indicates that the
filtered displacement estimates are reliable to within a few micrometres of uncertainty.
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(a) The observed displacement from the sensor and the
filtered displacement.

(b) The filtered feed rate when machining the Ti-CFRP
stack.

Figure 3: The filtered displacement and feed rate from laser displacement data.

4. Signal processing for fibre optic sensor
The signal processing framework for the fibre optic sensor requires a more complex set of operations than that for

the laser displacement sensor. We will adopt a model-based strategy as for the laser sensor, but with several stages
to account for the fibre optic sensor characteristics. In the following section, we will model the transient response
characteristics of the sensor to obtain its ideal response, thus eliminating transient effects.
4.1. Signal transformation and sensor characterisation

The fibre optic sensor signal illustrated in Figure 4a shows that it has a saturation amplitude when a light patch is
sensed and a varying envelope when the dark patch is sensed. Note that, there exists one ‘double-notch’ pattern every
360 degrees (after every eight ‘single-notch’ patterns), which is used to represent the reference angle. Furthermore,
the zoomed in signal shows that there are also transients that make it difficult to detect sensor transitions from seeing
light and dark patches.

A two stage operation is first performed to transform the observed signal. We first perform a DC and sign shift
to transform its raw data into a signal that has the following behaviours at time 𝑡: 0 output as the strip’s light patch is
traversed through by the fibre optic sensor and some non-zero signal level if the sensor passes through the dark patch.
Then, by defining the raw observed sensor data as 𝑧(𝑡), we can obtain the transformed data 𝑧̃(𝑡) as follows:

𝑧̃(𝑡) = 𝑧∗ − 𝑧(𝑡) (4)
in which 𝑧∗ denotes the saturated DC voltage level of the sensor output upon receiving light intensity above some
threshold, a sensor characteristic that is known a priori. Note that the envelope of the transformed signal 𝑧̃(𝑡) has
varying output levels, which is indicative of the signal not reaching the maximum values 𝑧∗, attributed to slow transient
characteristics. This phenomenon is inherent to the fibre optic sensor, and hence the characterisation of the sensor to
ascertain its transient time constant can be conducted offline. This characterization would be useful for further signal-
processing steps.

The second step is to view the transient signal as a dynamic response to some unobserved encoder type signal. We
model this explicitly as a step response behaviour of generating a transient output 𝑔(𝑡) to an ideal step input signal ℎ(𝑡).
This response is indicative of the sensor’s response to the rotating dark-light strip and can be denoted by a first-order
linear system transfer function 𝐺(𝑠) = 𝛼∕(𝑠 + 𝛼), where 𝛼 represents the inverse time constant. It follows that,

𝑔(𝑡) = 𝛼 ∫

𝑡

0
𝑒−𝛼(𝑡−𝜏)ℎ(𝜏)𝑑𝜏 (5)
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(a) Data from the fibre optic sensor. (b) The distribution of time constant 1∕𝛼.

Figure 4: Raw data and characterisation of fibre optic sensor.

in which the ideal step input signal ℎ(𝜏) is denoted as

ℎ(𝜏) =
{

0 if 𝜏 < 0
𝑎 otherwise (6)

and the maximum amplitude 𝑎 is known a priori, set to 9.5.
Note that Equation (5) has a closed-form solution as follows,
𝑔(𝑡) = 𝑎(1 − 𝑒−𝛼𝑡). (7)

Noting the fact that,
(1 − 𝑒−2𝛼𝑡0 )∕(1 − 𝑒−𝛼𝑡0 ) = 1 + 𝑒−𝛼𝑡0 , (8)

and then if we choose 𝑡2 = 2𝑡1 = 2𝑡0 and record the output 𝑔(𝑡0) and 𝑔(2𝑡0), the inverse time constant 𝛼 can be estimated
without knowing the exact value of 𝑎. Considering,

𝑔(2𝑡0)∕𝑔(𝑡0) = 1 + 𝑒−𝛼𝑡0 , (9)
which can be rewritten as,

𝛼 = 1
𝑡0
ln

⎧

⎪

⎨

⎪

⎩

1
𝑔(2𝑡0)
𝑔(𝑡0)

− 1

⎫

⎪

⎬

⎪

⎭

= 1
𝑡0
ln
{

𝑔(𝑡0)
𝑔(2𝑡0) − 𝑔(𝑡0)

}

. (10)

The above process presents a methodology for estimating the parameter 𝛼 characterising the sensor. This estimation
relies on the ability to accurately identify the initial time point 𝑡 = 0 of the transient signals following the
transformation. However, this is challenging and will incur a degree of variability to its identification and thus to
the estimation of the parameter 𝛼. Given the many transients in the signal, a mitigation way to reduce the effect of this
uncertainty is to choose a variety of such measurements and construct a histogram from which to derive the optimal
estimate for 𝛼. This will reduce any induced noise in the parameter value from the uncertainties.

In summary, we can characterise the sensor behaviour and estimate the time constant using the following steps:
Step 1. On each rising period 𝑖 of the signal 𝑧̃(𝑡), identify the local reference point of 𝑡 = 𝑡𝑖 at which point the
signal starts rising, corresponding to the local time 𝑡′ = 0;
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Step 2. Choose 𝑡0 and collect signals 𝑔𝑖(𝑡′ = 𝑡0) = 𝑧̃(𝑡 = 𝑡𝑖 + 𝑡0) and 𝑔𝑖(𝑡′ = 2𝑡0) = 𝑧̃(𝑡 = 𝑡𝑖 + 2𝑡0);
Step 3. Use Equation (10) to calculate 𝛼𝑖 using 𝑔𝑖(𝑡′ = 𝑡0), 𝑔𝑖(𝑡′ = 2𝑡0) and 𝑡0 for several 𝑖;
Step 4. Construct the histogram of 1∕𝛼𝑖 for all 𝑖 and choose the mode of the distribution as the optimal time
constant estimate 1∕𝛼̂.

Applying the above procedure to the fibre optic sensor installed on the spindle results in the histogram for the
parameter values for 1∕𝛼 shown in Figure 4b. The histogram exhibits a sharply defined peak, indicating a unique
mode. Therefore, the optimal estimate can be efficiently determined and the estimated time constant is 1∕𝛼̂ = 0.00153
for the sensor used in the experiments. It should be noted that this is a specific characteristic of a fibre optic sensor,
and hence it only needs to be determined once from a preliminary experiment.
4.2. Signal decomposition and measurement model

The fibre optic sensor signal processing is needed for the estimation of both the spindle speed and angle. It requires
the outcome of the signal transformation to capture both the encoder-type rotational data and data pertinent to the 0◦
angle of the tool position. Having transformed the raw observed signal and characterised the transients of the sensor
signal, a model based approach can be adopted to estimate the quantities of interest. In the following, we introduce a
signal decomposition method (using hypothesis testing [30]) to extract these two types of information.

We consider the transformed discrete-time data 𝑧̃(𝑘) as the sensor filtered signal being driven by an ideal signal
𝑢(𝑘) that represents a pulse like signal of 0 amplitude when the sensor sees a light patch and an amplitude of 1 as it
sees a dark patch. Given that the sensor either sees a light or a dark patch at any given time, we consider the decision
problem of whether the ideal input is 0 or 1 as a hypothesis based detection problem:

𝑢(𝑘) =
{

1 when 𝐻1 is true
0 when 𝐻0 is true (11)

where the hypothesis 𝐻0 represents instances when the fibre optic sensor sees the light patch on the strip and the
alternative hypothesis 𝐻1 represents instances when the sensor sees the dark patch at time instant 𝑘. Under the transfer
function sensor characterisation, the transformed signal can be expressed as:

𝑧̃(𝑘) = (1 − 𝛼𝑇𝑠)𝑧̃(𝑘 − 1) + (𝛼𝑇𝑠𝑎)𝑢(𝑘) + 𝜁 (𝑘) (12)
where 𝑎 is the maximum sensor voltage amplitude as defined previously and 𝜁 (𝑘) is a zero mean noise component
that captures the variations in the transformed signal. Given the linearity of the above model and with assumptions of
Gaussianity for 𝜁 (𝑘), the estimation problem of 𝑢(𝑘) reduces to the detection problem which can be solved by using
the likelihood ratio test [30], with the test further reduced as given below:

𝑢̂(𝑘) =

⎧

⎪

⎨

⎪

⎩

1 if [𝑧̃(𝑘)− ̂̃𝑧𝐻0 (𝑘)]
2

[𝑧̃(𝑘)− ̂̃𝑧𝐻1 (𝑘)]
2 ≥ 1

0 otherwise
. (13)

where ̂̃𝑧𝐻0
(𝑘) is the predicted output if at time instant 𝑘, the hypothesis 𝐻0 is true and ̂̃𝑧𝐻1

(𝑘) is the predicted output
if at time instant 𝑘, the hypothesis 𝐻1 is true. These predicted terms based on the model description are given by,

̂̃𝑧𝐻0
(𝑘) = (1 − 𝛼𝑇𝑠)𝑧̃(𝑘 − 1)

̂̃𝑧𝐻1
(𝑘) = (1 − 𝛼𝑇𝑠)𝑧̃(𝑘 − 1) + 𝛼𝑇𝑠𝑎

(14)

where 𝑎 is the maximum sensor voltage amplitude as defined previously. Applying the above hypothesis testing
procedure results in the signal 𝑢̂(𝑘) shown in Figure 5a.

The estimated signal 𝑢̂(𝑘) is a series of pulses that detect changes in the signal 𝑧̃. However, the signal 𝑢̂(𝑘) still
contains the double-notch effects, making it difficult to estimate the spindle speed and angle. To address this problem,
a further signal decomposition is developed to detect the notch signal associated with 0◦, and another signal that
removes the effect of the double notch but detects the regular dark /light patch transitions, as shown in Algorithm 1. It
results in signals 𝑢̂1(𝑘) and 𝑢̂2(𝑘) (as shown in Figures 5b and 5c, respectively):
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(a) The resulting        within time interval [2.5,3.1].

(b) The impulse input         . (c) The reset input         .

𝑢 (𝑘) 

𝑢 1(𝑘) 𝑢 2(𝑘) 

Figure 5: Extracted signals 𝑢̂(𝑘), 𝑢̂1(𝑘) and 𝑢̂2(𝑘).

• Impulse input 𝑢̂1(𝑘):

𝑢̂1(𝑘) =
{

1 if spindle has rotated by Δ𝜃
0 otherwise (15)

• Reset input 𝑢̂2(𝑘):

𝑢̂2(𝑘) =
{

1 if a double notch is detected
0 otherwise (16)

in which Δ𝜃 = 40◦ represents each dark/light sector’s angle range. Using 𝑢̂1(𝑘) and 𝑢̂2(𝑘), a pseudo-measurement signal
for the angle 𝜃 can be created as follows:

𝑦(𝑘) =

⎧

⎪

⎨

⎪

⎩

0 if 𝑢̂1(𝑘) = 1 & 𝑢̂2(𝑘) = 1
𝑦(𝑘 − 1) + Δ𝜃 if 𝑢̂1(𝑘) = 1 & 𝑢̂2(𝑘) ≠ 1
𝑦(𝑘 − 1) otherwise

(17)

with 𝑦(0) = 0. The signal 𝑦(𝑘) has a step-wise pattern with steps at the falling changes and resets to 0 for every
revolution. Note that, this signal is not a direct measurement of the true angle but it conforms with the true angle value
whenever 𝑢̂1(𝑘) = 1 if the effect of any noise has been mitigated.
4.3. Signal model and model based estimation

The previous subsection provided estimates of signals 𝑢̂1(𝑘) and 𝑢̂2(𝑘), with one consisting of pulses for every Δ𝜃increments and the other consisting of pulses for every complete revolution. This subsection is devoted to extracting an
estimate for the spindle angle 𝜃(𝑘), relative to a reference position of 0◦ and the spindle speed 𝜔(𝑘) at 𝑘. Allowing for
variations in these quantities over time that is induced by varying but unmeasured torque, once again, a model based
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Algorithm 1. Real-time decomposition for signal 𝑢̂(𝑘)
1: Initialization: 𝑢̃(0) = 𝑢̂1(0) = 𝑢̂2(0) = 𝑇 = 𝑐 = 0
2: For: 𝑘 ≥ 1
3: 𝑢̃(𝑘) = 𝑢̃(𝑘 − 1) + 𝑢̂(𝑘)
4: If: 𝑢̂(𝑘 − 1) = 1 && 𝑢̂(𝑘) = 0
5: If: 𝑐 = 1
6: 𝑢̂2(𝑘) = 1; 𝑐 = 0
7: End If
8: If: 𝑢̃(𝑘) ≤ 0.5𝑇 && 𝑐 = 0
9: 𝑢̃(𝑘) = 0.5𝑇 ; 𝑐 = 1
10: Else:
11: 𝑇 = 𝑢̃(𝑘 − 1); 𝑢̂1(𝑘) = 1; 𝑢̃(𝑘) = 0
12: End If
13: Else:
14: 𝑢̂1(𝑘) = 0; 𝑢̂2(𝑘) = 0
15: End If
16: End for
17: Return: Impulse input 𝑢̂1(𝑘) and reset input 𝑢̂2(𝑘)

representation can be deployed with the change in angular acceleration 𝜀(𝑡) as an unknown disturbance being a proxy
for the changes in torque.

Denoting the spindle angle (in relation to the reference position of 0◦) as 𝜃(𝑡), the spindle speed and angular
acceleration can be defined as 𝜔(𝑡) = 𝜃̇(𝑡) and 𝜂(𝑡) = 𝜔̇(𝑡). Using the constant acceleration model [28] gives the
following representation for the spindle dynamics:

⎛

⎜

⎜

⎝

𝜃̇(𝑡)
𝜔̇(𝑡)
𝜂̇(𝑡)

⎞

⎟

⎟

⎠

=
⎛

⎜

⎜

⎝

0 1 0
0 0 1
0 0 0

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

𝜃(𝑡)
𝜔(𝑡)
𝜂(𝑡)

⎞

⎟

⎟

⎠

+
⎛

⎜

⎜

⎝

0
0
1

⎞

⎟

⎟

⎠

𝜀̃(𝑡) (18)

where the unknown disturbance is 𝜀̃(𝑡). Its discrete-time form (with sampling time denoted as 𝑇𝑠) is represented as:
𝑥𝑓 (𝑘) = 𝐹𝑥𝑓 (𝑘 − 1) + 𝐺𝜀(𝑘) (19)

where 𝑥𝑓 (𝑘) = (𝜃(𝑘) 𝜔(𝑘) 𝜂(𝑘))⊤ is system state at instant 𝑘, 𝜖(𝑘) is assumed zero mean with variance 𝑄𝑓 ,

𝐹 =
⎛

⎜

⎜

⎝

1 𝑇𝑠
1
2
𝑇 2
𝑠

0 1 𝑇𝑠
0 0 1

⎞

⎟

⎟

⎠

, 𝐺 =
⎛

⎜

⎜

⎝

1
2
𝑇 2
𝑠

𝑇𝑠
1

⎞

⎟

⎟

⎠

. (20)

Given a state-space model to denote the spindle’s dynamics, the next step is to link the states to the observed data
through a measurement equation. With the transformed sensor output 𝑦(𝑘) being a step-wise signal, an additional
variable 𝜃(𝑘) is defined that maps to the signal 𝑦(𝑘) whilst also relating to the true angle 𝜃(𝑘). This leads to the
measurement equation:

𝑦(𝑘) = 𝐻̃𝑥̃𝑓 (𝑘) + 𝜈(𝑘) (21)

where 𝑥̃𝑓 (𝑘) =
(

𝜃(𝑘) 𝜃(𝑘) 𝜔(𝑘) 𝜂(𝑘)
)⊤ is the augmented state, 𝜈(𝑘) is induced noise due to signal transformations

into 𝑦(𝑘) assumed zero mean with variance 𝑅, and
𝐻̃ =

(

1 0 0 0
)

. (22)
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The auxiliary variable 𝜃(𝑘) is given by

𝜃(𝑘) =

⎧

⎪

⎨

⎪

⎩

0 if 𝑢̂1(𝑘) = 1 & 𝑢̂2(𝑘) = 1
𝜃(𝑘) if 𝑢̂1(𝑘) = 1 & 𝑢̂2(𝑘) = 0
𝜃(𝑘 − 1) otherwise

(23)

For the augmented state vector 𝑥̃𝑓 (𝑘), the state equation is also augmented and with the above definition for 𝜃(𝑘)
as,

𝑥̃𝑓 (𝑘) = 𝐹 (𝑘)𝑥̃𝑓 (𝑘 − 1) + 𝐺̃𝜀(𝑘) (24)
where 𝐹 (𝑘) and 𝐺̃ are given as

𝐹 (𝑘) =

⎛

⎜

⎜

⎜

⎜

⎝

[1 − 𝑢̂1(𝑘)] 𝑢̂1(𝑘)[1 − 𝑢̂2(𝑘)] 𝑢̂1(𝑘)[1 − 𝑢̂2(𝑘)]𝑇𝑠
1
2
𝑢̂1(𝑘)[1 − 𝑢̂2(𝑘)]𝑇 2

𝑠
0 [1 − 𝑢̂2(𝑘)] [1 − 𝑢̂2(𝑘)]𝑇𝑠

1
2
[1 − 𝑢̂2(𝑘)]𝑇 2

𝑠
0 0 1 𝑇𝑠
0 0 0 1

⎞

⎟

⎟

⎟

⎟

⎠

, 𝐺̃ =

⎛

⎜

⎜

⎜

⎜

⎝

1
2
𝑇 2
𝑠

1
2
𝑇 2
𝑠

𝑇𝑠
1

⎞

⎟

⎟

⎟

⎟

⎠

. (25)

With these representations, the Kalman filter is used to estimate the states.
Remark 4. The measurement variance 𝑅 of the noise 𝜈(𝑘) needs selection for filtering but it varies over time. We
modify the real-time update of noise variance in [31] as follows:

𝑅(𝑘) =

{

(𝜀̂(𝑘|𝑘−1)𝑇𝑠)2

12
if 𝑦(𝑘) ≠ 𝑦(𝑘 − 1)

𝑅𝑤 otherwise
(26)

where 𝑅𝑤 is a small positive constant.

4.4. Filtering results
The above formulation provides a representation of the data from the fibre optic sensor, and we can use the Kalman

filter to estimate the state vector 𝑥̃𝑓 (𝑘). It should be noted that, the reference measurement 𝑦(𝑘) is a piece-wise constant
signal output which changes only at every Δ𝜃 = 40◦, with the only information about the relative angle being available
at these sampling instances when there is a reset to 0 in 𝑦(𝑘). The Kalman filter, however, can estimate the relative
spindle angle 𝜃(𝑘) at each sampling instant by leveraging the model and the piece-wise constant signal 𝑦(𝑘), such that
𝜃̂(𝑘)[0 1 0 0] ̂̃𝑥𝑓 (𝑘). For the example in-process data given in Figure 4a, its filtering results are shown in Figure 6.
From Figure 6a, we can see that the spindle’s relative angle can be estimated in real-time to obtain an accurate drilling
interval for the spindle’s initial degree of around 0◦. The initial error is due to the mismatch between the spindle and
estimator initial angles, which is eliminated at the first double notch signal.

Furthermore, the proposed framework offers an estimation of the spindle speed 𝜔̂(𝑘) = [0 0 1 0] ̂̃𝑥𝑓 (𝑘) (further
multiplied by 60∕360 to transfer the unit from 𝑑𝑒𝑔𝑟𝑒𝑒∕𝑠𝑒𝑐 to 𝑅𝑃𝑀), which illustrated in Figure 6b. The estimated
spindle speed fluctuates around the control command as given in Table 3 due to disturbances from the machining
operation. The results confirm the effectiveness of the proposed signal processing framework for the fibre optic sensor
in extracting the useful information about spindle speed and angle. Both of these offer useful information for the tool
position and orientation that is useful for spatial localisation.
Remark 5. For the spindle angle estimate, the steady-state envelope of the covariance was found to reach a maximum
of about 9.4×10−7 rad2, corresponding to a 1𝜎 standard deviation of 0.00097 rad (approximately 0.056◦). This bound
defines the steady-state uncertainty of the angle estimation and demonstrates that the estimator can reliably track
spindle rotation with an accuracy better than 0.1◦.

Remark 6. Note that the rotational angle and speed estimation is normally carried out from an encoder sensor signal.
However, due to machine warranty not being voided and the reliability issues of edge devices, as well as challenges
with synchronisation to other sensor data, not to mention the slower acquisition rate, the raw encoder signal was not
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(a) The estimated relative angle 𝜃(𝑘) within [2s,4s]. (b) The estimated spindle speed 𝑤(𝑘).

Figure 6: Filtering results for fiber optic sensor.

utilised in this study. The fibre optic sensor solution has been shown to be generally useful in research environments
as it is reasonably cheap and has flexibility in terms of its integration with other sensors. It also can be an option for
retrofitting old machine tools that do not have encoders.

5. Visualisation and identification
5.1. Sensor signal integration framework for visualisation

The steps followed in the study can be described as follows:
1. Perform the drilling tests and use monitoring sensors to record the in-process data;
2. Design signal processing method (including filtering, amplification, modulation) for the acquired in-process data

to enhance signal quality and extract useful information;
3. Use the real experiment data to create a visualisation for the machining process;
4. Separate the whole machining process into different segments based on the visualisation;
Step 1 is the basic step to obtain the in-process signal. Steps 2-4 establish a sensor signal integration framework

that localises potential defects by linking them to specific spatial regions within the machining process. In this paper,
we mainly focus on the design of the sensor signal integration framework and hence the process of performing Step 1
is skipped for brevity.

After obtaining the estimation of tool position as the z-axis displacement from the laser sensor and the relative
angle of the spindle from the fibre optic sensor as in Sections 3 and 4, the tool can be localised to a specific depth and
relative angle at any specific given time. This allows a visualisation for the drilling process in which other in-process
data can be localised to a spatial region.
5.2. Visualisation of relative tool position with AE data

AE signals are a powerful tool to monitor the machining process. AE sensors can detect the transient elastic stress
wave that is caused by material deformation [32]. In this article, we provide a visualisation with AE Data for analysis,
noting that this method can be applied to other sensors (e.g., force and vibration sensor data) as well. For the example
drilled hole, the available laser displacement signal is with a sampling rate of 25, 600𝐻𝑧 and the AE signal is sampled
at 2, 000, 000𝐻𝑧, which needs harmonisation. This requires a down-sampling of the AE data, having checked that
there is no loss of information in this process. Here, the down-sampling is achieved by computing the root mean square
(RMS) value of the AE signal within the intervals between two successive sampling points of the laser displacement
signal measurement and replacing that interval with this RMS value.
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(a) 3D visualisation of the AE signal along relative tool
position.
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(b) 2D visualisation of the AE signal along relative tool position.

Figure 7: Visualisation of the sensor data during drilling process with relative tool position and angle. Colourmap indicates
the RMS AE amplitude value. Magnitudes of X, Y and Z axes are in 𝑚𝑚 with 𝑅 = 3.175 cutting radius in (a) while Y-axis
in (b) is normalised angle 𝜃∕360 ∈ [0, 1].

Using the estimation of z-axis displacement (as in Figure 3a) and the relative angle (as illustrated in Figure 6a) and
the RMS value of AE signal (recorded by the wideband differential AE sensor, and the signal is shown in Section II
in the Supplementary Material), we can plot the drilling process’s 3D and 2D visualisation in Figures 7a and 7b. The
figure shows the tool tip position with relative height and angle as the hole is drilled with the AE RMS value as the
tool machines the hole. Both figures show segmented patterns of drilling in different materials, useful for localisation
of any defects, although it should be noted that the tool is represented as a single point for visualisation and is not
reflective of the ground truth.

In Figure 2, there is delamination at the hole exit, as is often seen as a result of drills breaking through FRP surfaces
(illustration of the breakthrough segment and point height are given in Section 3 in the Supplementary Material). Hence
in the next section, we will segment the in-process data and only focus on the region when the tool is at the breakthrough
segment.
5.3. Segmentation and defect spatial localisation

The analysis of potential features related to exit hole defects involves comparing signal features within the
breakthrough segment to the observed defect. To allow comparison of signal features to hole quality images, we
align all the breakthrough segment’s in-process data together as in Figure 8a. Signals from the fibre optic sensor are
utilized to estimate spindle speed and angular position. Simultaneously, signals from the laser displacement sensor
are employed to estimate the feed rate and displacement. Sensed signals considered are the accelerometer readings,
and AE signals. These are shown in Figure 8a where the time period associated with anomalous patterns in the sensor
signals is highlighted in red. The maximum amplitude of vibration and the RMS profile of the AE signal, within this
time interval, are much larger than the preceding and following time periods. These oscillatory signals can be further
investigated through a 2D visualisation of the AE RMS signal. As seen in Figure 8b as a ‘hot spot’, this oscillatory
time series is due to a defect associated with a particular relative angle and at a specific depth.
5.4. Comparison with a defect-free hole

To assess the ability of the proposed framework to detect defects, we apply it to a relatively defect-free hole (as
shown in Figure 9a). Figure 9b shows the visualisation of the AE RMS signal with reference to relative tool position
and angle for the breakthrough segment of this defect free hole. No hot spots are visible once the point height of
the drill has completely cleared the bottom surface of the coupon. This is in contrast with the previous example with
delamination and uncut fibres.
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(a) In-process data in the breakthrough segment. (b) Anomalous signal pattern.

Figure 8: Localisation and defect identification in the breakthrough segment.

(a) Hole exit.

Breakthrough 

distance

Point height

(b) The signal pattern in the breakthrough segment.

Figure 9: Defect free hole and the signal 2D plot in the breakthrough segment.

6. Conclusion
This study has proposed a sensor signal integration framework to support spatial domain mapping by enabling

the accurate estimation of tool position and orientation during the drilling of metal-composite stacks. This allows for
localisation of in-process signals to specific spatial regions of the parts being machined and thus to facilitate defect
localisation. It integrates multiple components: (i) a laser displacement sensor whose output signal is processed with a
Kalman filter to enhance the accuracy of tool position and feed rate by processing displacement signals with noise; (ii) a
fibre optic sensor used to estimate spindle speed and precise relative angular position of the tool by the characterisation
of the sensor followed by the application of a Kalman filter based algorithm to process the sensors response to received
light intensity; (iii) the amplitude of in-process data (e.g., AE signal, vibration) that is directly obtained from the sensors
on the work-piece.

By integrating and visualising positional sensor data with in-process signals, this framework offers a promising
approach for process monitoring and defect localisation. The framework was applied to holes with varying levels of
defect at the exit. Pattern features could be seen in the AE data when plotted in the spatial domain. Plots showed
bands approximately aligning with material layers and the gap between layers, as well as ‘hot spots’ of large AE signal
amplitudes that have previously been known to be associated with defects. While these initial results demonstrate the
potential of spatial signal mapping for revealing drilling anomalies, the current study does not yet provide a quantitative
correlation between the spatial maps produced and the location/type of defects. This is primarily due to the variety
of defects observed (e.g., burrs, delamination, uncut fibres), which were not separately labeled or isolated in the
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present trial. Future work will involve controlled drilling experiments with higher sample sizes and detailed post-
process inspection, aiming to build statistically meaningful links between signal features and distinct defect modes.
In particular, quantitative image-based evaluation methods such as the pixel-based hole quality framework recently
proposed in our conference paper [33] will be incorporated. This further investigation will enable the proposed spatial
mapping framework to be cross-validated with established quality metrics such as the delamination factor 𝐹𝑑 , thereby
supporting its integration into predictive and real-time quality monitoring systems.
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