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Predictive process diagram for parameters selection in laser powder bed 
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A B S T R A C T   

The laser powder bed fusion process (LPBF) has been widely used in many industrial sectors, including auto-
motive, aerospace, and biomedical devices. With the fast development of new materials designed for critical 
applications, the conventional design of experiments for determining an optimal LPBF process window is a time 
and material-consuming activity. This can impose difficulties on small-to-medium industrial businesses where 
investing resources are limited. To address these challenges, this study draws inspiration from a reliable diagram 
used in laser welding to construct a similar diagram for the LPBF process. The objective is to enable the "right- 
first-time" selection of parameters that achieve a minimum of 99% density, regardless of the metallic materials 
and machine platforms. The diagram is established based on dimensionless beam power and velocity, derived 
from multiple LPBF process parameters (e.g., laser power, scan speed, hatch spacing) and the thermophysical 
properties of materials (e.g., melting point, density, thermal diffusivity). Furthermore, hot cracking susceptibility 
is considered by a strain-rate approach incorporated with the dimensionless thermal strain factor, which benefits 
when processing hard-to-weld alloys. The diagram shows high reliability in determining parameters corre-
sponding to lack of fusion, keyhole porosity and 99% dense parts when plotting against literature data of LPBF 
for several metallic materials. Similar results were observed when applying to a novel material ABD-900AM Ni- 
based alloy, for which no previously published data were available. Moreover, the diagram proved effective in 
selecting parameters to process the high-cracking susceptible CM247LC Ni-based alloy, resulting in significant 
mitigation of hot cracking in the as-fabricated parts.   

1. Introduction 

1.1. Current methods to identify the laser powder bed fusion process 
parameters 

In the Laser Powder Bed Fusion (LPBF) process, parameters are often 
selected through iterations of experiments using Design of Experiment 
(DOE) techniques such as Response Surface Methodology (RSM) [1–3] 
or the Taguchi method [2]. Multiple parameters, referred to as factors 
(e.g., laser power, scanning speed, hatch spacing, or layer thickness), are 
statistically evaluated against the desired output properties, known as 
responses (e.g., part density, surface roughness, or build rate). For new 
materials, the DOE procedure begins with a screening design encom-
passing the widest range of equipment capabilities, followed by further 
refinements using RSM. The resulting parameter combination is then 
validated to obtain the optimal settings [1]. When running experimental 
designs, cuboidal or cylindrical samples are often chosen for the ease of 

following metallurgical preparation steps. However, further parameter 
modifications may be required to apply the optimal settings on different 
part geometries such as tensile samples or complex geometry 
components. 

Data-driven process parameter selection has been increasing in 
attention recently. Druzgalski et al. [4] proposed a computational 
approach that divides scanning trajectories into smaller sections based 
on local laser-powder interactions. Each section is then mapped to its 
respective optimal parameters stored in libraries of models which will 
then be exported depending on the processing geometry. Populating 
these libraries requires other advanced thermal-mechanical and 
multi-physics simulations, thereby increasing resource usage and 
computational costs. Yeung et al. [5] implemented a Geometric 
Conductance Factor (GCF) to control the laser power concerning the 
local variation of thermal conductivity based on the solid-powder ratio. 
The approach demonstrated a better surface roughness on samples with 
the controlled model applied, however, the improvement was not 
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greatly significant. 
Numerical models have emerged as valuable tools in laser process-

ing, providing reliable predictions for the kinetics of structural changes 
[6], microstructure evolution, and hardness variations within 
heat-affected zones [7] across different steel types. These models typi-
cally involve calculating the induced thermal field using analytical 
equations, which are then utilised in subsequent computations for 
microstructural predictions. Later, Ion et al. [8] further developed and 
converted these models into a series of dimensionless numbers. This 
novel approach enables the effective characterisation of laser processing 
parameters and facilitates the analysis of a wide range of materials, 
accounting for their specific thermo-physical properties. The resulting 
processing diagram proves to be exceptionally useful in determining 
optimal regions associated with desired outcomes, such as hardening, 
melting, or achieving specific keyholing depths. 

The calculation of normalised enthalpy and normalised depth has 
proven to be an effective approach in predicting various welding modes 
for laser-welded materials [9]. This methodology was also adapted by 
King et al. [10] for the LPBF process of 316 L stainless steel to estimate 
keyhole thresholds. Rubenchik et al. [11] developed simple scaling laws 
based on normalised enthalpy and melt depth for different materials and 
LPBF platforms. Yang et al. [12] proposed a scaling law to establish a 
correlation between the melt pool width and process parameters. 
However, these studies have overlooked several important parameters 
of the LPBF process, including hatch spacing, layer thickness, and scan 
strategies. By considering only single scanning lines, which aligns with 
welding practices, these investigations fail to fully capture the complex 
processing conditions inherent to the LPBF process. 

Grouping major variables of metallic additive manufacturing (AM) 
processes and material properties into dimensionless numbers offers a 
comprehensive approach to comprehending the AM process [13]. 
Mukherjee et al. [14] investigated the use of dimensionless numbers 
such as Fourier, Peclet, and Marangoni numbers on the achievement of 
high part density, mitigating thermal distortion, and controlling solidi-
fied microstructure. However, calculating these dimensionless numbers 
necessitates the development of well-tested 3D transient heat transfer 
and fluid flow models, which can be computationally demanding for the 
LPBF process [4]. To address this, Thomas et al. [15] introduced nor-
malised model-based processing diagrams for AM techniques, an 
extension of laser processing diagrams originally introduced by Ion et al. 
[8]. These diagrams incorporate additional dimensionless factors, such 
as layer thickness and hatch spacing, which are crucial LPBF parameters. 
The normalised processing diagrams demonstrate good agreement with 
existing literature data on process windows for well-studied metallic 
alloys in AM powder bed fusion. However, their applicability is limited 
when dealing with new materials as they lack predictive capabilities. 

Establishing an optimal process window for a specific metallic alloy 
is a time-consuming and resource-intensive task, regardless of the 
methodology employed. The literature review reveals that using 
dimensionless numbers, which combine process parameters and mate-
rials properties, offers a comprehensive approach. However, establish-
ing a clear relationship between desired outcomes (such as part density 
and low cracking density) and the input dimensionless numbers is 
crucial. Notably, the work of Ion et al. [8] has demonstrated effective-
ness in predicting input parameters and desired results for laser welding, 
including hardening, melting, and keyholing depths. Furthermore, 
Thomas et al. [15] have validated the applicability of the model to ad-
ditive layer manufacturing. 

In this study, we utilised the model developed by Ion et al. [8] briefly 
overviewed in Section 1.2, followed by a consideration and incorpora-
tion of specific processing characteristics of the LPBF process into the 
model to enhance its compatibility (Section 1.3). Additionally, we in-
tegrated an additional dimensionless factor, the thermal strain factor, 
proposed by Mukherjee et al. [16], to assess thresholds for hot cracking 
density (Section 1.4). To validate the model, we compared its pre-
dictions with existing literature data and experimental results conducted 

in-house. Finally, the model was applied to a nickel-based legacy alloy, 
CM247LC (known for its high hot cracking susceptibility), to evaluate its 
capability in selecting process parameters for achieving 99% density and 
minimizing hot cracking density in the produced parts. The nomencla-
ture list that defines all the symbols used throughout the study is shown 
in Table 1. 

1.2. The original normalised laser process diagram 

In this section, the definition of dimensionless numbers and the 
construction of the laser process diagram from the work of Ion et al. [8] 
are overviewed. For a given material and laser parameters, Ion et al. [8] 
defined two dimensionless numbers that group important parameters of 
laser processing: 

Dimensionless beam power q*: 

q∗ = A.q

rB.λ.(Tm − T0)
(1) 

Dimensionless beam velocity v*: 

v∗ = v.rB

α
(2) 

Room temperature values are mainly selected for λ and α for the ease 
of data acquisition. For the build set up using a preheated baseplate, λ 

and α were selected at that specific preheat temperatures. In LPBF, the 
effective surface absorptivity A is a sensitive factor that can affect the 
calculation of the dimensionless numbers. Ye et al. [17] found that A is 
strongly affected by laser power, scan speed and beam diameter in the 
keyhole regime and slightly by the powder thickness. The absorptivity 
can increase up to 0.7 when the laser power increases as the keyholing 
mode transition occurs causing rigorous interaction between the laser 
beam and the molten metal surface within the keyhole cavity [17,18]. In 
contrast, increasing the scan speed was found to greatly reduce the 
surface absorptivity. 

For the conduction mode, the surface absorptivity shows a strong 
dependence on the powder thickness. In this study, the conduction 

Table 1 
Nomenclature list of symbols and units used in the study.  

q, P Input laser power (W) 
A Surface absorptivity 
rB Beam radius (mm) 
v Scanning speed (mm/s) 
l Layer thickness (mm) 
h Hatch spacing (mm) 
L Scan length (mm) 
c Specific heat capacity (J/gK) 
ρ Density (g/mm3) 
λ Thermal conductivity (W/mmK) 
α Thermal diffusivity (mm2/s) 
Tm Melting temperature (K) 
Tv Vaporising temperature (K) 
T0 Powder bed or next track’s temperature (K) 
Tpreheat Preheat temperature (K) 
z Induced depth below surface by the Gaussian laser beam (mm) 
z0 Characteristic distance to limit the surface temperature to a finite value due 

to the finite heat injection time (mm) 
t Time (s) 
t0 rB2/4α, characteristic heat transfer time (s) 
tr Returning time (s) 
Lm Latent heat of fusion (J/g) 
εmax Maximum thermal strain (%) 
εcrit Critical thermal strain (%) 
dε/dT Critical thermal strain over temperature drop 
β Coefficient of volumetric thermal expansion 
ΔT Difference between melting point Tm and surrounding temperature T0 
H P/v, heat input per unit length (J/mm) 
EI Flexural rigidity (E is elastic modulus and I is the second moment of inertia) 
F ατ/ζ2, Fourier number 
ζ Characteristic melt pool length (mm) 
τ ζ/v, Characteristic time (s)  
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regime will be used to match the temperature field analysis proposed in 
the work of Ion et al. [8], thus the respective surface absorptivity is 
approximated accordingly. The value of A for nickel-based, tita-
nium-based, and stainless steel will be selected based on the use of 
powder layer thickness [17], as shown in Table 2. 

For materials such as pure copper and molybdenum, the effect of 
powder thickness on laser absorptivity has been rarely reported in the 
literature, thus specific values were selected for copper as 0.3 [19] and 
molybdenum as 0.656 [20]. 

A laser process diagram was then constructed based on the normal-
ised temperature field, T*, to determine the processing boundaries 
(onset melting or vaporising). These boundaries were used for plotting 
the calculated dimensionless q* and v* to evaluate if the parameter sets 
meet the required processing conditions (e.g., melting or vaporising). 
The mathematical relationship between T*, q*, and v* at an induced 
depth z* is shown below: 

T∗ = (T − T0)
(Tm − T0)

= (2
π
) × (q∗

v∗)
[t∗(t∗ + 1)]12

× exp−
[

(

z∗ + z∗0
)2

t∗

]

(3)  

where z* = z/rB is the dimensionless depth, zo* = zo/rB is the dimen-
sionless offset distance [8] and t* = t/to is the dimensionless time. The 
calculation of t* and z0* is referred to the original work of Ion et al. [8] 
and Shercliff and Ashby [21]. Details of the construction of the LPBF 
diagram are shown in Appendix A. 

1.3. Adapting the normalised model to the LPBF process 

In Eq. (3), a T*m = 1 represents the surface peak temperature at the 
melting point Tm, and a T*v = 2 is approximated based on the onset 
vaporisation temperature Tv, which tends to be approximately twice 
that of Tm for many metals and alloys [22]. Considering a schematic 
illustration of the LPBF process in Fig. 1, consolidation of powder ma-
terial is obtained when the laser beam successfully melted at least one 
powder layer l to create bonding with the previous layer. 

To melt one powder layer l, the value for q* can be calculated from 
Eq. (3) based on z* = l/rB and T*m = 1. The heat energy required for 
melting is the sum of the net power to raise the material to the melting 
temperatures and the latent heat of fusion. In dimensionless terms, the 
net power q*net can be calculated for a given v* as follows: 

q∗
net =

⎛

⎜

⎜

⎝

− 2z∗L∗
m +

T∗
m/v × [t∗(t∗ + 1)]12

(2
π
) × exp

[

(

z∗ + z∗0
)2

t∗

]

⎞

⎟

⎟

⎠

× v∗ (4) 

where L*m = Lm / [c(Tm/v – T0)] is the normalised volumetric latent 
heat of fusion. The value of L*m lies around 0.39 according to reference 
[22]. Similarly, the q*net required to raise material to its vaporising 
temperature can be figured out simply by replacing T*v = 2 in Eq. (4). By 
applying Eq. (4) to a range of v* corresponding to the LPBF platform’s 
scan speed capability, the melting or vaporising boundaries can be 
defined. As a result, parameter sets (q*, v*) located below the melting 
boundary will cause lack of fusion; above the vaporisation, the boundary 
will tend to create keyhole porosity; and between the boundaries are 
good processing parameters. 

1.4. Consideration of scan length and hatch spacing 

The original normalised laser process diagram proposed by Ion et al. 
[8] has been slightly modified to align with the LPBF processing con-
ditions. However, typical variables, such as scan length L and hatch 
spacing h, have not been addressed yet. The former reflects the 
geometrical effect and together with the latter accounts for the unique 
characteristic of heat accumulation during track-by-track scanning. 
Changes in L and h will impact the temperature distribution in the vi-
cinity of the laser beam. In this investigation, a temperature denoted as 
T0 is calculated using the Rosenthal equation [23,24] for a specific point 
located on the consecutive track once the laser beam completes the 
current track. This point may reside either on the current track (solid) or 
the adjacent powder, depending on the overlapping ratio between the 
two tracks. Therefore, T0 is referred to as the next track’s temperature 
and is consistently used throughout this manuscript to distinguish it 
from the preheat temperature, Tpreheat. 

For the sake of simplicity, the Rosenthal equation employs thermo- 
physical properties of solid materials regardless of the scenario. Fig. 2 
elucidates the positioning of the examined point relative to the laser 
beam. This point is situated at the midpoint of the scan length (L/2) and 
a distance equivalent to the hatch spacing h from the currently scanned 
track. The return time is defined as tr = L/2 v (s). The Rosenthal equation 
was modified with the respective tr and h and shown in Eq. (5). 

To = Tpreheat +
0.3 × q

2πλ[(vtr)2+h2)]12
× exp− v

[

[(vtr)2 + h2]1/2 + vtr]
2α

]

(5) 

The T0 obtained from Eq. (5) will be used to calculate the dimen-
sionless beam power q* in Eq. (1) instead of just simply ambient room 
temperature of 25 ◦C. Therefore, the effect of heat accumulation is 
involved in the LPBF process diagram. 

Table 2 
Absorptivity values of different powder layer thicknesses 
used for the calculation.  

Powder layer Absorptivity 
30 μm to 50 μm  0.3 
50 μm to 70 μm  0.35 
70 μm to 100 μm  0.45  

Fig. 1. Schematic illustration of the powder consolidation in the LPBF process, 
adapted from Fig. 3 in [15]. 

Fig. 2. Illustration showing the determination of returning time with respect to 
melt pool location and track’s length. 
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1.5. Dimensionless thermal strain factor for evaluating hot cracking 
susceptibility 

Acquisition of the optimal parameters to fabricate a 99% dense part 
is the first step to achieving sound build quality. However, to make the 
predictive model to be more versatile, other outcomes should be 
considered at the same time. One of the critical categories for assessing 
the printability of metallic materials is hot cracking susceptibility. To 
predict hot cracking, a strain-rate approach initially proposed by Pro-
khorov [25] to determine the ductility curve and critical strain rate at 
which hot cracks initiate was employed and shown in Fig. 3a. In weld-
ing, the ductility curve is determined by the Trans-Varestraint weld test 
[26] in which the maximum crack length was measured for each preset 
augmented strain, then correlates with the thermal gradient along the 
weld seam to determine the respective brittle temperature range (BTR) 
[27]. The critical strain rate over temperature drop (dεcrit/dT) can be 
drawn tangent to the ductility curve to determine the critical strain rate 
(εcrit). In the LPBF process, the strain-rate approach has been applied by 
several researchers to evaluate the material hot cracking susceptibility 
[28–30]. 

To estimate the critical strain rate in the LPBF process, the dimen-
sionless thermal strain factor proposed by Mukherjee et al. [16] was 
selected due to its capability to be integrated into the diagram. The 
factor was originally proposed to characterise the dimensional inaccu-
racy of AM parts caused by thermal distortion, expressed by the 
equation: 

ε∗ = βΔT

EI

tr

F
̅̅̅

ρ
√ H3/2 (6) 

For the second moment of inertia I, a partial volume of the base plate 
where a single layer is deposited on was selected for extracting the 
rectangular cross-section used for the calculation, as shown in Fig. 3b. 

Eq. (6) can be further modified for determining the critical strain rate 
with respect to the dimensionless beam velocity v*. The Fourier number 
F is given by ατ/ζ

2 where α, τ and ζ are thermal diffusivities, charac-
teristic time and characteristic melt pool length. If we assume the melt 
pool shape is circular, the characteristic time τ will equal ζ/v (with ζ =
2rB), thus F = α/vζ = α/v2rB = 1/2 v*. Eq. (6) can be re-written as: 

ε∗ = βΔT

EI

2v∗tr
̅̅̅

ρ
√ (P

v
)3/2 (7) 

Then, the maximum strain rate was experimentally extrapolated by 
Mukherjee et al. [16] and can be expressed as a linear function of the 
dimensionless thermal strain factor:  
εmax = 0.9081ε* + 0.0009                                                                (8) 

Using Eqs. (7) and (8), the maximum thermal strain of individual 
parameter sets can be obtained and correlated to the material ductility 
curve to calculate the respective dε/dT. Values of dε/dT are then 
compared to the critical value of dεcrit/dT to illustrate the hot cracking 
tendency of the parameter sets. 

2. Validation and evaluation of the process diagram 

2.1. Collecting data from the literature and in-house experiments 

The normalised LPBF process diagram will be validated against data 
collected both from the literature and in-house experiments. Despite 
extensive literature data available for the LPBF process of metallic ma-
terials, limited numbers of them can be used. This is due to the incom-
pleteness of the dataset. For example, experimental information needs to 
include all required parameters and the results should report the mea-
surement of part densities corresponding to the parameters set used. 
However, most literature data is missing one or some of those critical 
parameters (e.g., beam diameter) or key parameters are grouped into 
new variables such as volumetric energy density causing challenges in 
retrieving information. The in-house experimental results were collected 
from other studies of researchers working within the same authors’ 

research group. In addition, the process diagram was applied to ABD- 
900AM Ni-based alloy for parameter selection as the material has no 
previously published parameters data. All the in-house data satisfy the 
requirement of completeness. Table 3. lists the literature studies that 
were used for the data collection. 

2.2. Evaluation of the reliability of the LPBF normalised process diagram 

Four performance metrics commonly used to evaluate binary clas-
sification tasks in the field of machine learning [57] are employed to 
assess the reliability of the LPBF normalised process diagram in pre-
dicting parameters for 99%-dense parts. Table 4 shows a 2 ×2 confusion 
matrix constructed for classifications defined by the density data from 
the prediction of the LPBF process diagram against the actual reported 
data. In the context of the confusion matrix, density values greater than 
or equal to 99% are classified as “Positive” while values less than 99% as 
“Negative”. The four categories in the confusion matrix are then defined 
as follows:  

• True Positives: the diagram correctly predicts “Positive” for data 
points with a density ≥ 99%  

• False Positives: the diagram incorrectly predicts “Positive” for data 
points with a density < 99% 

Fig. 3. a) Strain-rate approach using ductility curve to determine the critical strain rate for the threshold of hot cracking initiation (Tm and Tcrack-tip are liquidus and 
crack-tip temperatures, respectively); b) A partial volume of the base plate underneath the deposited layer is selected to calculate EI. 
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• False Negatives: the diagram incorrectly predicts “Negative” for data 
points with a density ≥ 99%.  

• True Negatives: the diagram correctly predicts “Negative” for data 
points with a density < 99%. 

These categories represent different matchings of predicted and 
actual data, allowing the evaluation of the model’s performance in terms 
of Accuracy, Precision, Recall, and F1-Score as defined below [57]:  

Metrics Formula Definition 
Accuracy 

(%) 
TP + TN

TP + TN + FP + FN 
Overall correctness of the model’s 
prediction. This measures how well the 
model predicts the density of the parts 
with respect to the melting/vaporisation 
boundaries 

(continued on next column)  

(continued ) 
Metrics Formula Definition 
Precision 

(%) 
TP

TP + FP 
The proportion of true positive prediction 
out of all positive predictions made by the 
model. This measures how accurately the 
model predicts good parameters (≥ 99% 
density) 

Recall (%) TP
TP + FN 

The proportion of true positive prediction 
out of all actual positive data points. This 
measures how well the model predicts bad 
parameters (< 99% density) 

F1-Score 
(%) 

2 × Precision × Recall
(22 × Precision)+ Recall  

The F1-score is the harmonic mean of 
Precision and Recall. The F1-Score 
assesses the model’s ability to make 
accurate predictions for both good and 
bad parameters  

3. Results and discussion 

3.1. The LPBF process diagram versus literature and in-house data of 
different materials 

In this study, a density threshold of 99% was employed to determine 
whether a set of parameters results in potential keyhole porosities or 
LOF (lack of fusion) in as-built parts. The boundaries of melting and 
vaporisation are primarily influenced by the laser beam spot size and 
layer thickness. These relationships can be expressed using the respec-
tive q*net in Eq. (4), where z* = l/rB and z0* = zo/rB are the two driven 

Table 3 
Literature and in-house data for LPBF processing parameters of selected materials.  

Cited work LPBF platform Alloy 
system 

Process parameters Thermo- 
physical 
properties Preheat 

temperature (oC) 
Laser 
power, P 
(W) 

Scan speed, v 
(mm/s) 

Layer 
thickness, l 
(μm) 

Hatch 
spacing, h 
(μm) 

Beam 
radius, rB 
(μm) 

Thinh Huynh [31] SLM 125HL IN718 None 125 ~ 350 200 ~ 2200 30 120 40 [32] 
Georgilas et al.  

[33] 
Renishaw 
AM250 

None 170 ~ 200 461 ~ 600 60 140 35 

In-house Aconity 3D None 49 ~ 190 300 ~ 
2243.165 

30 20 ~ 130 35 

In-house Aconity 3D ABD- 
900AM 

None 95 ~ 360 500 ~ 
2310.66 

30, 40, 60, 80 50 ~ 140 40 [34] 

Adegoke et al.  
[35] 

EOS M290 CM247LC None 170 ~ 220 2800 ~ 3200 20 20 ~ 40 50 [36] 

Vellejo et al. [37] SLM 125 SS316L 100 100 ~ 350 100 ~ 2600 30 120 35 [32] 
Pragana et al.  

[38] 
Customised 
platform 

None 245 ~ 270 800 50 50 ~ 100 40 

Leicht et al. [39] EOS M290 None 195 800 ~ 1400 50 60, 90, 120 50 
In-house Aconity 3D None 85 ~ 190 300 ~ 1900 30 40 ~ 100 35 
Yasa et al. [40] SLM 280 17–4 PH None 200 ~ 350 600 ~ 1200 60 90, 120, 150 40 [41] 
Bae et al. [42] SITI-SLM250 None 180 ~ 250 800 ~ 1100 40 80 30 
Hu et al. [43] Self-developed 

platform 
None 200 166.67 

~1666.67 
20, 30, 40 90, 110, 130 50 

Promoppatum 
et al. [44] 

EOS M290 Ti-6Al-4 V None 150 750 ~ 2500 30 100 50 [32] 

Dilip et al. [45] EOS M270 None 50 ~ 195 500 ~ 1200 30 100 50 
Kan et al. [46] EOS M290 None 160 ~ 300 600 ~ 2300 30, 60 80, 100, 140 50 
Gong et al. [47] EOS M270 None 40 ~ 160 120 ~ 1560 30 100 50 
Colopi et al. [48] Customised 

platform 
Cu None 600 ~ 

1000 
1000 ~ 3000 50 70, 100 39 [49] 

Abdelhafiz et al.  
[50] 

EOS M280 200 135 ~ 200 200 ~ 800 40 50, 80, 100 50 

Bonesso et al.  
[51] 

EOS M280 40 370 200 ~ 500 20 80 ~ 110 41 

Jadhav et al. [19] In-house 
platform 

300 200 ~ 500 100 ~ 1000 30 90 37.5 

Rebesan et al.  
[52] 

EOS M100 Mo 80 107 ~ 170 750 30, 40 20 20 [53] 

Higashi et al. [54] EOS M290 150 100 ~ 350 400 ~ 4000 20 ~ 60 70 50 
Gibson and 

Lowden [55] 
Renishaw 
AM400 

None 400 121 ~ 454 50 ~ 100 30 65 

Bajaj [56] Renishaw 
SLM125 

200 143 ~ 190 156 ~ 416 20, 30 35 ~ 55 25  

Table 4 
Confusion matrix for Predicted and Actual data of density for the LPBF process 
diagram.  

Predicted ≥ 99% density 
(Positive) 

< 99% density 
(Negative) Actual 

≥ 99% density 
(Positive) 

True Positives (TP) False Negatives (FN) 

< 99% density 
(Negative) 

False Positives (FP) True Negatives (TN)  
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variables. Fig. 4 illustrates the LPBF process diagrams of commonly used 
commercial alloys using literature and in-house data, as previously lis-
ted in Table 2. Good processing parameters resulting in a density ≥ 99% 
(indicated by blue points) mainly fall within the range defined by the 
boundaries. Similarly, the parameters’ position below the melting 
boundary matches well with the predicted densities representing for 
LOF area. However, there are good parameters exceeding the vapor-
isation boundary yet they are not reported as keyhole porosities, as 
shown in Fig. 4a and c. This implies a degree of uncertainty within the 
diagram which is then evaluated in Section 3.3. 

3.2. Enhancing data interpretation of the LPBF normalised process 
diagram 

The LPBF normalised process diagram offers a versatile approach for 
simultaneously considering multiple parameters. However, different 
combinations of layer thickness and beam radius result in different 
melting and vaporisation boundaries. Data listed in Table 3 comprises 
parameters from different sources meaning that numerous diagrams are 
required to plot all parameters. In addition, this causes challenges when 
evaluating the reliability of the LPBF process diagram. Therefore, a q*- 

fraction variable is introduced to enhance the data analysis efficiency. To 
achieve a 99% density, the q* values must fall within the melting and 
vaporisation boundaries regardless of layer thickness or beam radius 
used. Therefore, to determine if the q* is in the boundaries, the q*- 
fraction for a given q* can be calculated by: 

q∗
fraction = q∗ − q∗

melt

q∗
vaporisation − q∗

melt

(9) 

The LPBF normalised process diagram plotted with q* against v* is 
now transformed into a diagram of q*-fraction versus v*. In this new 
diagram, data points having a q*-fraction between 0 and 1 (representing 
the melting and vaporising boundaries) are considered as good param-
eters or above 99% density part, depicted by blue colour. Data points 
that result in below 99% density are represented by grey colour. 

It should be noted that a fixed value of L*m/v = Lm/[c(Tm/v – T0)] =
0.39 (dimensionless latent heat of fusion) and T* = (Tm/v – T0)/(Tm – T0) 
= 1 or 2 were used to calculate the onset melting and vaporisation 
boundaries, following the original approach of Ion et al. [8]. However, 
this has come with certain limitations as different materials may have 
different latent heat of fusions or vaporising temperatures. For example, 
Cu has a melting point and vaporising point of 1356 K and 2835 K, 

Fig. 4. LPBF process diagram plotting against literature and in-house experiments data for commonly used alloys. Literature data are presented with larger points 
than in-house experimental data for the case of IN718 and SS316L alloys. 
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respectively which results in a T*V = 2.365 instead of T*V = 2 (taking T0 
= 273 K). Therefore, individual material’s L*m/v and values of T*m/v 
calculated for each set of parameters were used to improve the LPBF 
normalise process diagram. All parameters used for processing individ-
ual material can now be plotted in the same plot for better comparison 
and analysis, as shown in Fig. 5. 

3.3. The reliability of the LPBF normalised process diagram 

Fig. 6 demonstrates the 4-Metrics bar graph for all material data and 
for individual materials. Overall, the LPBF process diagram achieves 
approximately 71% for both Accuracy and F1-Score, 65% for Precision 
and 78% for Recall when considering all material datasets listed in 
Table 3. The Accuracy and F1-Score indicate a promising evaluation of 
the LPBF process diagram as it correctly predicts a significant portion of 
the data that results in either ≥ 99% or < 99% density. However, the 
Precision only achieves up to 65% indicating that it is less reliable for the 
diagram to predict good parameters. 

When considering individual materials, the LPBF diagram demon-
strates excellent performance for IN718, SS316L and Ti-6Al-4V alloys of 
which all four metrics achieve approximately 80%. These are commonly 
used alloys in the LPBF process meaning good parameter windows have 

been well experimented and established. The performance metrics are 
slightly reduced to approximately 70% when predicting Mo data. 
However, the metrics for 17–4PH are not as good as other materials, 
probably due to the smaller dataset size, which was reported to have an 
influence on the accuracy and robustness in evaluating the performance 
metrics [58]. 

It is important to address the case of CM247LC and Cu in Fig. 6 as 
very high scores are also observed. However, the respective scatter plots 
in Fig. 5 indicate an imbalanced data distribution for these two mate-
rials. The dataset size of CM247LC is small and comprises exclusively of 
good parameters. Similarly, the dataset of pure-Cu contains only two 
data points of good parameters despite its large size. This imbalanced 
data distribution can potentially impact the accuracy when interpreting 
the data [59]. Therefore, to enhance the predictive capability of the 
diagram for these two materials, further data collection is necessary. 

For ABD-900AM, the process diagram proves to be reliable when 
being applied for parameter selection. All four metrics achieve a score 
higher than 75%, indicating that the diagram can be applicable to new 
materials or uncommon process parameters (various layer thicknesses). 

Fig. 5. Scatter plot of materials against q*_fraction using individual material’s value of L*m/v and T*m/v for vaporisation boundary.  
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3.4. Expedite the progress in the determination of parameters for the LPBF 
process 

The LPBF process diagram can cover the parameter space of 
commercially used LPBF platforms with laser power ranging from 25 W 
to 400 W and a scan speed ranging from 100 mm/s to 7000 mm/s. To 
determine the optimal process window for a particular material without 
previously published data, the Design of Experiment (DOE) approach is 
normally employed. This involves investigating the effects of two or 
more key parameters and statistically analysing their impact on desired 
outcomes, such as part density, crack density, or surface roughness. 
Depending on the number of studied factors and outcomes, the number 
of fabricated samples can be exponentially increased. The procedure 
begins with a comprehensive design study covering the LPBF machine 
parameter space. This process is reiterated multiple times to progres-
sively narrow down the process windows until the optimal parameter 
space is found, as illustrated in Fig. 7a. Consequently, this approach 
requires substantial resources, including time, materials and labour 
costs. 

With the aid of the LPBF process diagram, the determination of the 
optimal process windows can be quick and simple. This diagram allows 
the examination of multiple parameters against various desired out-
comes simultaneously and discernibly. For example, parameters 
required for higher build rates are located in the upper-right corner of 
the diagram (high q* - v*). When the processing region has been iden-
tified, a DOE can be then established considering a specific processing 
window to fall within the good processing range for 99% density, as 
illustrated in Fig. 7a. Furthermore, the critical strain rate over temper-
ature drop dε/dT can be calculated to assess the sample cracking 

susceptibility. Varying parameters such as layer thickness or beam spot 
size can also be evaluated by the diagram, as depicted in Fig. 7b, c. The 
prerequisite requirements are to define the material thermophysical 
properties so that calculations for vaporisation and melting boundaries 
can be proceeded. 

4. Application of the lpbf process diagram on CM247LC Ni-based 
alloy 

4.1. Experimental procedure 

4.1.1. LPBF fabrication of CM247LC alloys samples 
After validation using the literature data and in-house data, the 

normalised LPBF process diagram was applied to the legacy CM247LC 
high-γ’ Ni-based alloy for further confirmation of its capability in 
parameter selection for high-density and low-cracking built parts. 

An Aconity Lab LPBF machine manufactured by Aconity3D GmbH, 
Germany was used for the fabrication of the samples. The machine is 
equipped with a 1070 nm wavelength fibre laser at a maximum power of 
400 W. However, the power was limited to 390 W for safer operational 
conditions. The laser beam can be focused down to a minimum of 70 μm 
spot size using an F-theta lens optical system. The Aconity Lab has a 
cylindrical build envelope of ∅170 mm × 200 mm in height. 

The CM247LC gas-atomised powders were supplied by Carpenter 
Additive, with a powder size distribution ranging from 15 ~ 53 μm. Four 
DOEs with a total of 52 cubes (10 mm×10 mm x 5 mm) were built with 
parameter sets spanning across the machine processing windows. Cen-
tral composite design (CCD) was also applied to acquire the parameters 
of the DOEs. DOE 1 is a group of parameters of low P and v; DOE 2 is a 

Fig. 6. The performance metrics to evaluate the reliability of the LPBF process diagram in predicting parameters for different materials.  

Fig. 7. The versatility of the LPBF diagram as compared to the conventional DOE approach: a) The optimal parameter space can be defined quickly and simply; b) 
and c) The effect of beam spot size and layer thickness on the keyhole and melting boundaries, respectively. 
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group of high P – medium v; DOE 3 and DOE 4 use the same P and v, and 
are classified as high P – v groups, as shown in Fig. 8. For DOE 1, 2 and 3, 
a standard scanning strategy with 70 μm hatch spacing and 90◦ rotations 
in every layer was employed. This means that individual scans will have 
a constant scan length of 10 mm. For DOE 4, a stripe scanning strategy 
with a stripe width of 5 mm was used. In addition, hatch spacing was 
reduced to 35 μm. This aims to reduce the return time and enhance the 
track-by-track heat accumulation which increases the next track’s tem-
perature T0. According to Eq. (7), ε* will be reduced as the deposition 
time t (i.e., return time) and ΔT are reduced. In other words, reducing 
the scan length and increasing T0 will alleviate the hot cracking sus-
ceptibility. Fig. 8 illustrates the LPBF normalised process diagram con-
structed for DOEs of CM247LC with the integrated estimation of values 
of dε/dT. 

The brittle temperature range (BTR) against the augmented strain 
(%) curve of CM247LC was determined by Chun et al. [60]. Based on this 
curve, the critical strain rate over temperature drop dεcrit/dT ¼ (εcrit – 

0)/ΔTcrit can be determined to be 2.1 £10¡5%/K, following the method 
depicted in Fig. 3a, and this is the critical strain rate threshold (CST) for 
evaluation of hot cracking susceptibility of the parameters used. 
Calculated values of dε/dT for CM247LC samples were obtained using 
Eqs. (6)–(8). Table 5 lists details of the parameters selected for the 
experiments. 

It should be noted that DOE 3 and DOE 4 were processed with 
relatively high scan speeds (2615.5 ~ 5232 mm/s). Thus, a lower 

surface absorptivity A = 0.2 was assumed for DOE 3 and DOE 4, instead 
of A = 0.3 as being used in DOE 1 and DOE 2. Higher scan speeds were 
reported to result in lower surface absorptivity [17]. Khorasani et al. 
[61] showed that surface absorptivity in LPBF of IN718 alloy reduces as 
the ratio between laser power/scan speed (i.e., line energy) reduces. 
This can be attributed to the interaction of the incident laser beam and 
the vapour plumes and spatters released during the melt pool formation 
[62–64]. Zheng et al. [63] noted that varying scanning speeds at con-
stant laser power (400 W) led to distinct outcomes: low speeds 
(200 mm/s) induced melt pool instability and significant spatter pro-
duction, medium speeds (400–500 mm/s) suppressed spatter formation 
through inclined vapour plumes, and high speeds (1000–2000 mm/s) 
resulted in both intensive spatters and vapour plumes ejected opposite to 
the scanning direction. In laser welding, the vapour plumes cause an 
attenuation effect of up to 40% to the laser energy absorption [65,66], 
potentially resulting in instability of the melt pool and tending to in-
crease the defect formation such as lack of fusion [62]. 

4.1.2. Measurement of part density and crack density 
Samples were removed from the base plate by wire electrical 

discharge machining (wire EDM). The cubic samples were sectioned 
along the building direction for cross-sectional characterisation. The 
samples were then passed through a standard metallurgical preparation 
procedure of mounting, 4-step grinding (240, 800, 1200 and 2500 grit 
papers) and 2-step polishing (3 μm diamond suspension, then 0.5 μm 

Fig. 8. LPBF process diagram of three DOEs for CM247LC alloy with the prediction of part density and hot cracking density.  
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colloidal silica) prior to imaging by optical microscopy and scanning 
electron microscopy (SEM). 

An Olympus BX51 optical microscopy equipped with Clemex image 
processing software was used for capturing images of polished samples 
at magnifications of 100X. The images were then analysed for porosity 
and crack density using the ImageJ software. For porosity density 
measurement, the images were converted to 8-bit black and white im-
ages then an automatic threshold was applied to distinguish porosities 
(black) from the solid material (white). For crack detection and crack 
density measurement, similar 8-bit converting and thresholding were 
applied; then the “Ridge Detection” plug-in was employed with an 
application of circular index ranging from 0 to 0.65 to remove lack of 
fusion and porosity defects. For characterisation of the cracking mech-
anism, a field-emission Inspect F scanning electron microscope was 
employed to capture high-magnification images of crack surfaces. 

4.1.3. Near-infrared thermal imaging 
The Aconity Lab machine is equipped with an internally developed 

thermal camera monitoring system. The field of view (FOV) was set to 
15 degrees with respect to the building direction, effectively covering a 
70 ×70 mm2 observation area of the build plate. To capture thermal 
images of the processing layers, a periscope lens consisting of six optical 
elements was integrated into the build chamber. The lens was then 
connected to a Hamamatsu C11440–42U30 CMOS camera positioned 
outside the chamber. The camera has a resolution of 2048 ×2048 pixels, 
perfectly matching the 70 ×70 mm2 observation area. This configura-
tion enables the capture of 100 frames per second. A band pass filter 
(Thorlabs FL905 – 10) was used to restrict the wavelength band to 
905 nm, featuring a full-width-half maximum of 10 nm. Additionally, a 
neutral density (ND) filter (Thorlabs NENIR510B) with optical density 
(OD) 1.0 was used to attenuate the radiance. To prevent any intense 
laser radiation from reaching the sensor, a short pass filter (Thorlabs 
FESH1000) was strategically implemented. 

The calibration of the camera involved employing a black body 
furnace encompassing temperatures ranging from 900◦C to 1500◦C. The 
maximum temperature capacity was ascertained to be 1689◦C for a 
theoretically perfect blackbody, considering the camera’s dynamic 
range. Furthermore, emissivity measurements were conducted on 
mirror-like polished CM247LC samples, yielding a value of 0.1594. 
Upon factoring in this emissivity correction, the camera became capable 
of accurately measuring temperatures up to a maximum of 2300◦C. 

4.2. Result and discussion 

4.2.1. Density and crack density maps of the DOEs 
Samples from DOE 1 to DOE 3 were characterised by scanning 

electron microscopy (SEM) to confirm that hot cracking was the main 
mechanism. The characterisation of cracks’ surfaces reveals evidence of 
dendritic morphology, indicative of solidification cracking. Addition-
ally, liquation cracking was evidenced by smooth and wavy surfaces of 
grain boundary cracks. Detailed SEM images are provided in Appendix 
B. 

Figs. 9 and 10 display the density and crack density map of the four 
DOEs conducted for CM247LC using the LPBF normalised process dia-
gram for parameter selection. The processing window of each DOE is 
depicted against the melting and vaporisation boundaries, along with 
the measured density of the samples. Colour-coded regions showing LOF 
(blue), 99% density (green) and keyhole porosity (yellow) are also 
superimposed. In addition, the respective crack density map is plotted 
for all the samples with respect to the estimated strain rate over tem-
perature drop dε/dT. Additionally, colour-coded regions are super-
imposed on the plot, indicating LOF (blue), 99% density (green), and 
keyhole porosity (yellow). 

The DOE 1 process window comprises parameters at low laser 
powers (P) and scan speeds (v), spanning vertically from LOF to keyhole 
porosity regions. The diagram not only predicts the 99%-dense param-
eters but also highlights the corresponding defects. Optical images of 
samples 3, 9 and 12 captured with keyhole porosity are shown in Fig. 9a. 
Conversely, the insufficient energy input of samples 2, 7 and 13 results 
in failed builds. Keyhole porosity samples are also observed with the 
highest crack density, as depicted in Fig. 9b. The initiation of keyhole 
pores appeared to be a favoured site for hot cracks to form. In contrast, 
pre-existing hot cracks can release trapped gas pores during remelting of 
the successive scans [67]. 

In DOE 2, the extremely high energy inputs not only created hot 
cracks but also extensive hot tears. The term "hot tears” is to describe the 
more severe hot cracks that form cavity-like features which are sub-
stantially larger than normal hot cracks, as indicated in Fig. 9c and d. 
The measured cracking density ranges from 1.6 to 3.84 mm/mm2. 
However, it is noteworthy that keyhole porosity is observed to be min-
imal in most samples produced during DOE 2, except for samples 3 and 
12. The OM images in Fig. 9c and d reveal bundles of hot cracks sur-
rounding and interconnecting with the hot tears. Furthermore, the size 
and severity of the hot tears exceed those of the keyhole pores, sug-
gesting that the formation of hot tears could have deleterious effects on 
the keyhole pores. Scanning electron microscopic (SEM) images 
showing evidence of the interactions between hot tears, hot cracks, and 
keyhole pores were provided in Appendix B. In the literature, advanced 
characterisation techniques such as in-situ X-ray imaging [67,68] should 
be employed to delve deeper into this interaction. Kouraytem et al. [67] 
observed, that through dynamic X-ray radiography, successive laser 
scans release gas bubbles from existing hot cracks formed in preceding 
tracks. While the authors did not elaborate further on this interaction, 
the gas bubbles may exacerbate the hot cracks, leading to the formation 
of hot tears. 

DOE 3 and DOE 4 were processed with the same P and v, but with 
different scan lengths (i.e., 10 mm and 5 mm, respectively). In DOE 3, 
samples processed (e.g., samples 1, 5, 9 and 13) with parameters below 
the melting boundary are observed with a great extent of porosity, as 
illustrated by OM images in Fig. 10a. However, by reducing the scan 
length from 10 mm to 5 mm, part density can be improved significantly. 
For example, the density of samples 5 and 9 is only 68.5% and 88.8% in 
DOE 3 increasing to 94.2% and 98.4% density in DOE 4, as shown in 
Fig. 10c. The crack density was significantly reduced in DOE 3 compared 

Table 5 
Details of parameters used in the fabrication of CM247LC samples.  

Material Laser power, 
P (W) 

Scan speed, v 
(mm/s) 

Hatch spacing, 
h (μm) 

Layer thickness, 
l (μm) 

Beam radius, 
rB (μm) 

Scan length, L 
(mm) 

q* v* dε/dT 
(10−5%/K) 

CM247LC – 

DOE 1 
23.5 ~ 89 163.42 ~ 

326.85 
70 20 35 10 14.55 ~ 

57.66 
2 ~ 4 2.81 ~ 49.9 

CM247LC – 

DOE 2 
217 ~ 386 653.71 ~ 

1307.43 
70 20 35 10 153.83 ~ 

307.5 
8 ~ 
16 

8.1 ~ 44.4 

CM247LC – 

DOE 3a 
190 ~ 390 2615.5 ~ 5232 70 20 35 10 97.95 ~ 

181.38 
32 ~ 
64 

1.43 ~ 6.81 

CM247LC – 

DOE 4a 
190 ~ 390 2615.5 ~ 5232 35 20 35 5 109.81 ~ 

231.65 
32 ~ 
64 

1.3 ~ 5.49  

a DOE 3 and DOE 4 used a laser absorptivity of 0.2; DOE 1 and DOE 2 used a laser absorptivity of 0.3. 
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to DOE 1 and DOE 2. While crack densities in DOE 1 and DOE 2 could be 
as high as 3.7–3.84 mm/mm2, samples in DOE 3 exhibited crack den-
sities ranging from 1.9 to 2.6 mm/mm2. This indicates that crack density 
reduces following the reducing thermal strains predicted by the LPBF 
process diagram. By shortening the scan length in DOE 4, the crack 
density was further reduced to a range of 0.29–1.8 mm/mm2, as shown 
in Fig. 10d. This shows a considerable decrease in crack density 
considering the comparatively minor reduction in predicted dε/dT 
observed in DOE 4 in contrast to DOE 3. The following Section 4.2 will 
elucidate this observation using thermal imaging of selected samples 
from DOE 3 and DOE 4. 

Fig. 11 shows the OM images taken of several samples in DOE 4 with 
very few cracks that can be observed, except for sample 11. As in 
Fig. 10c, only samples 10 and 11 were observed with higher crack 
densities of 1.2 and 1.82 mm/mm2, respectively. However, cracks in 
these two samples are mainly observed near the edges where the laser 
beam turns over for the successive scan tracks, causing increasing in heat 
accumulation at the turning points and thus potentially increasing the 

thermal strains. Nevertheless, DOE 4 demonstrated that the LPBF nor-
malised process diagram incorporated with the thermal strain factor can 
be an effective approach to achieving high-density and low-cracking 
built parts. 

4.2.2. Effect of returning time and hatch spacing on the local temperature 
and hot cracking in LPBF of CM247LC 

The hot cracking susceptibility in this study was evaluated based on 
the dε/dT, primarily defined by the thermal strain factor ε* and εcrit in 
Eqs. (7) and (8), respectively. Values of dε/dT for all samples of DOE 1 
and DOE 2 presented in Table 5 are above the critical strain threshold of 
2.1 × 10−5%/K, corresponding to their high crack density measure-
ments (1.6–3.84 mm/mm2). Appropriate tuning of several key factors 
resulted in decreasing crack density in DOE 3 and DOE 4. These factors 
can be identified from Eq. (7) such as ΔT, t, v* and P/v. An optimised line 
energy P/v is crucial to achieve 99%-part density and is dependent on 
the beam diameter and layer thickness used. P/v also has the most sig-
nificant impact on the thermal strain, as shown in Eq. (7). Changing v* 

Fig. 9. Sample density and cracking density maps of CM247LC: (a, b). DOE 1 and (c, d). DOE 2.  
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simultaneously and inversely changing the returning time t, conse-
quently, these two factors counterbalance each other, resulting in a less 
pronounced effect on dε/dT. To this point, the remaining factor, ΔT, will 
be the key element to reducing the hot cracking susceptibility. While the 
material melting point Tm is fixed, increasing T0 will therefore help to 
reduce ΔT. This can be done by simply reducing the scan length to in-
crease the heat accumulation effect. In addition, shorter scan lengths 
result in faster heat source returning time (without changing v*), thus 
even further reducing dε/dT. 

The effect of key factors can be better illustrated by Fig. 12, where 
literature studies on LPBF of CM247LC are compared with DOE 4 in 
terms of density and crack density, as estimated by the LPBF normalise 
process diagram. Carter [69] reported extensive solidification cracking 
with a density ranging from 1 to 10 mm/mm2 in his study on LPBF of 
CM247LC. Adegoke et al. [35] achieved high density with less or 
crack-free CM247LC samples. The parameters used in the two studies 
are plotted on the LPBF process diagram, aligning well with the pro-
cessing range conducive to the 99%-density part, as depicted in Fig. 12a 
and b. Hot cracking susceptibility was accurately predicted as the dia-
gram shows a notable correlation between crack density and the esti-
mated dε/dT values in Fig. 12c, incorporating data from [35,69], and 

our DOE 4. In Carter’s work [69], P/v values were sufficient to achieve 
highly dense samples but not well optimised for low crack density 
although a 5-mm scan length was used. In contrast, Adegoke et al. [35] 
well optimised their parameters. The good P/v selection incorporating 
2.5-mm stripe scanning resulted in not only high-density parts but also 
low dε/dT values as they are mostly lower than the critical threshold. 

To provide insight into the rising T0 due to shorter scan length, 
thermal images of samples with the highest energy input of DOE 3 and 
DOE 4 are specifically selected and shown in Fig. 13a and b, respec-
tively. At first glance, the melt pool dimensions of each sample with 
respect to the scan length can be observed differently. In DOE 3, the melt 
pool length is much shorter than the track length (10 mm) while in DOE 
4, the melt pool length captured is almost equal to the track length 
(5 mm). The temperature T0 was measured along the centre line of the 
next track, following the deposition direction of each sample. The data 
on T0 and thermal gradients can be then extracted. 

The actual T0 values measured at the next track’s mid-point by the 
thermal camera are approximately 845 ◦C and 1400 ◦C for samples 11 of 
DOE 3 and DOE4. These are much higher than the calculated values of 
215.7 ◦C and 451.7 ◦C by Rosenthal’s equation, respectively. This can be 
understandable as the actual heat transfer and accumulation during the 

Fig. 10. Sample density and cracking density maps of CM247LC: (a, b). DOE 3 and (c, d). DOE 4.  
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build cannot be resolved by simply analysing Rosenthal’s equation. The 
10 mm scan length of DOE 3 results in a very steep thermal gradient of 
121 ◦C/mm (Fig. 13c) as compared to a near plateau thermal gradient 
observed in DOE 4 when a 5 mm scan length was used (Fig. 13d). This 
low thermal gradient, meaning low in ΔT, elucidates the reason for 
lower cracking densities measured in DOE 4 samples despite a slight 
reduction in estimated values of dε/dT as compared to DOE 3. 

4.2.3. Limitation and potential improvement of the normalised LPBF 
process diagram 

The normalised LPBF process diagram has shown a simple but 
considerably accurate and reliable approach to predicting parameters 
for 99% density-built parts. However, the simplicity of the approach 
comes with several approximations, which introduce certain limitations 
that affect the diagram’s overall performance. One such limitation is the 
selection of material thermo-physical properties at room temperature 
and their subsequent treatment as constant throughout the analysis. This 
assumption can lead to discrepancies in the accuracy of the predictions. 

The mathematical temperature field employed to develop the LPBF 
process diagram is solely derived for the conduction melting regime [8], 
without accounting for the keyhole melting mode. The on-set vapor-
isation boundary is determined based on the peak temperature at the 
melting depth z* required to reach the boiling temperature, as 
mentioned in Section 1.3. Therefore, energy input (i.e., q*) exceeding 
this boundary does not necessarily assure the formation of keyhole 
porosity. In LPBF practice, keyhole pores may not form even when 

keyhole melt pools are observed [31,37]. It is noteworthy that the 
keyhole melting may be undesirable from the perspective of LPBF pro-
cess optimisation due to its instability, higher defect propensity and 
increased energy consumption. Therefore, the normalised LPBF process 
diagram primarily focuses on the conduction mode melting, resulting in 
a more reliable parameter selection in this regime. 

The laser absorptivity strongly influences the calculation of dimen-
sionless numbers such as q* and T0. Variation of the laser absorptivity is 
more sensitive in high scan speed regions, as observed in the DOE 4 of 
the CM247LC case study. In addition, laser absorptivity depends on 
different melting modes, powder layer thickness or beam spot sizes. 

For the thermal strain factor, the determination of the critical strain 
rate over temperature drop dε/dT is very limited in the literature. For 
materials with high hot cracking susceptibility, existing dε/dT values are 
normally measured by bead-on-plate weldments on as-cast base mate-
rials [60,70–72]. Hot cracking includes solidification and liquation 
cracking within the weld fusion zone and partially melted zone (PMZ), 
respectively [73]. While the microstructure of the fusion zone closely 
resembles that of parts fabricated by LPBF, the as-cast microstructure of 
PMZ tends to be significantly coarser [73]. Such differences can impact 
the evaluation of hot cracking susceptibility and lead to reduced accu-
racy when adapting the dε/dT parameter to the normalised LPBF process 
diagram. 

The melting and vaporisation boundaries of the normalised LPBF 
process diagram are determined by a pre-defined dimensionless depth z* 
= l/rB. Theoretically, the melting of one layer is sufficient to create a 

Fig. 11. OM images of selected samples in DOE 4 with crack density (CD) measurements.  

Fig. 12. a) Plots of data from the work of Carter [69]; b) Plots of data from the work of Adegoke et al. [35]; and c) Crack density comparison against the esti-
mated dε/dT. 
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bond between consecutive layers. However, in practice, the actual melt 
depths should exceed the layer thickness, especially for materials with 
high thermal conductivities like copper. This can enhance the perfor-
mance of the LPBF process diagram. In Fig. 14, the vaporisation 
boundary is kept unchanged whilst the melting boundary is shifted 
upward by adjusting the dimensionless depth to be 1.2 times of layer 
thickness, thus refining the good processing range. 

To enhance the normalised LPBF process diagram further, additional 
measurements or studies could be pursued. However, such efforts may 
come at a cost, potentially compromising speed for accuracy, and 
complicating the diagram construction. For instance, a thermal moni-
toring system could be implemented for the in-situ measurements of T0, 
enabling the real-time calculation of q*, v*, and dε/dT using 
temperature-dependent thermo-physical properties. In this way, a 
closed-loop feedback integration into analytical equations can be 
established, ensuring consistent heat accumulation/distribution 
throughout the layer-by-layer building process. 

5. Conclusion 

In this study, the well-established dimensionless numbers used for 
the laser welding process diagram have been adapted for the laser 
powder bed fusion process (LPBF). This adaption considered specific 
processing characteristics such as scan length, hatch spacing, and 
powder layer thickness. The capability of the LPBF normalised process 
diagram was scrutinised through a comprehensive analysis of existing 
literature and in-house experimental data, showing high reliability in 
predicting parameters resulting in 99%-density as-fabricated parts. 
Furthermore, the dimensionless thermal strain factor incorporated with 
the material brittle temperature range (BTR) was integrated into the 
diagram, providing an effective way to assess the hot cracking suscep-
tibility of the selected parameters. The applicability of the LPBF nor-
malised process diagram was demonstrated by a case study using the 
CM247LC Ni-based alloy. The outcomes indicate the promise and reli-
ability of this approach to expedite the parameter design process. Below 
are the specific findings: 

1. The LPBF process diagram demonstrates high reliability and accu-
racy, achieving up to 80% in the prediction of parameters associated 
with lack of fusion, 99% density and potential keyhole porosity. This 
applies to commonly used materials such as IN718, SS316L and Ti- 
6Al-4V alloys and pure Mo.  

2. Application of the LPBF process diagram to determine the optimal 
parameters for ABD-900AM alloy achieved up to 75% accuracy even 
under varying layer thickness conditions.  

3. The LPBF process diagram provides a robust and interactive tool for 
the evaluation of parameters regarding their prospective outcomes 
such as 99%-density and potential defects including lack of fusion, 
keyhole porosity or hot cracking.  

4. Application of the LPBF process diagram to CM247LC alloy showed 
that hot cracking susceptibility can be estimated by the thermal 
strain factor for the selected parameters.  

5. The reduction of scan length and hatch spacing showed a positive 
impact on mitigating hot cracking susceptibility, providing that 

Fig. 13. Effect of return time on the next track’s temperature T0. The cubic sample is illustrated by the black dashed square. The next track of each sample used for 
extracting the thermal gradient in both DOEs are highlighted. Steep thermal gradient is observed in DOE 3 while a plateau thermal gradient is observed in DOE 4. 

Fig. 14. Enhancement of the LPBF process diagram by increasing the pre- 
defined dimensionless depth z*. 
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appropriate laser powers and scan speeds were selected. Shorter scan 
lengths were observed to enhance the local heat accumulation, thus 
lowering the thermal gradient, as confirmed by thermal imaging. 
Consequently, an increase in part density and a decrease in crack 
density were achieved.  

6. The LPBF process diagram facilitates the simultaneous and reliable 
evaluation of multiple key parameters of the LPBF process (e.g., laser 
power, scan speed, scan length, hatch spacing, layer thickness or 
beam spot size) against various outputs (e.g., density, cracking, build 
rate). This expedites the optimisation process, leading to consider-
able savings in material and labour costs. 
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Appendix A. Construction of the LPBF normalised process diagram 

In this section, summary on the construction of the LPBF normalised process diagram is demonstrated. For more detailed steps, we advised readers 
to refer to the original works [8,21]. For a heating and melting mode, a mathematical model for the temperature field for a Gaussian laser beam was 
proposed to define the peak surface temperature. This model can also be used to predict the welding surface treatment or melting depths. The 
mathematical model is expressed by: 

T −To =
Aq

2πλv[t(t + t0)]
1
2

× exp− 1

4α

[

(z + z0)2

t

]

(A.1) 

Eq. A.1 can be re-expressed in dimensionless terms using the dimensionless beam power q* and velocity v* defined in Eqs. 1 and 2. The temperature 
field is shown by Eq. 3′, as: 

T∗ = (T − T0)
(Tm − T0)

= (2
π
) × (q∗

v∗)
[t∗(t∗ + 1)]12

× exp−
[

(

z∗ + z∗0
)2

t∗

]

(3′) 

To determine the zo*, the normalised time to peak temperature tp* at a given depth must be found. This can be done by differentiating Eq. 3′ with 
respect to time and solving the resulting quadratic equation: 

t∗p = 1

4

{

2(z∗ + z∗0)
2 − 1+

[

4(z∗ + z∗0)
4 + 12(z∗ + z∗0)

2 + 1
]1

2

}

(A.2) 

Next, tp* is substituted into Eq. 3′ to yield the normalised peak temperature TP*. This TP* is then equated to a solution for the peak temperature at 
surface (z* = 0) produced by a stationary beam during a beam interaction time (2rB/v). The dimensionless term for this solution is: 
(T∗

p)z∗=0 = (1/π)3/2
q∗tan−1(8/v∗)1/2 (A.3) 

In summary, the equation Eq. 3′ is set equal to A.3 with t* = tp* and considered at z* = 0, yielding: 

e
−

2t∗p+1

t∗p+1 =

⎡

⎢

⎢

⎣

v∗.tan−1(
̅̅̅̅̅

8
v∗)

√

2
̅̅̅

π
√

⎤

⎥

⎥

⎦

2

[t∗p
(

t∗p + 1
)

] (A.4) 

At this stage, z0* can be seen only dependent on v* but it cannot be explicitly expressed as a function of v*. To solve for z0*, its value must be 
incremented until the TP* in Eq. 3′ matches with that in A.3 (or the left and right terms of A.4 match together). This process is intensive when being 
applied to a wide range of v*. 

In our study, an approximation of z0* with respect to v* was obtained to expedite the process, expressed by Eq. A.5. This approximation has a 
maximum error of 10% as compared to the manual incrementation method. 
t∗p = 0.2069 × c(−1.486) (A.5)  

where 

c =
v∗.tan−1(

̅̅̅̅̅

8
v∗)

√

2
̅̅̅

π
√ (A.6) 

zo*can be then calculated based on A.2, as: 
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z∗o =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2.t∗p
2 + t∗p

2.t∗p + 2

√

(A.7) 

It should be noted that the procedure to figure out zo* is considered at z* = 0. To further construct the melting and vaporising boundaries, the 
corresponding melting depth equal to one layer thickness l should be considered, which is z* = l/rB. Therefore, for a given v*, a z0* will be firstly 
estimated. Then, the normalised time t* required to reach the peak temperature at the depth z* can be calculated by Eq. A.2 by substituting the 
respective z0*and z*. Finally, the normalised net power q*net required to achieve melting (T*m = 1) or vaporising (T*v = 2) of a given v* is calculated 
via equation Eq. 4′ by substituting all relevant variables t*, z*, z0* and T*m/v. 

q∗
net =

⎛

⎜

⎜

⎝

− 2z∗L∗
m/v +

T∗
m/v × [t∗(t∗ + 1)]12

(2
π
) × exp

[

(

z∗ + z∗0
)2

t∗

]

⎞

⎟

⎟

⎠

× v∗ (4′) 

By applying Eq. 4′ on a range of v* (e.g., 1–100), the respective melting and vaporising boundaries can be constructed to create the normalised 
process diagram. It is worth noting that changing layer thickness l or beam radius rB results in the shifting of the calculated boundaries. Parameter sets 
represented by the dimensionless beam power q* and dimensionless beam velocity v* can be plotted against the diagram to evaluate their effect on 
part density or cracking density. In a reverse way, good processing parameters can be selected on the diagram and converted back to the respective 
laser power P and scan speed v. 

Appendix B. Characterisation of hot cracking for samples of DOE 1 to DOE 3 for the case study on CM247LC

Fig. B1. Solidification cracking and liquation cracking were characterised for selected samples of DOE 1. Interaction between a keyhole pore and solidification cracks 
can be observed in SP 12. 

M.A.L. Phan et al.                                                                                                                                                                                                                              



Additive Manufacturing 85 (2024) 104145

17

Fig. B2. Solidification cracking and liquation cracking were characterised for selected samples of DOE 2. Hot tears were depicted for SP 12 showing interaction 
between keyhole pores and solidification cracks. Note that the scale bars of SP 12 images are different from others.

Fig. B3. Solidification cracking and liquation cracking were characterised for selected samples of DOE 3. It is challenging to identify solidification cracking in DOE 3, 
which may be due to the reducing dε/dT values. 
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