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1 Introduction

Combining SAXS analysis and MD simulation to
determine structure and hydration of ionizable
lipid hexagonal phases

Julian Philipp, €22 Akhil Sudarsan,° Ekaterina Kostyurina,? Viktoriia Meklesh,®
Monica Berglund,© Michael Rappolt, ©2 ¢ Jan Westergren,® Lennart Lindfors,®
Nadine Schwierz ©2° and Joachim O. Radler (2 *2

Cationic ionizable lipids (ClILs) are fundamental components of inverse hexagonal (Hy) lipid assemblies,
which mediate the encapsulation and release of negatively charged mRNA through a pH-dependent
mechanism. Since variations in the structure and composition of the H; phases can significantly impact
the biological efficacy of the mRNA-carrying lipid nanoparticles (LNP), a comprehensive understanding
of the ionizable lipid H, phases is necessary. We present an integrated approach combining small-angle
X-ray scattering (SAXS) experiments, molecular dynamics (MD) simulations and a continuum model to
elucidate lipid distribution and water content within H, phases. Our results indicate strong agreement
between structures derived from MD simulations and SAXS data. To this end, we introduce a method to
correct for periodic boundary artifacts when computing scattering profiles from MD simulations. This
enables direct, model-free comparisons between experimental and simulated data, enhancing the
reliability of structural interpretations, specifically the water content of the H; phases. Next, we
developed a continuum model to extend structural analysis to CIL H, phases for which MD data is
unavailable. This integrative framework not only provides molecular-level insights into the ionizable lipid
H); mesophase but also enables the prediction of hydration properties across different CIL compositions.
The different approaches consistently yield water contents that seem to correlate with the lipids’
transfection efficiencies. By bridging experimental and simulation data, our approach offers a powerful
tool for the rational design and optimization of lipid nanoparticles, potentially linking a lower water
content with an increased therapeutic performance.

importance of a deeper understanding of LNP structure to
elucidate their intracellular release mechanisms, particularly

Lipid nanoparticles (LNPs) have emerged as powerful RNA
delivery vehicles in modern medicine, with recent applications
demonstrating their effectiveness in a wide range of drugs and
vaccines. A critical component of efficient LNPs is the cationic
ionizable lipid (CIL), which carries a pH-dependent charge at
its head group. Although the optimal pK, range for CILs in
LNPs is well established (pH 6-7), in vivo transfection efficien-
cies can vary by up to two orders of magnitude, even among
structurally similar CILs. This discrepancy highlights the
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during endosomal escape.'™

LNPs are known to exhibit distinct mesophases depending
on the local pH environment.”” Among these, the inverse
hexagonal (Hy) phase plays a key role in membrane fusion
and cargo release. Although different CILs can form similar
mesophases, subtle variations in structure can have a profound
impact on transfection efficiency. In our previous work,> we
demonstrated that bulk lipid phases composed of DLin-MC3-
DMA (MC3), DLin-KC2-DMA (KC2), and DLinDMA (DD), in
combination with cholesterol and water, undergo a pH-dependent
structural transition from an inverse cubic micellar phase (Fd3m)
to an inverse hexagonal (Hy) phase at approximately pH 6.0.
Despite this shared transition point, significant differences in
lattice spacing were observed between DD and the MC3/KC2
systems, suggesting distinct packing or hydration characteristics.

This underscores the need for a deeper analysis of these
mesophases, with a particular focus on their water content, as

Soft Matter


https://orcid.org/0009-0005-7629-8047
https://orcid.org/0000-0001-9942-3035
https://orcid.org/0000-0003-4191-2674
https://orcid.org/0000-0002-5846-1489
http://crossmark.crossref.org/dialog/?doi=10.1039/d5sm00666j&domain=pdf&date_stamp=2025-10-09
https://rsc.li/soft-matter-journal
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5sm00666j
https://pubs.rsc.org/en/journals/journal/SM

Open Access Article. Published on 24 September 2025. Downloaded on 10/17/2025 12:03:46 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

water content is relevant in RNA mobility, curvature energies
as well as disruption occurring in pH-dependent structural
transitions.

To gain a comprehensive understanding of lipid organiza-
tion and hydration within LNPs, small-angle X-ray scattering
(SAXS) experiments can be combined with molecular dynamics
(MD) simulations. SAXS has significantly advanced our knowl-
edge of lipid phase structures, particularly the inverted hexa-
gonal Hy; phase, which has been extensively studied as a model
system.®° Traditional SAXS data interpretation often relies on
simplified models, such as Lorentzian peak-based structure
factors and box model form factors. In contrast, more advanced
Fourier-based analysis that reconstructs two-dimensional elec-
tron density maps, offer a more accurate and detailed view of
the phase architecture.

MD simulations have achieved significant progress in mod-
eling large molecular systems like lipid mesophases and lipid
nanoparticles. However, quantitative results rely heavily on the
calibration of force fields and system parameters through
experimental validation.'**® Previous studies on LNPs using
coarse-grained force fields such as SPICA, which were meticu-
lously optimized for lipid and nucleic acid systems, were able to
closely reproduce experimental observations while providing
molecular level insights into the pH-dependent structure of
LNPs, thereby underscoring the importance of employing a
rigorously validated force field.'®'” Integrating experimental
data not only refines and validates the simulations but also
provides atomic-scale insights regarding water content,” ion
interactions,*® lipid structure®® and lipid protonation.?®

For easier interpretation, it is useful to describe the Hy
phase using continuum models that describe the electron
density profiles. Continuum models are characterized by inter-
pretable parameters such as water content and area per lipid
head group. A central challenge in developing such models is to
minimize the number of free parameters while maintaining
sufficient accuracy to capture the key structural features of the
system. Simple models typically partition the phases into dis-
tinct, non-overlapping regions of water, lipid head groups, and
lipid tails. More sophisticated approaches allow for overlapping
Gaussian distributions to represent the spatial extent of each
molecular component.>!>?

In this study, we introduce a systematic methodology for
structural analysis that integrates experimental SAXS data, MD
simulations, and continuum model representations. Through
an iterative refinement process, we align experimental and
simulation data to produce a consistent and quantitative inter-
pretation of lipid organization and hydration. Using this frame-
work, we determine the water content of the inverse hexagonal
phase formed by MC3, and extend our analysis to assess water
content across a range of pH values and for additional ionizable
lipids, including KC2, DD, and SM-102.

Our results reveal two key trends. First, the water content
within the hexagonal phase appears to be largely invariant with
respect to pH, indicating structural stability of hydration across
physiologically relevant conditions. Second, we observe sub-
stantial differences in hydration among the different lipids: DD
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exhibits significantly higher water content than MC3 and KC2,
while SM-102 shows a notably lower water content. This trend
suggests a potential correlation between the hydration proper-
ties of CIL mesophases and their transfection efficiency when
used in LNP formulations.”> By offering a unified framework
that links mesophase structure with functional performance,
our approach provides valuable insights for the rational design
and optimization of next-generation lipid nanoparticles.

2 Methods and model

2.1 Data analysis small angle X-ray scattering

Lipid bulk phase samples were prepared following the same
procedure as explained in detail in our previous research.’
In order to mimic the inner lipid phase of lipid nanoparticles,
we mixed the cationic ionizable lipid (MC3/KC2/DD) with
cholesterol at a 3:1 molar ratio in ethanol. The lipid mixture
was filled into a dialysis cup together with a 50 mM citrate
buffer at pH 3 creating a ethanol to water ratio of 2:1.
Following dialysis steps first reduced the ethanol to water ratio
to 1:3, then replaced the citrate-ethanol mixture with PBS
buffer (1 mM KH,PO,, 155 mM NacCl, and 3 mM Na,HPO,, pH 7.4)
and finally replaced it again with Mcllvaine buffer (citric acid and
disodium phosphate) at the desired final pH. For SM-102 we
instead used citrate buffer (citric acid and sodium citrate) to adjust
the pH. Each of these dialysis steps took 48 h to make sure that
all the buffers in the dialysis cup were replaced and to give the
sample material enough time to equilibrate to its new environ-
ment. These dialysis steps resulted in white precipitation that
was extracted from the dialysis cup and sealed in quartz
capillaries with 1.5 mm diameter together with an excess of
the final buffer below and above the sample.

Small angle X-ray scattering (SAXS) patterns of the ionizable
lipid bulk phases were recorded at the P12 EMBL BioSAXS>?
and the P62 SAXSMAT?>* beamlines at DESY. The angular
calibration of the detector was performed with a silver-behenate
reference sample. The resulting scattering patterns were radially
integrated and background scattering was subtracted with refer-
ence measurements of empty capillaries.

For the inverted hexagonal Hy phase we found up to seven
peaks (Fig. 1A). In order to get 2D electron density maps and
radial scattering density profiles we closely followed the proce-
dure described by Michael Rappolt and colleagues'" but with a
slight adjustment. Since the peaks were sharp and spaced out
enough that there was no overlap between neighboring peaks,
two distinct optimizations to the procedure were possible.
Firstly we adjusted the background subtraction by calculating
the background at each peak position individually. For each
peak the background was determined with the measured
intensity on both sides of the peak. Secondly, instead of fitting
the peaks with Lorentz peak shapes first, we integrated the
peaks above the background directly (grey area in insert of
Fig. 1A). This way we could sum up all the scattering around a
certain angle independent of the measured peak shape, which
generally differs from an ideal Lorentz peak due to the

This journal is © The Royal Society of Chemistry 2025
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Fig. 1 Analysis of experimental SAXS data. (A) SAXS profile of the inverted hexagonal phase, normalized with the first peak height. Up to seven peaks
could be measured and integrated for further analysis, although the later peaks are several magnitudes of order smaller than the first one. The insert
shows the individual peak analysis. We define the peak intensity as the peak integral, independent of its exact shape. This is possible because the peaks are
sharp enough not to overlap each other. The peak position is then the half-point of the integral, indicated by the orange line. (B) For each measurement

4
the peak positions on the g scale are plotted against %mhk. The slope of the linear fit through all points including the origin is the inverse hexagonal

lattice parameter a. (C) The analysis of the lattice parameter and all peak intensities allows for the calculation of detailed 2D electron density maps of the

inverse hexagonal lipid structure.

convolution of the direct beam profile (Gaussian distribution)
with the diffraction peak contribution, arising from the inverse
hexagonal phase.

After integrating each peak individually, we defined their
positions to be where 50% of their total area is reached (orange
line in insert of Fig. 1A). The lattice parameter a is determined

4
as the slope when fitting g, = %m,,k with my, = VA2 + hk + k2

and g as the measured peak positions (Fig. 1B). The integrated
peak areas were normalized regarding their multiplicity and a
Lorentz correction was applied by multiplying each peak area by its
corresponding my,”. Finally, the square root of the corrected peak
area was used to determine the form factor F of each peak. The
electron density contrast was calculated by the same Fourier
analysis as described by Michael Rappolt and colleagues:**

h,k max

Ap(x,y) = Z Opk * Fh,k . cos(qx(h,k)x) ) COS(qy(h, k)y) (1)
hk#0,0

Fpx is the peak amplitude (area) at position g(A,k) with # and
k as its respective Miller indices. The phase «y, ;. for each peak is
either +1 or 1. In order to find the right phase combination, we
calculated the fourth moment of each phase combination
following this formula from Mariani et al.:*

(0)') = (/) [8p(r)'ar with
Ap(r) = p(r) — (Ap).

This journal is © The Royal Society of Chemistry 2025

A is the unit cell area, p(r) the electron density at position r
and (Ap) the average electron density. The correct peak phase
combination generally has the lowest fourth moment. For
almost all of our measurements (76 of 86) this is (+1, —1, —1,
+1, +1, +1, +1) for the seven observed peaks. Only in a few cases
either (+1, -1, -1, —1, +1, +1, +1) or (+1, —1, —1, —1, +1, +1, —1)
had a slightly lower fourth moment. Those two alternatives can
be disregarded since the resulting electron density maps show a
30° rotated hexagonal phase, which contradicts the assumption
of an even tail region band between neighboring lipid tubes
(Fig. S1). Therefore we used (+1, —1, —1, +1, +1, +1, +1) for all
measurements, which is also in agreement with literature.”®>”
The result is a 2D electron density map (Fig. 1C), but without
additional assumptions the electron density is not on an
absolute scale.

2.2 MD simulations

All-atom MD simulations of inverse hexagonal Hy; phases were
performed for 1 ps using the GROMACS*® software package.
The starting structures for the simulation were generated using
the CHARMM-GUI*® web server and consisted of cationic MC3
lipids and cholesterol in a 3 : 1 molar ratio. The water content of
the Hy phase was adjusted iteratively to match the experi-
mental lattice spacing of 60 A as reported in our previous
work,” resulting in a ratio of 12 water molecules per lipid
(Fig. 2A). A salt concentration of 0.15 M was introduced and
additional ions were added to neutralize the system. A triclinic
box with a length of 60 A and a height of 91.4 A was used to
reproduce the symmetry of the Hy; phase with the water column
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oriented along the z-axis. For the ionizable MC3 lipids, we used
force field parameters, that were previously validated by
neutron reflectometry and rigorously tested across multiple
lipid phases, therefore the simulations focus exclusively on
MC3 bulk phases.”” For cholesterol, AMBER parameters
derived from the lipid 17 force field*® were used in combination
with the TIP3P water model®’ and ion parameters from
S. Mamatkulov & N. Schwierz.**

Following a steepest descent minimization, a 2 ns equili-
bration was performed to generate velocities and maintain the
system at the desired temperature and pressure. The tempera-
ture was kept at 298 K using the Nose-Hoover thermostat with a
time constant of 1.0 ps. The pressure was coupled semi-
isotropically and maintained at 1.0 bar using the Berendsen
barostat with a time constant of 1.0 ps. After equilibration a
1 ps production run was performed with a time step of 2 fs,
keeping the former thermostat and employing the Parrinello-
Rahman barostat with a time constant of 5.0 ps. van der Waals
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Fig. 2 Comparison of MD simulations and experimental data. (A) Simulation snapshot of the H;, phase. Water is shown in light blue, charged MC3 head
groups in red, MC3 tails in green and cholesterol in yellow. dy indicates the distance between water columns. (B) Comparison of the scattering profiles
obtained from MD simulations (red) and experiments (black) without periodicity corrections (top). After applying the methodology to correct scattering
artifacts from periodic boundary conditions the simulated and experimental scattering profiles are in quantitative agreement (bottom) (C) 2D electron
density profiles obtained from MD simulations. (D) Difference between the 2D electron density maps from simulations and experiments. (E) 2D electron
density maps of the individual components obtained from the MD simulations. Higher resolution images are available in S| Fig. S4.

interactions and electrostatic interactions were cut-off at
1.2 nm and long-range electrostatics were evaluated using the
particle Mesh Ewald method. The LINCS algorithm was used to
constrain all bonds involving hydrogens. To correct for periodic
boundary effects in the calculated scattering intensities, addi-
tional NVT simulations were carried out, which maintained a
constant lattice spacing of 60 A, as well as simulations of a
multi-column system composed of 9 Hy; columns in parallel,
also simulated in the NVT ensemble. These simulations were
0.2 ps and 0.5 ps long respectively. The multi-column system
was generated by extracting snapshots from the trajectory of a
single Hy; column at different time frames and combining them
together in a 3 x 3 hexagonal lattice. A triclinic unit cell of
length 180 A and height 91.4 A was used to define the periodic
boundaries of the multi-column system. To avoid overlapping
contacts and steric clashes, the larger system was energy
minimized, equilibrated and simulated for 500 ns. A compre-
hensive list of all simulations performed in this study is

This journal is © The Royal Society of Chemistry 2025
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provided in the SI (see Table S1). VMD’? was used to visualize
and generate snapshots of the trajectory, while MDAnalysis***°
was employed to analyze the trajectory. Generation of 2D
electron density maps perpendicular to the Z-axis (i.e. the water
column orientation) from the simulation trajectory (discarding
the first 100 ns for equilibration) for the whole system and the
individual components were done by MDAnalysis scripts.
2.2.1 Scattering intensity from MD. Molecular dynamic
simulations provide a detailed temporal and spatial mapping
of atomic coordinates, enabling a direct and straightforward
computation of the theoretical scattering profiles from atomic
positions. Mercury CCDC (Cambridge Crystallographic Data
Centre) was used to calculate the X-ray scattering profiles from
the MD simulations. The simulated X-ray scattering profiles
were generated using the Cu-K, radiation source of wavelength
J = 1.54056 A for a 20 range of 0.7-7°. Here, the scattering
angle 0 is related to the momentum transfer vector g via

4
q =7nsin(29/2). The simulated Hy; phases were assumed to

have a crystalline size of 1130 nm by fixing the broadness of the
scattering peaks to 0.00781°. The peak width, defined by the
full width at half maximum (FWHM), is related to the crystal
domain size by the Scherrer equation. The random orienta-
tion of individual crystals are taken into account by using the
powder diffraction technique.

However, additional peaks in the theoretical scattering
profiles are observed due to the periodicity of the molecular
system. MD simulations are typically performed using finite
nanometer sized simulation boxes with periodic boundary
conditions to mimic macroscopic systems. By construction,
the initial system is identical to its periodic images. However,
the periodic repetition leads to constructive interference at
q values inversely proportional to the size of the simulation box.
These scattering artifacts appear as additional peaks in the
scattering profile (Fig. 2B). To remove these artifacts, a meth-
odology tailored to the Hy lipid phase was formulated and is
presented below.

2.2.2 Removal of scattering artifacts from periodic bound-
ary conditions. Given that periodic boundary conditions are
applied along x, y and z directions in the 3D lattice, it is
necessary to correct for the scattering artifacts arising in all
three directions. We start by defining the Z axis as the direction
parallel to the water column. To remove the additional inter-
ference peaks due to the periodicity along the Z direction,
scattering profiles are calculated from the same NVT simula-
tions but with a reduced box size of 5, 10 and 15% of the
original system respectively. For a reduced box size, the posi-
tion of the peaks shift to higher g values (e.g. for L’ = (9/10)L the
peak at g will appear at ¢’ = (10/9)g, see Fig. S2A). By contrast,
the position of the peaks reflecting the hexagonal symmetry
(q10, g11 and gy0) remain at the same position. The corrected
intensity profile is obtained by removing the shifting peaks and
taking the minimum intensity at the symmetry peaks.

Artifacts arising from the periodicity in the XY plane are
addressed by tiling the system along the XY plane, resulting in
the creation of a multi-column Hy; phase. Since the first three

This journal is © The Royal Society of Chemistry 2025
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peaks of the Hy; system appear at g/qio = 1,+/3 and 2, the box
size has to be tripled to avoid overlap of the artifact peaks with
the symmetry peaks. We calculate the scattering profile for the
full 3 x 3 system and for a single subsystem. For the multi-
column system with L' = 3L, the symmetry peaks split. For
example, the ¢;; peak is shifted to lower g values with ¢’ = 1/3¢
(see Fig. S2B). The corrected intensity profile is again obtained by
removing the shifting peaks and taking the minimum intensity at
the symmetry peaks. Note that the g3, peak will still contribute to
the g, peak after tripling the system. However, since its intensity is
very low the contribution is neglected. Finally, the scattering
profiles were calculated for 20 distinct molecular snapshots
sampled from the NVT simulation trajectory (Fig. S3).

2.3 Continuum model of the lipid-water interface

With the MD simulations we are able to calculate the water content
of the MC3 bulk phase but for many different ionizable lipids
there is no force field data available, so at the moment it is
impossible to extend the MD simulations to those as well. In
order to generalize the model without the need for extensive and
lipid specific MD simulations, we developed a numerical conti-
nuum model that can be easily extended to different ionizable
lipids as well. The model uses parameters calculated with ACD
ChemSketch from literature data and fits radial scattering length
density (SLD) distributions of water molecules as well as the lipid
head- and tail-groups to a total SLD profile. The radial electron
density curves can be converted to SLD profiles because for X-rays
the SLD is proportional to the electron density. This generally
enables the calculation of water content in inverse hexagonal lipid
phases without the need for associated MD simulations.

The parameters calculated with ACD ChemSketch®® are the
molecular volumes of the lipid head group Vjeaq and tail group
Viail- The scattering length density SLDy,; was calculated using
SasView 6°” (see Table 1).

The SLD of water is taken from literature (SLDyueer = 9.45 X
10~* nm2).*® This continuum model assumes smooth distri-
butions for water and lipid tail groups of a distinct shape based
on the distributions observed in our MD simulations. The head
group distribution is defined so that at each radius the volume
fractions of all components add to one.

In detail the distribution base function of the water core is
defined as

fwater,buse(r) = exp (— ln(2) (hi) O(W>7 0<r< g (3)

Table 1 Continuum model parameters calculated with ACD Chem-
Sketch®® and SasView 6%

CIL Viead” [nmM°] Veail” [nm?] SLDg;” [107* nm?]
SM-102 0.411 0.862 7.46
MC3 0.183 1.019 8.02
KC2 0.184 1.019 8.02
DD 0.123 1.039 7.70

% Head group definitions: SM-102 C;sH,0NOs, MC3 CgH;3NO,, KC2
C,H,5NO,, DD CsH;3NO,. ? Tail group definitions: SM-102 CygHgo,
MC3 C;,Hgg, KC2 C;,Hgg, DD CisHgg.
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with r as the radial variable, d as the center-center distance of
two neighboring water cylinders and both b,, and o, as fitting
parameters. Similarly the distribution base function of the lipid
tail groups is defined as

Juailpase(r) = exp <— In(2) (r 7bd/2) al), 0<r< g (4)

t

with «, as an additional fitting parameter. b, is not a free
parameter but is used to adjust the ratio of volume fractions
of head groups and tail groups to the same ratio as their
molecular volumes in order to have the same number of head
and tail groups.

These base functions have to be stretched depending on the

angle Q up tor = \% to account for the hexagonal shape of the
unit cell. The stretched functions are then integrated over 0 to
get back to a pure radius dependency. Refer to the SI for more
details. Since the distribution functions must add to unity
everywhere, the stretched radial distribution of the head groups
is then defined as

ﬁlﬁstrelched(r) =1- (fw,strelched (’) +.ft‘stretched(r))
()

with 0<r<i

V3

The stretched distribution functions are then multiplied by
their respective molecular SLD and added together for all three
components. By adjusting the fitting parameters by, o, o; as
well as the molecular SLD of the lipid head group SLDpeaq, the
model can be fitted to SLD profiles and allows for the calcula-
tion of the volume fractions of its components like the water
volume fraction ¢,. SLDpeaq could also be calculated by ACD
ChemSketch, but the model only fits properly if SLDjaq is left
as a fitting parameter. This is a slight imperfection of the
model, but might be caused by the changing charge of the
head group depending on the pH and buffer.

Additionally the area per head group S can be calculated
according to M. W. Tate & S. M. Gruner®’ using

2Vlip({bw
b - 6.) )

Viip is the lipid volume (Viip = Vheaa + Viail, s€€ Table 1) and b, is
the radius at which the water distribution reaches 50% of its
maximum value (see eqn (3)).

2.4 Dynamic vapor sorption

To validate the water contents derived from the combined
continuum model/SAXS approach we aim to determine water
content using an alternative experimental technique. Dynamic
vapor sorption (DVS) is a gravimetric technique used to mea-
sure the amount of water absorbed or desorbed by a sample.
The technique involves suspending the sample on a highly
sensitive microbalance in a temperature-controlled chamber
followed by systematic regulation of the relative humidity
(%RH) by a mass flow controller. The %RH is changed once
the sample reaches a state of equilibrium moisture content
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(EMC) where there is no longer any change in the amount of
water absorbed/desorbed by the sample. EMC is defined as the
ratio of water weight to dry weight of the sample and is plotted
against %RH to obtain vapor sorption isotherms. Empty bulk
phases of DLin-MC3-DMA, DLin-KC2-DMA and DLinDMA at
pH 5.5 were prepared using the sequential buffers: 50 mM
citrate pH 3.0, PBS pH 7.4 and Mcllvaines buffer 5.5. DVS
analysis was performed using an instrument from surface
measurement system, DVS resolution. A bulk phase sample
(approximately 15-25 mg) was transferred to a tared sample
holder. The instrument was purged with nitrogen, 200 mL
min', at 25 °C and data was collected at different %RH.
Starting at 95%RH and going stepwise down to 80%RH, using
2.5%RH steps and finally to 0%RH to obtain the dry weight of
the sample. The %RH was changed manually when the equili-
brium was reached and the signal showed no drift. From the
measure weights and the dry weight together with density of
each lipid the water volume fraction was calculated against
%RH. The extrapolation to 100%RH was carried by deriving
eqn (7) below.*°

aw¢w
= o)1 —awq)(1 + awl(gi — q))
1-q)(1+4qi—q)

¢w(aw) =
awd)w + (1

(7)

in which a,, = water activity (%RH/100), ¢,, = water volume
fraction at a,, = 1, and ¢, and ¢, from the statistical weights of
the first layer (a,,q,) and all other layers (a,q), were treated as
fitting parameters.

This extrapolation generally exhibits large margins of error
but it is necessary since going beyond 95%RH could cause
condensation on the sample. Additionally, obtaining data for a
single point on the isotherm requires a significant amount of
time, making this approach impractical for a large number of
samples. While DVS is not a flawless technique, it can serve as a
useful experimental tool to validate and complement the
results obtained from the combined MD-SAXS approach.

3 Material

DLin-MC3-DMA  (0-(Z,Z,Z,Z-heptatriaconta-6,9,26,29-tetra-
em-19-yl)-4-(N,N-dimethylamino) butanoate; C,3H,oNO,; mw
642.09 g mol~'; >99% purity), DLin-KC2-DMA (2,2-dilinol-
eyl-4-(2-dimethylaminoethyl)-[1,3]-dioxolane; C43H;9NO,; mw
642.09 g mol ™ '; >99% purity), and DLinDMA (1,2-dilinoleyl-
oxy-3-dimethylaminopropane; C,;H,,NO,; mw 616.06 g mol %
>99% purity) were synthesized at AstraZeneca.

Cholesterol (C,,H4sOH; 386.66 ¢ mol™'; >98% npurity),
potassium phosphate monobasic (KH,PO,; >99% purity),
sodium chloride (NaCl; >99% purity), disodium phosphate
(Na,HPO,; >99% purity), citric acid (C¢HgO7; >99.5% purity),
sodium citrate dihydrate (C¢HsNazO,-2H,0; >99% purity), and
ethanol (C,H¢O; >99.5% purity) were purchased from Sigma-
Aldrich.

This journal is © The Royal Society of Chemistry 2025
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4 Results
4.1 Validation of the MD simulations

To validate and test the reliability of the MD simulations, we
compare the water content obtained from the MD simulations
with the experimental water content and the spatial distribu-
tion of the ionizable lipids and cholesterol around the water
column.

4.1.1 Volume fraction of water. The water content in our
MD simulations were calculated using three different methods.
The first method involved calculating the water volume fraction
¢w from the radial distributions as described in our previous
work.” The second method assumes an empirical water volume
of 30 A® to calculate the volume fraction based on the number
of water molecules in the simulation box.

The third method utilizes the procedure developed by
Petrache et al.*' to generate the volume fractions and molecular
volumes of the components that make up the Hy; system (see SI
Section S4 for further details). The resulting molecular volumes
obtained for the individual components MC3, cholesterol and
water are 1190 A% 632.7 A® and 28.7 A® respectively. Using a
three component splitting (MC3, cholesterol, water + ions)
resulted in the water + ions component having a molecular
volume of 29.9 A°. Based on these molecular volumes, the
volume fraction of individual components were calculated
and are listed in Table 2.

The computationally derived water content aligns closely
with the experimental measurement as we show below, sug-
gesting that the MD simulations provide an excellent represen-
tation of the system.

4.1.2 Electron densities and scattering profiles from MD
simulations. To further validate the molecular model employed
in the MD simulations, we directly compared the scattering
intensities (Fig. 2B) and the two-dimensional (2D) electron
density maps obtained from simulations and experiments
(Fig. 2C and D). The corrected theoretical scattering profiles
exhibit excellent quantitative agreement with the experimental
data, accurately reproducing the measured intensities within
the experimental errors (Fig. 2B, bottom). It is important to
note, however, that this level of agreement is only achieved after
correcting for scattering artifacts introduced by the periodic
boundary conditions inherent to the MD simulations (see
Section 2 for details).

The 2D electron density maps from the simulations and the
experiments exhibit a characteristic hexagonal symmetry, with
a prominent ring of highest electron density surrounding
the central water tube (Fig. 2). The differences between the

Table 2 Volume fractions of different components of the system
obtained using three different approaches

Component ¢w (method 1) ¢w (method 2) ¢w (method 3)
MC3 63.0% — 62.3%
Cholesterol 12.3% — 11.1%
Water 24.0% 25.1% 24.0%
Water + ions 24.6 — 26.5%

This journal is © The Royal Society of Chemistry 2025
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simulated and experimental electron density maps are mini-
mal, indicating strong agreement in the 2D spatial distribu-
tions. This concordance is consistent with the previously
observed similarity in the scattering intensities (Fig. 2B). Note
that the noise level in the experimental electron density map is
lower compared to the simulations due to the smooth inter-
polation used. The electron densities obtained from the MD
simulations can be split into electron densities of the indivi-
dual components (Fig. 2E and Fig. S5). Interestingly the dis-
tribution of dissolved ions does not completely follow the
distribution of water, but forms a ring of highest density close
to the MC3 head groups, attracted by its charges. Most of the
distributions are radially symmetric except cholesterol and the
MC3 tails. In order to fill the gaps between three water
channels, the MC3 tails have to stretch, causing a shift from
a round to a hexagonal shape in the total electron density.
Additionally in our experiments we see that the excess of
cholesterol in our system phase separates as large crystals of
cholesterol monohydrate. These are both often visible in our
SAXS data as a sharp peak at ¢ = 1.85 A~ and as quadrangular
platelets in microscopy data. In the MD simulations this effect
is not taken into account and the cholesterol content is there-
fore likely overestimated. Here, the cholesterol accumulates in
the corners between three water cylinders, which probably
causes the difference between MD simulation and experimental
data at this location (Fig. 2D).

In addition to the 2D electron density maps, generation of
theoretical X-ray scattering profiles from MD simulation
achieves direct comparison with the experimental scattering
profiles. However prior correction of scattering artifacts are
necessary as per the procedure described in the Methods
section. The corrected theoretical scattering profiles exhibit
excellent quantitative agreement with the experimental scatter-
ing profiles, reproducing the experimental intensities within
the error of the simulations (Fig. 2B).

In summary, the scattering intensities (Fig. 2B) and 2D
electron density maps (Fig. 2C and D) derived from simulations
and experiments show remarkably good agreement, highlight-
ing recent advancements in molecular modeling®'® and under-
scoring the importance of direct, quantitative comparisons
between simulated and experimental data. To model the low
pH conditions that favor the Hj phase, we assumed full
protonation of the ionizable lipid residues. However, it is
possible that the actual protonation degree in the complex
lipid environment is lower.>° Despite this simplification, the
close agreement between simulated and experimental scatter-
ing profiles and electron densities supports the accuracy and
robustness of the molecular model.

4.2 Validation of the continuum model

Validation of our continuum model was realized in two inde-
pendent ways. The first one is by applying the model to total
SLD profiles from MD simulations for MC3 bulk phases at
different water contents (see Table 3). To obtain meaningful
and controlled validation, the MC3 bulk phase in the MD
simulations was assumed to be fully protonated, given that
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Table 3 Validation of continuum model against different MD simulations
by comparing the water content. Adjusting the MD simulation to the lattice
spacing of our experimental data led to 12 water molecules per CIL®

Water ¢w (MD ¢w (continuum
molecules/CIL simulation) (%) model) (%)

12 24.6 25.5

13 25.3 25.6

18 32.6 32.7

the exact protonation states of MC3 in lipid mesophases at
specific pH conditions remain unknown. In order to avoid
differences caused by cholesterol in the three channel corner
in the range d/2 <r < d/\/§, we took the SLD profiles in the
direction towards the nearest neighboring water channel cen-
ter. Here the radial electron density profiles of experimental
data and MD simulation match quantitatively. From the MD
simulations we are able to split the total electron density profile
into three distinct components: the water including its dis-
solved ions, the MC3 head group and the MC3 tails including
cholesterol (Fig. 3). Both water contents agreed in all three
comparisons with less than one percent difference.

We then applied the continuum model to the total SLD
profiles from our experimental data as shown in Fig. 4A. The
continuum model fits the SLD profile extracted from experi-
mental data almost perfectly by adding the shown distributions
of water molecules, lipid head groups and lipid tail groups
together. This allows us to calculate the water content for MC3
bulk phases at different pH values as well as for three addi-
tional ionizable lipids: DLin-KC2-DMA (KC2), DLinDMA (DD)
and SM-102.

According to our continuum model, DD has the highest
water content of 32.0 + 2.5%, followed by KC2 (24.7 £+ 1.1%)
and MC3 (24.7 £ 1.0%). The water content of MC3 was
consistent with the value obtained from MD simulations
(24.6%). SM-102 has the lowest water content with only
16.2 £ 2.0%. The calculated water contents are independent
of pH within the margins of error. There is a small trend of

04 r
0.35
o 03
=<
2 0.25 H——experiment
2 * water+ions
S 02 - MC3head
‘5' MC3 tail + chol.
E 0.15 | - all components
]
Y 01f .
=N
0.05 'y
0 ARCIDS SR S L L L ) 319 n
0 0.5 1 1.5 2 25 3

r [.nm]

Fig. 3 Total scattering length density (SLD) and splitting into components.
Radial electron density profile in the direction towards a neighboring water
channel, starting from the center of the water tube at r = 0. The electron
densities are split further into individual components.
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reducing water content with increasing pH for DD, but the
margins of error are too big for the trend to be significant.

The second approach to validate our continuum model is by
comparing these results to DVS measurements. The extrapo-
lated water volume fractions from DVS measurements for MC3,
KC2 and DD lipids are 22.8 + 1.7%, 24.6 + 0.9% and 25.4 +
0.8% as shown in Fig. 4B. Even though the observed trends in
water content are consistent with the continuum model, minor
deviations in magnitude with the expected water volume frac-
tions are observed. This may be due to the reliance on extra-
polation to 100%RH from a limited number of data points
obtained from the time-intensive DVS measurements, further
highlighting the importance of integrating multiple computa-
tional and experimental methodologies to achieve reliable
and consistent outcomes. An overview of the calculated water
content for all four lipids as well as the results from DVS and
MD are presented in Fig. 4C.

The average area per head group over our pH range, weighted
by their inverse errors, is for SM-102 0.57 + 0.5 nm?, followed by
MC3 (0.54 + 0.2 nm?), KC2 (0.53 + 0.2 nm?) and DD (0.51 =+
0.3 nm?) (see Fig. 4D). The area per head group is mostly pH
independent for MC3 and KC2 within their margins of error. SM-
102 seems to have a decreasing area per head group with
decreasing pH, but a constant area is also possible within the
margins of error. Only DD has an increasing area per head group
with decreasing pH.

The average hexagonal lattice spacing is the lowest for SM-
102 with only 4.50 £ 0.13 nm, followed by MC3 with 6.01 +
0.07 nm, KC2 with 6.10 + 0.06 nm and DD with 7.62 + 0.22 nm.

5 Discussion and conclusions

The combination of experimental SAXS data and MD simula-
tions enables the determination of water content in inverse
hexagonal bulk phases containing MC3. With the addition of
the proposed continuum model and additional SAXS measure-
ments the water content of different inverse hexagonal bulk
phases is estimated. We find a defined order of water content
as a function of CIL with DLinDMA (DD) > DLin-MC3-DMA
(MC3), DLin-KC2-DMA (KC2) > SM-102. The order is inversely
correlated to the reported transfection efficiencies®” that follow
DLinDMA (DD) < DLin-KC2-DMA (KC2), DLin-MC3-DMA
(MC3) < SM-102. The observed systematic trend hints towards
a possible functional link between both properties. In general,
our combined structural analysis allows for measurement of
the water content of any CIL bulk phase that exhibits Hy; bulk
phase based on SAXS data and the proposed continuum model.
Following the proposed structure-function relation, water con-
tent together with a pH-sensitive phase transition could possi-
bly prove to be a reliable indicator of transfection efficiency.
The continuum model developed here should be useful as a
close proxy of the electron density profile for the lipid and water
moiety. However, while the model shows good agreement with
MD simulations it does still exhibit slight imperfections.
The necessity to use the head group scattering length density

This journal is © The Royal Society of Chemistry 2025
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Fig. 4 Application of continuum model on SLD profiles of experimental data and results. (A) Radial SLD profiles from experimental data of MC3, KC2, DD,
and SM-102, here shown as a dashed black lines, are fitted by continuum model (purple) which consists of the water distribution (blue), head group
distribution (red) and tail group distribution (green). (B) Dynamic vapor sorption (DVS) measurements of MC3, KC2 and DD at pH 5.5 are extrapolated to
100% relative humidity resulting in estimated water contents for MC3 (22.8 + 1.7%), KC2 (24.6 & 0.9%) and DD (25.4 + 0.8%). (C) Summarized results from
the continuum model, DVS measurements and MD simulations. The DVS measurements of DD do not agree with our continuum model within their
margins of error which might be due to the reliance on extrapolation to 100%RH from a limited number of DVS data points. According to our continuum model
SM-102 has the lowest water content with 16.2 + 2.0%, followed by MC3 (24.7 4+ 1.0%) and KC2 (24.7 + 1.1%). DD has the highest water content and is the only
lipid that increases its water content with decreasing pH. The MD simulation with fully ionized MC3 was calibrated to 24.6% water content. Below pH 5.0 the
bulk phases of SM-102 and DD transition from the H,, phase to bicontinuous phases (la3d and Pn3m). (D) The area per lipid head group within the H,, phase was
calculated with our continuum model. Dotted lines are added as a guide to the eye. Within their margins of error the area per head group is independent of pH
for MC3 and KC2. For SM-102 it displays an increasing area per head group with increasing pH and for DD the area is decreasing.

SLDpeaa as a fitting parameter although it could instead be fit. Our MD simulations themself show also slight differences
calculated with ACD ChemsSketch indicates inaccuracies of the compared to experimental data coming from the cholesterol

This journal is © The Royal Society of Chemistry 2025 Soft Matter


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5sm00666j

Open Access Article. Published on 24 September 2025. Downloaded on 10/17/2025 12:03:46 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

distribution. From experiments we know that excessive choles-
terol forms large cholesterol monohydrate crystals that grow
orders of magnitude larger than the lipid structure unit cells
making it impossible to be accurately simulated. Although
these cholesterol crystals are probably not part of the actual
bulk phase inside lipid nanoparticles, its obvious excess makes
it difficult to predict the correct amount of cholesterol for the
simulations.

Initially, we expected to observe an electrostatically driven
swelling of the ionizable mesophases at lower pH, caused by the
increasing charge of the head groups. Such behavior is well
documented for ionizable lamellar phases. However, swelling of
the hexagonal phases was barely detectable and only observed for
DD. In contrast, SM-102 even showed the opposite trend, though
within large margins of error. Furthermore, the bulk phase water
content of all lipids except DD appeared to be independent of pH.
For DD, a slight increase in water content with decreasing pH
was observed, which can be explained by the reduced absolute
curvature resulting from the increasingly charged head groups.

We propose that the spacing of hexagonal phases is largely
insensitive to pH because the elastic curvature energy of the
lipid tail region dominates over electrostatic contributions of
the head group. In other words, the energetic cost of lipid
deformation prevents electrostatic swelling of the hexagonal
phase. This interpretation aligns with our hypothesis that the
micellar-to-hexagonal phase transition of the excess lipid fraction
in LNPs is critical in the initial endosomal fusion process. In this
context, it is noteworthy that the elastic energy depends strongly
on curvature, which would explain why ionizable lipid meso-
phases with high curvature, i.e. small hexagonal lattice spacing
or low water content, are more potent to drive fusion than those
with lower curvature (larger spacings), such as DD.

Compared with DD, all the other tested lipids form denser
structures; notably SM-102 has the lowest water content and
highest transfection efficiency. We speculate that the micellar-
to-hexagonal transition at decreasing pH values initiates the
onset of fusion due to the rearrangements in topological
discontinuous structures. Note that, while fusion disrupts the
endosomal compartment, it does not necessarily coincide with
the release of mRNA from its hexagonal complexed phase. The
mRNA-lipid salt complex is likely to dissolve more gradually
once released into the cytosol.

In summary, SAXS analysis combined with MD simulations
and a newly derived continuum model has proven to be a reliable
method to determine the water content of inverse hexagonal bulk
phases. The approach can be extended to other ionizable lipids
that show Hy bulk phase signatures in SAXS. The bulk phase
water content, along with the pH-dependent phase transition
behavior of ionizable lipids, are critical parameters for estimating
their transfection efficiency in future applications.
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