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Abstract

Let K’ be the complete r-uniform hypergraph on 7 vertices, that is, the hypergraph whose vertex set is
[n]:={1,2,...,n} and whose edge set is (). We form G'(n, p) by retaining each edge of K indepen-
dently with probability p. An r-uniform hypergraph H C G is F-saturated if H does not contain any copy
of F, but any missing edge of H in G creates a copy of F. Furthermore, we say that H is weakly F-saturated
in G if H does not contain any copy of F, but the missing edges of H in G can be added back one-by-one, in
some order, such that every edge creates a new copy of F. The smallest number of edges in an F-saturated
hypergraph in G is denoted by sat(G, F), and in a weakly F-saturated hypergraph in G by w-sat(G, F).
In 2017, Korandi and Sudakov initiated the study of saturation in random graphs, showing that for con-
stant p, with high probability sat(G(n, p), K;) = (1 + o(1))n logﬁ n, and w-sat(G(n, p), K;) = w-sat(K,,, K).
Generalising their results, in this paper, we solve the saturation problem for random hypergraphs G'(n, p)
for cliques K7, for every 2 < r < s and constant p.

Keywords: Saturation; weak saturation; random hypegraphs
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1. Introduction and main results
Denote by K], the complete r-uniform hypergraph on n vertices, that is, the hypergraph whose

vertex set is [n] :={1,2,...,n} and whose edge set is ([:‘]). For fixed r-uniform hypergraphs F
and G, we say that a hypergraph H C G is (strongly) F-saturated in G, if H does not contain any
copy of F, but adding any edge e € E(G) \ E(H) to H creates a copy of F. We let sat(G, F) denote
the minimum number of edges in an F-saturated hypergraph in G. The problem of determining
sat(K2, K2) was raised by Zykov [19] in 1949, and independently by Erdds, Hajnal, and Moon

[9] in 1964. They showed that sat(K2, K2) = (5) — ("_;“). Their result was later generalised by

Bollobds [3] who showed that sat(K], K7) = (7)) — ("~ S'H)

We say that an r-uniform hypergraph H C G is weakly F-saturated in G if H does not contain
any copy of F, but the edges of E(G) \ E(H) admit an ordering ey, . . ., e, such that for each i € [k],
the hypergraph H;=H U {ey, ..., e;} contains a copy of F containing the edge e;. We define
w-sat(G, F) to be the minimum number of edges in a weakly F-saturated subhypergraph in G.
Note that the saturation is in fact a restriction of the weak saturation, where one is allowed only
to add all the edges at once (simultaneously). Hence, any H which is F-saturated in G is also
weakly F-saturated in G, and thus w-sat(G, F) < sat(G, F). As such, the weak saturation can be
viewed as a natural extension of the saturation. The problem of determining w-sat(K], K}) was
first raised by Bollobas [4], who conjectured that w-sat(K], K]) = sat(K], K]). Using ingenious
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algebraic methods, this conjecture was verified by Alon [1], Frankl [10], Kalai [11, 12], and
Lovasz [17]:

Theorem 1.1 [1, 10-12, 17].
w-sat(KT, K) = sat(K!, KT) = (”) - (" st r).
r

r

The binomial random graph G(#, p) is obtained by retaining every edge of K,, independently
with probability p. Similarly, the binomial random r-uniform hypergraph G’(n, p) is obtained by
retaining every edge of K/, independently with probability p. In 2017, Korandi and Sudakov [15]
initiated the study of the saturation and the weak saturation in random graphs.

Theorem 1.2 [15]. Let p € (0, 1) and let s be a constant. Then, whp,
(a) sat(G(n,p),Ksz) =(1+ o(l))nlog% n.
-

(b) w-sat(G(n, p), K2) = w-sat(K2, K2).

Note that there is quite a stark difference between the (strong) K;-saturation number and the
weak K;-saturation number in G(n, p). For the weak K;-saturation, whp the answer is the same
as in Kj,, whereas for the K,-saturation whp there is an additional log n factor compared with
K;-saturation in Kj,.

Since the work of Korandi and Sudakov, there have been several papers devoted to the
study of sat(G(n, p), F) and w-sat(G(n, p), F) for graphs F which are not cliques, in particu-
lar when p is constant. Mohammadian and Tayfeh-Rezaie [18] and Demyanov and Zhukovskii
[6] proved tight asymptotics for stars, F =K, Considering cycles, Demidovich, Skorkin,

and Zhukovskii [5] showed that whp sat(G(n,p),Cp)=n+ 0O (@) for m>5, and whp
sat(G(n, p), C4) = O(n). Considering a more general setting, Diskin, Hoshen, and Zhukovskii [8]
showed that for every graph F, whp sat(G(n, p), F) = O(nlog n), and gave sufficient conditions
for graphs F for which whp sat(G(n, p), F) = ©(n). As for the weak saturation, Kalinichenko and
Zhukovskii [14] gave sufficient conditions on F for which whp w-sat(G(n, p), F) = w-sat(Ky, F),
and Kalinichenko, Miralaei, Mohammadian, and Tayfeh-Rezaie [13] showed that, for any graph
F, whp w-sat(G(n, p), F) = (1 + o(1)) w-sat(Ky, F).

Another natural and challenging direction is to extend the results of Korandi and Sudakov to
hypergraphs. Indeed, in their paper from 2017, they asked whether their results could be extended
to r-uniform hypergraphs. In this paper, we answer that question in the affirmative:

Theorem 1. Let p € (0, 1), and let 2 <r < s be constants. Then, whp,

(a) w-sat(G"(n, p), K]) = w-sat(K],, KY).
(b) sat(G'(n,p), K7) = (1 + o(1)(," ) log_1_n.
l,pr—l

Similarly to the case of r =2, for the weak saturation whp the answer is the same as in the
complete r-uniform hypergraph, whereas for the saturation, there is whp an additional log # fac-
tor compared with the complete r-uniform hypergraph. Furthermore, the proof of Theorem 1(a)
can be extended to p > n~%, for some appropriately chosen constant « > 0. In fact, we believe
there exists a threshold for the property of the weak saturation stability, that is, for when
w-sat(G' (n, p), K}) = w-sat(K},, K[) - for graphs, the respective result was obtained by Bidgoli,
Mohammadian, Tayfeh-Rezaie, and Zhukovskii [2] - though the problem of finding the threshold
itself looks very challenging.

The proof of Theorem 1(b) follows the ideas appearing in [15], with some adaptations and
more careful treatment. Since the key ideas generalise from the graph setting to the hypergraph
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setting, we present only an outline of the proof in Section 4. The full proof is presented in the
Appendix of the ArXiv version of the paper [7].

The weak saturation problem for random hypergraphs turns out to be much harder and
requires several new ideas. Indeed, for the upper bound of Theorem 1(a), a novel and delicate
construction is needed, see Section 2 for an outline of the proof.

The paper is structured as follows. In Section 2 we demonstrate the key ideas of the proof
of Theorem 1(a) by giving a detailed sketch for the case where r = 3. In Section 3, we prove
Theorem 1(a). In Section 4, we provide a detailed sketch of the proof for Theorem 1(b), with the
complete proof appearing in the Appendix of the ArXiv version of the paper [7]. Throughout the
paper, we will use the shorthand G := G"(n, p) and abbreviate r-uniform hypergraph to r-graph.

2. Adetailed sketch of the proof of Theorem 1(a) forr =3

Let us begin with the lower bound. To that end, note that whp all the edges of ([':]) \ E(G) can be
activated from the edges of G. Thus, a weakly K] -saturated subgraph of G is whp also a weakly
K -saturated of K], and therefore whp w-sat(G, K) > w-sat(K},, K{).

The proof of the upper bound follows from a delicate construction. For the sake of clarity of
presentation, and since it already illustrates all the main issues one needs to overcome, we consider
the case when r = 3 in this sketch.

The natural first step for finding a weakly K -saturated subhypergraph in G, similar in spirit
to the approach taken in the case when the host graph is a complete hypergraph, is to choose
a core Cy C [n] of size s — 3, such that G[Cy] = Kf_3. Observe that, in the case of the complete
hypergraph, for every edge e C [n] \ Cp and for every S C e, we have that Kfl [CoUuSI= K|3C0US|' In
this case, we can then set H to be the graph whose edges are of the form f C [n] with f N Cy # @.
Then, we may activate all the remaining edges e C [n] \ Cp, since in K> we have that K3[Co U e] =

K3, and all the edges induced by Cy U'e, except e, are in H. This immediately gives the desired
upper bound of w-sat(K3, K2) < (3) — ("737).

However, when the host graph is the random graph G, we may have edges e C [n] \ Cp and sets
S C e such that G[Cp U S] is not a clique. Thus, in what follows, for every such problematic set S,
we will choose an additional core (that is, a special (s — 3)-subset of [#]).

The proof is divided into four main stages. In the first stage, we define appropriate cores for
all relevant subsets of vertices S C [n] \ Cp of size at most two. The second stage describes the
construction of a weakly K?-saturated subhypergraph H of G, making use of the properties of the
cores established in the first stage. In the third stage, we count the number of edges of H. The
fourth and final stage proves that H is indeed a weakly K?-saturated subhypergraph G.

Defining cores

Our cores will be disjoint subsets of size s — 3. Let us try to give a rough intuition for the purpose of
our cores. For every edge e, we aim to find a set C of size s — 3 such that G[e U C] = K?. Further, we
want that either H[e U C] will form a clique without e, and then e can be immediately activated, or
that after several steps of activation of other edges, H[e U C] together with the previously activated
edges will form a clique without e. To allow for this activation process, we will not choose cores
for the edges themselves (as this will be inefficient and require too many edges in H), but rather
assign cores to sets of vertices S of size at most two. Each such core allows us to either activate
immediately edges containing S, or to do so through some ‘chain’ of activation. As each core
will contribute additional edges to H, we aim to minimise the number of cores. We now turn to
choosing the cores.
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We begin by choosing Cy, where the only requirement on the set Cy is that G[Cp] = K 53_3 (whp
such a set exists in G). We remark that we will use Cy to activate edges e C [n] \ C satisfying that
GleU Gl =K.

We now turn to define a core for every singleton v € [n] \ Cp (noting that cores for different
vertices may coincide). For every v € [n] \ Cy, if G[Cp U {v}] = Kf_z, we choose the core C, :=
Co. Otherwise, if G[Cy U {v}] & Kffz, we choose a core C,, disjoint from v, with the following
property.

Everyedge f C C, U{v}UCywith fNC, # @ isin G. (1)

Indeed, whp this is possible for every such v € [n] \ Cp.
Let us mention two observations.

(O1) Wehavethat G[CoUC, ] = K|3C0UCVI’ and |[Co U C,|=5s—3when C, = Cp,and |Co U C,| =

2(s — 3) otherwise. Indeed, every e C Cj is in G since G[Cp] = Kf_3, and every remaining
edge e € Cy U C, with eN C, # @ is in G by Property (1).

(02) Ifu e C, for some v, we have that G[Cy U {u}] = KS3_2, and therefore C,, = Cj.

We remark that in the final activation step of the argument, for every v € [n], using the edges
activated through Cp, we will be able to activate edges of the form e = {v, x, y} € [u] \ C, where
GleUu(C, ]| = KS3. Crucially, note that for such edges e (when C, # Cp), we have G[e U Cp] 2 Ks3,
and thus choosing an additional core was indeed necessary.

Still, there will be edges e = {v1, v, v3}, where for every i € [3], G[eU C,,] 2 Kf. We thus turn
to defining cores for pairs of vertices. We will define cores for all pairs of vertices S = {v;, v}
which satisty that v; ¢ C,, and v, ¢ C,, (the reason for defining cores for such vertices will become
clearer in the last two steps of the argument: when counting the number of edges in H and when
considering the activation of edges). We will ensure that Cs satisfies the following property.

Every edge f C SUCy U C,, U Cs with f N Cs # & isin G, for every i € {1, 2}. (2)

In all the cases when one of the sets Cy, C,,, C,, can be chosen for the role of Cs so that Property
(2) is satisfied, we will indeed set Cg to be equal to such a core. However, in other cases, we will
have to assign a new core for S. Let us now describe in detail how we define the core Cs.

IfG[CoU {v1, )} = Kfcou{vl,w}l’ then we set Cs = Cy. Assume now that it is not the case. If for
some i € {1, 2}, every edge f C C,, USU Cy with f N C,, # & is in G, then we set Cs = C,, (since
verifying that (2) holds for such a choice of Cs is somewhat technical, we omit the explanation
here, and refer to the complete proof in Section 3). Otherwise, a new choice for the core Cg should
be made to later activate edges containing S. Whp for any such S we may find a core Cs, disjoint
from S, which satisfies Property (2).

Let us mention a few observations. Below, we fix S = {v1, v,}.

(0O3) Foreveryi e {1,2} and ¢ € Cs, we have that Cyy, ;; = C,,. Indeed, we need to show that every
edgef C C), U {v;, c} U Co withf N C,, # @ isin G. Now, if c € f, then f N Cs # & and thus,
by Property (2), we have that f is in G. Otherwise, f C C,, U {v;} U Cy (and intersects with
C,,), and thus, by Property (1), we have that f is in G.

(O4) For every i€ {1, 2}, we have that G[Cy U C,, U Cs] = KﬁCoUCViUCsI' Indeed, by Observation
(O1) we have that G[Cy U C,,] = KfCoUCV,-I’ and by Property (2), every edge f € Cy U C,, U
Cswith fNCs # @ isin G.

(O5) If X C [n] \ Cy satisfies that G[Cy U X] = K|3C0UX|’ then Cs = Cj for every S C X of size at

most two. In particular, if Y € C,, U Cs with |Y] <2, by (O4) we have that G[Cy U Y] =
K|3C0UY| and therefore Cy = Cy.

https://doi.org/10.1017/50963548325100229 Published online by Cambridge University Press


https://doi.org/10.1017/S0963548325100229

Combinatorics, Probability and Computing 5

[ ]
vy C{UIJUZ%
Cvy)
Ve Co

Figure 1. Illustration of a chain of cores, Co, Cy,, and Cyy, v}, together with edges that were added to H. The edge {vi, v, 1}
is added to H by (4). The edge {v2, c1, 2} is added to H by (4), noting that Cy, ,; = Cv, by (03). The edge {c1, ¢2, c3} is added
to H by (4) since Cyc, ,} = Co by (O5). Finally, the edge {v», ¢z, c3} is added to H by (3).

Constructing H
Let H C G be a subhypergraph on V(G) = [n], consisting of the following edges:

(1) EveryedgeeC Cpisin H.
(2) Forevery v e [n] \ Cp, we add to H all edges of the form {v} U C’ for every C' C C, of size
two. These edges are in G by Property (1).

(3) For every v e [n] \ Cy, we add to H all edges of the form {v, co, ¢} for every ¢y € Cy and
c € C,. These edges are in G by Property (1).

(4) For every S={v1,v2} C [n] for which Cs is defined, we add to H all edges of the form
SU{c} for every ¢ € Cs. These edges are in G by Property (2).

While Steps (1) and (2) are rather transparent, we refer to Figure 1 for an illustration of edges
added to H at Steps (3) and (4).

Number of edges in H
The number of edges we have added to H is at most

s—3 n—s+3\/(s—3 n—s+3\/(s—3 n n—s+3
(57 C)C) )00 =0 -(737)
Indeed, the first term comes from the edges induced by Cy, which we have added to H at Step (1).

The second term comes from the edges which were added at Step (2). For every v € [n] \ Cy, we
have chosen C, (possibly C, = Cyp), |C,| =s — 3, and added all edges of the form {v} U C’ where
C' C C, with |C'| = 2. Thus, we have ("_f+3) choices for v € [n] \ Cp and (553 ) choices for C' € C,
of size two.

Finally, the third term comes from the edges which were added at Step (3) and at Step (4). To
see this, consider a pair of vertices S = {u, v} C [n] \ Cp. Recall that we define Cs only if v ¢ C,
and u ¢ C,. Thus, if Cg is not defined, then WLOG v € C,,. In this case, since v ¢ Cy, we must have
Cy N Cy = I (recall that the cores are either identical or vertex-disjoint). In Step (3), we add all the
edges {v, u, o} for each of the (5_13) possibilities for ¢y € Cy (note here, that when considering all
pairs {u, v} in this manner, we in fact cover all edges added at Step (3)). Otherwise, Cs is defined,
and at Step (4) we add all edges {u, v, c} for each of the (5713) possibilities for ¢ € Cs.
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|Col=5-3
° ° ©
€ c2 €3
le| =3

Figure 2. The edge e closes a copy with Cy and can thus be activated. The three types of edges that are in H appear in shaded
colours. The edges induced by Cy appear in blue, and were added to H at Step (1). The edges that contain one vertex from e
and two vertices from Co appear in red, and were added to H at Step (2). The edges that contain two vertices from e and one
vertex from Co appear in green, and were added to H at Step (4).

Activating the edges in E(G) \ E(H)

First, note that we can activate all edges e C [n] \ Cp, such that G[CyUe] = KS3 . Indeed, by
Observation (O5), for every non-empty S C e we have Cs = Cy. Thus, by Steps (1), (2), and (4), all
edges induced by Co U {e}, except e, are in H. We can thus activate e, which closes a copy of K
with Cy. See Figure 2 for illustration.

We can now activate the remaining edges e = {v1, v, v3} € [n] \ Cp. To that end, whp we can
choose an auxiliary clique C:=C(e) disjoint with e U UiJ6[3] (G, U C{vi,vj}) (in fact, the union is
over i,j € [3] for which such cores are defined), such that G[CUe] = K? and for every i #j €
{1,2,3}, every edge f € CU {v;, Vit U Clyyy U Gy, U Co with f N C # @ is in G. We will utilise the
following observation.

(06) For every ce C and every i € 3], we have that ¢ ¢ C,, and thus Cy,,  is defined. Further,
Cpv;,ct = Cy,;. To show that, we need to argue that every edge f C C,, U {v;, c} U Cy which
intersects with C,, is in G. Indeed, if ¢ € f, then this follows from our choice of C, and
otherwise, this follows from (1).

Our goal is to show that all edges induced by e U C, except for e, are either in H or can be
activated. We will then have that e closes a copy of K2 with C, and can thus be activated as well. We
do so in several activation steps, where some activation steps may depend on previous activation
steps (see also Figure 3 for illustration). In what follows, we always assume i, j € [3], i # .

(A1) Edges f induced by CU Ciyivp YU Cyye
We claim that such f closes a copy of K2 with Cy and can thus be activated. By the choice
of C and Observation (04),

7~ ~ 1-3
G [Co U (C U Clryy) U cvl.>] =~ K]cou (i)
Vi,V]’ Vi

Now, consider an edge f' = {co, x, y} € Co U (C’ U Cyywy} U Cv,-) with ¢y € Cy and ' Z Cy.
We have that, in particular, G[{x, y} U Cp] EK|3{x,y}UC0|’ and thus Cixy) = Co by (O5).
Hence, we added f’ to H at Step (4) (where {x, y} play the role of S). Therefore, we can

now activate any edge f € CU Civi,v) U Gy, since it closes a copy of K3 with Cy (together
with the edges in H).

https://doi.org/10.1017/50963548325100229 Published online by Cambridge University Press


https://doi.org/10.1017/S0963548325100229

Combinatorics, Probability and Computing 7

C

(174}
{m})

o

Figure 3. Illustration of a chain of activation, with the complexity of the construction evident already when r = 3. Towards
activating an edge {v1, v, v3} with C, we need to activate edges of the form {vy, v5, c} where c e C. To that end, we first
activate all edges that form a clique with Co, and in particular, all edges induced by Cy;, U Cyy, vy} U C. Then, as the left side
illustrates, we can activate the edges of the form {v, c1, c;} as they form a clique with C,, . Indeed, the edge {c1, ¢;, c3} forms
aclique with Co, and the edge {v1, ¢z, c3} is in H since Cyy, ,} = Cy, (and was added at Step (4)). We can then, as the right side
illustrates, turn our attention to edges of the form {v1, v2, c}, which will close a clique with C, v,). Here, the edge {c, c1, ¢2}
closes a clique with Cy and thus has already been activated, and the edge {v1, v, ¢z} is in H by Step (4).

(A2) Edges of the form f = {v, ¢, ¢c;} where v € {v;, vi},c1, 2 € CsU C.
We claim that f closes a copy of K; with C, and can thus be activated. Set S = {v;, vj}. We
have already activated edges induced by Cs U C, U C during (A1). In Step (2), we added to
H all edges of the form {v, x1, x2} where x1, x, € C,. As for edges {v, ¢, x} where c € {c1, c2}
and x € C,, note that by (O3) and (06), Cy,,; = C,. Thus, {v, ¢, x} is in H by Step (4). Thus,
f closes a copy of K2 with C, (together with edges of H and edges activated during (A1))
and may thus be activated. See the left-hand side of Figure 3 for illustration.

(A3) Edges of the form f = {v;, vj, c} where c € C. Set S= {v;, vj}. We claim that f closes a copy
of Kf with Cs and can thus be activated. Edges of the form {v;, vj, x} where x € Cg have
been added to H at Step (4). Edges induced by {c} U Cs were activated in (Al). Edges of
the form {v, x1, x2} where v € S and x, x, € Cs were activated in (A2). Furthermore, edges
of the form {v, ¢, x} where v € S and x € Cg were activated in (A2). Thus, f closes a copy of
K? with Cs (together with edges of H and edges activated during (A1) and (A2)), and may
thus be activated. See the right-hand side of Figure 3 for illustration.

Thus, e closes a copy of K> together with C (with the edges of H and edges activated during
(A1)-(A3)).

Finally, we are left with edges e = {v}, v2, v3} which intersect with Cy. The argument for these
edges is similar to before, and we omit the details here, referring to the complete proof present in
Section 3.

3. Weak saturation

Let r> 3 and s > r + 1 be integers. Let p € (0, 1] be a constant. Recall that G:= G"(n, p). Set £ :=
s—r.

We start we the lower bound, which is the easiest part of the paper, and follows from the fact
that whp G is weakly saturated in K,

Claim 3.1. Whp w-sat(G, K}) > w-sat(K},, K).

Proof. Let us first show that whp G is weakly saturated in Kj,. To that end, fix some edge e €

K} \ G. The probability that for a fixed set S of size £ we have that e U G[SU e] ZK] is 1 — p(i)_l.
This event is independent for every two disjoint sets of size £, and thus the probability that e does
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s L7)
not form a copy of K] in GU e is at most (1 - p(r)*l) = exp (—®(n)). The union bound over

(") <" edges e € K, shows that whp every edge e € K}, belongs to a copy of K! in GUe, and
therefore whp G is weakly saturated in KJ,.

Now, if H is weakly saturated in G, then we can add to H edges one-by-one until we obtain G,
and then keep adding edges until we reach K. Thus, whp any such H is weakly saturated in K, as
well. But then, w-sat(G, KI) > w-sat(KJ,, K?). O

The rest of this section is devoted to the proof of the upper bound. In Section 3.1, we lay the
groundwork for our proof: define the cores, construct the weakly saturated subhypergraph H, and
count its edges. In Section 3.2, we show that there exists an ordering of the edges under which we
can activate all edges of G that are not in H.

3.1 Laying the groundwork

Before we delve into the fine details, we note that what follows will be a natural extension of
the construction in Section 2 to general r (together with their formalisation). We will once again
define a core Cy, and inductively define cores for sets S € V(G) \ Cp with size 1 <|S| <r — 1. The
construction of the cores will naturally have a chain property, that is, the core of S may (and will)
depend on the cores of S’ C S. Once again, there will be several sets S for which we will not define
a core, and instead draw relevant edges with vertices from Cp.

We begin by partitioning V(G) into L%J sets of size £, denoted by Qy, . . ., QL% |- Let us further
write @ :={Q,..., QL% 1}. Throughout the proof, we will use the following probabilistic lemma.

Lemma 3.2. Let k > 0 be a constant. Then, whp, for every S C V(G) with |S| =k, there exists Q;,
withl <i< I_%J, such that SN Q; = & and every edge e C Q; U S withe N Q; # & is in G.
Proof. Fix S and fix i such that Q;NS= . The probability that every edge e C Q; US with

eNQ; #  isin G is at least p(etk). There are at least | 7] — k different i such that Q;NS= .
Therefore, the probability there doesn’t exist such a Q; is at most

(1 —p(éfk)> L=k =exp (—0B(n)),

where we used our assumptions that k, r, £, and p are constants. There are (Z) ways to choose S,
and thus by the union bound, the probability of violating the statement of the lemma is at most

(Z)eXp (=0(n)) =o(1),

as required. 0

Defining the cores
Let iy be the first index in [L%J] such that G[Qj,] = K, and let us set Cp := Q;, (note that by

Lemma 3.2 whp such an iy exists). For every j > 0, let i; be the j-th index in [L%J] for which we
have that G[Cy U Qij] = K], (that is, the j-th occurrence of some Q € Q for which it holds). We
then set Cj := Q; (once again, note that since G[Co] = Kj, by Lemma 3.2 whp such a C; exists). We

call these sets cores, and we enumerate them Cy, Cy, . . ., Cy,. Note that for every i # j € [m], C; #
Cj, as they are two different Q # Q" € Q. We continue assuming these cores have been defined
deterministically.
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Assigning cores to sets
Set Cx = Cy. For every vertex v e V'\ Cy, let i(v) be the first index such that the following holds.

1. Every edge e C {v} U Cyp U Cy(,) with e N Cy() # D isin G.
2. (viNCiy) =2.
We then set Cfyy = Cj,). Note that by the properties of the cores and by Lemma 3.2, whp such
a Cyy) exists for every v € V(G) \ Co. Furthermore, observe that the properties of Cy,) imply that
G[{v}U C{V}] = KE_H.
Now, we define cores for suitable subsets outside of Cy by induction on their size. For every
je[2,r—1] and for every S C V(G) \ Cy of size j, if

thereis no S’ C S, such that Cy is defined and S\ S’ € Cy, (S is core-definable)

we define Cs in the following way. Let i(S) be the first index in [m] such that the following holds for
every integer t € [j — 1] and a sequence @ =Sy C ... C S; C S for which Cs,, . . ., Cs, are defined.

(P1) Everyedgee C SU Cysy U Cs, U...UCs, witheN Cysy # Jisin G.
(P2) G[Cis)UCs, U...UCs,]=K

(P3) SNCys) =2.

-
\C,-(S)UCSOU...UCst |

We then set Cs = Cy(s). Note that we allow So = & in order to include edges intersecting with
Cgy =Cy.

Note that the condition in Property (P1) applies only to edges intersecting with Cjg).
Furthermore, by induction, we have that G [Sy U Cs, U ... U Cs, | = K\rsoucsou...ucst » and thus the
condition in Property (P2) also concerns only edges intersecting with Cjc). Thus, by these prop-
erties and by Lemma 3.2, whp for every SC V(G) \ Cy of size j such that there is no &' CS
with Cg defined and S\ &' C Cy, we can find such a Cs. In what follows, we assume this holds
deterministically.

Note that we have defined a core Cs for every set S € V(G) \ Cp of size at most r — 1 which is
core-definable. Furthermore, if Cs is not defined, then there exists S’ C S for which Cy is defined
and S\ §' C Cy. Finally, note that

i(S) <i(S) forevery S’ C Ssuch that Cy and Cg are defined. 3)

Indeed, the Properties (P1) through (P3) are closed under inclusion, and thus any index satisfying
the properties for S must already satisfy the properties for §'.

Constructing H
Let H C G be a subhypergraph consisting of the following edges:

(E1) Everyedgee C Cp isin H.

(E2) For every @ # S C V(G) \ Cp for which Cs is defined, we add to H all edges of the form
SUC for every C' C Cs of size r — [S].

(E3) For every @ # S C V(G) \ Cp for which Cys is defined, we add to H all edges of the form
SUC'UC forevery @ # C' € Cs and @ # C;, € Cy satisfying |C' U Cy| =r — [S].

Note that edges of type (E1) are in G by the definition of the cores, and edges of type (E2) and
type (E3) are in G by Property (P1) (and the first property when defining cores for singletons).
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Number of edges in H
Let us bound from above the number of edges added in each step of the construction.
First, at Step (E1), we add (f) edges to H induced by Cy. We now turn to Steps (E2) and (E3).

Let us set
A={S: @#SC V(G)\ Cy ACs is defined} and
B={SUC': @ #SCV(G)\ Cy A Cs is defined A C' C Cs}.
We have the following.

o In Step (E2), we add the edges SU C' for every S € A and C' C Cs of size r — |S].
« In Step (E3), we add the edges X U C for every X € Band C; C C of size r — |X|.

Thus, the number of edges considered at Step (E3) is at most

2 (r_g|s|> = 2 <r—€|8|)'

SeA SCV(G)\Co
Cs is defined

Note that, for every S € V(G) \ Cp such that Cg is defined and for every @ # C' C Cs, we have that
Csuc is not defined. Indeed, in that case, we have that S C SU C/, Cg is defined, and (SU C') \ SC
Cs. Thus, by definition, SU C’ is not core-definable. Hence, we have that

BC{XC V(G)\ Cy: Cx is not defined}.

Moreover, the number of added edges at Step (E3) is at most

> ()

XCV(G)\Co
Cy is not defined

Therefore, the number of edges in H is at most

Ol > ()2 (L)

i=1 | SCV(G\Co, |S|=i XCV(G\Co, [X|=i
Cs is defined Cy is not defined

()= (CE)-0-()

3.2 Activating the remaining edges

The argument for activating the remaining edges will be a natural extension of the argument given
for the case r = 3 in Section 2, together with its formalisation.

Assigning an auxiliary core to every edge

Let us fix an edge e € E(G). Note that we only assign cores to sets of size at most r — 1, that is, there
is no C, defined. By Lemma 3.2 applied with

S=eU U Ca,

ACe
A is core-definable
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we can choose an auxiliary core C:=C(e) from Qy, . . ., QL% J» such that the following holds. For
every S C e, every t € [0, |S| — 1], and every Sy C - - - C S; € S such that Cs is defined and Csg; is
defined for every i € [0, t]:

(P1) Every edge f CSUCsUCs, U---UCs, UCwithfNC # @ isin G.

(P2) G[SoUCsUCUCs,U---UCs, ] =K,

[S0UCSUCUCs, U--UCs, |’
(P3) (SUCsUCs,U---UCs,)NC=2.

Lemma 3.2 guarantees the (typical) existence of edges intersecting with C. Indeed, the above

properties concern only edges intersecting with C. To see that in Property (P2), note that

G [SO UCsUCs,U---U Cst] = K{soucsuéucsou...ucst\ by Property (P2) and thus Property (P2)

indeed concern only edges intersecting with C. Lemma 3.2 further guarantees the non-intersection
of C with S, which yields Property (P3).

Core extension property

Recall that, by (3), given S C SU U € V(G) such that Cs and Cgyy are defined, then i(S) <i(SU
U).If U satisfies i(SU U) = i(S), then Csyy = Cs. In the following claim, we show that for a given
S for which Cs is defined, we have that U is satisfies i(S U U) = i(S) whenever U € Cs, U - - - U Cs,,
forsome S C So C ... C ;. This ‘extension’ property of the cores will be important for us through-
out the activation process, and in fact, we required Properties (P1) and (P2) when choosing our
cores so that this extension property will hold.

Claim 3.3. Let ey be an edge in G. Let S C V(G) \ Cp be such that Cg is defined. For every set U and
te[r—1] such that |SUU| <r—1and U C Cs, U--~UCstUé(eo)forsomeSQSog...gstg
e for which Cs,, . . ., Cs, are defined and different than Cs, we have that

Csuu =Cs.

Proof. We prove by induction on |S U U|, where the case when |SU U| = 0 follows trivially.

Let SUU CSUU with § €S and U’ C U such that Cgyy is defined. Suppose towards
contradiction that § is not core-definable. Then, there exists S” C S’ such that Cg is defined
and §'\ §” C Cyr. But then, by the induction hypothesis, Cgyyr = Cgr, and by our assumption
(FUU)\(§"UU) C Cg» = Cgryyr. Therefore, Cgyy is not defined - contradiction. Therefore,
Cy is defined, and by the induction hypothesis, we have that Cyyr = Cy.

Let us verify that Csyy is defined. Suppose towards contradiction that SU U is not core-
definable. Then, there exists §' U U’ C SU U such that § €S, U' C U, Cyyy is defined, and
(SUU)\ (S UU’) C Cyyuyr. We then have by the above that Cgyy = Cy. Suppose first that U’ =
U. Then (SUU)\ (S UU') =8\ C Cy, contradicting the fact that Cs is defined. Otherwise,
U’ C U. Then, by the induction hypothesis, Csuy» = Cs. By our assumption, (SU U’) \ (S U U’) C
Cyuu» contradicting the fact that Cgy is defined. Therefore, we conclude that Csyy is defined.

Therefore, it suffices to verify that SU U satisfies Properties (P1) through (P3) with respect to
Cs. Let k> 1 be an integer and let A} C Ay C--- C A C SUU be such that Cy;, is defined for
every i € [k]. We can then write A; = (A4; N S) U (4; N U). Noting that |[A;] < |SU U], by the above
and by the hypothesis, we then have that C4, = Csny,, and therefore when we consider Cy;, we
may assume that A; C S.

1. First, let us show that every edge e C (SUU) U CsU Cy, U---U Cy, witheN Cs # @ is in
G, that s, let us verify Property (P1). Note that, by the above, there is some sequence of §| C
--- € 8, C Ssuch that Ca; = Cg for every j € [k]. Since S C Sp, we have that By C - - - C By,

J

wherem=k+t+2andB1=S/1,...,Bk=S;<,Bk+1=S,Bk+1:So,...,Bmzst.Thus,if
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eNC # @, then by Property (P1) with B,, we have that e is in G. Otherwise, let T € [¢]
be the maximal index such that eN Cs, # &. We may assume that 7 > 1, otherwise e C
SUCsUCya, U...UCy, and then the above follows from Property (P1) with respect to
S and Cs. Then, choosing By =A;,...,By =Ak, Bxyr =S, By3=3S1,...,Bn =S¢, since
eN Cs, # &, we have that e is in G by Property (P1). Therefore, SU U satisfies property
(P1) with respect to Cs.

2. We now turn to show that G[A; UCsgU Cy, U---UCy,] gKerIUCSUCAIU'“UCAkI. It suf-

fices to show that G[(A; UU)UCsUCy, U---UCy, | = K|r(A1UU)UC5UCA1U~~~UCAkI’ where

we may assume, as discussed above, that A; C S for all i € [k].
To that end, note that by Property (P2) (or by Property (P2) if U intersects with 0)
with respect to Sy and Cs,, we have that for every By C B, C - - - C By, € S; such that Cp,

. . -~ : T
is defined for every i € [m], G[B; UCs, UCp, U---UCp, UC] = K\Blucgtucglu---ucgmué\'

We may thus choose By = Aj, ..., By =Ak Bxr1 =S, Bkyo = S0, - - . » B =S¢, and since
UCCsU---UCs, U C, we conclude that SU U satisfies Property (P2).

3. Finally, let us show that (SU U) N Cs = @. Indeed, since Cs is defined, we have that
S§N Cs =@, and by our assumption, Cs,, ..., Cs, are different from Cs (and in particu-
lar disjoint, due to the definition of the sequence Q;, i € [L%J ]), and by property (P3), Cis
disjoint from Cs. Therefore, UN Cs =@ and (SUU) N Cs = @. 0

Activating the edges

With this at hand, we are ready to prove that we can activate all the edges of G outside of H. The
argument here will be a natural extension, and formalisation, of the argument for r = 3 detailed
in Section 2. We consider separately edges that intersect with Cy and edges that do not.

Claim 3.4. One can activate all edges e € V(G) \ Co.

Proof. Let e € V(G) \ Cp be of size r. We will show that e closes a copy of K] with C=C(e).

Let us prove by induction on |S| that for every set S C e, one can activate all edges (that are not
in H) of the form SU U, where UQCUCSOU...UCs[ for SCSo C 81 C...C St C e for which
Cs, is defined for all i € [t]. Note that we need the above only for U C C, however, for the induction
argument it will be easier to prove the aforementioned stronger statement.

For the base case of the induction, we consider S= &. Let f CCU Cs, U. ..U Cs, be an edge
for some @ C So C 81 € ... <C S C e. Note that by Property (P2), G[f U Cp] = Kl;’UCol’ and thus
if f N Cy # @, we have that f is in H. Let us thus suppose that f N Cyp = @. By (E1), all the edges
induced by C are in H. Moreover, for every S’ C f, since G[f U Cp] = Kl:’UCo\’ we have that Cy =
Co. Thus, by (E2), every edge of the form S" U Cj, for every C; € Cy of size r — |§'|, is in H. Hence,
fUCyisaclique in G, and all its edges but f are in H. Thus, we can activate f.

For the induction step, leti € [r — 1]. Suppose that forevery S’ Ce, |S'| <i,and S CTA; CA; C
... C Ay Cesuch that Cy, exists for all i € [k], we have activated (or added to H) all edges of the
form §'U U’ where U' € CUCa, U...UCa,. Let SC e of size i. Let f be an edge of the form
SU U where UQC‘UCSOU...UC& for some SC Sy C 81 C ... C S C e for which Cg,, . .., Cg
are defined. We will consider two separate cases, determined by whether Cs is defined or not.

Assume first that Cs is defined. We will show that we can activate f by closing a copy of K]
induced by f U Cs. Indeed, note if f N Cg # & then f is in H (indeed, by Claim 3.3, Cp\¢; = Cs).
We may thus suppose f N Cs = @. By Claim 3.3, we have that Cgy» = Cs for every U’ C U. Thus,
we added to H all edges of the form SU U’" U C' for every U’ C U and C’' C Cs. By the induction

t
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hypothesis, we have already activated (or have in H) all edges of the form S’ U U’ for every §' C S,
U’ C U U Cs. Hence, we can activate f by closing a copy of K induced by f U Cs.

Assume now that Cs is not defined. Then, there exists S C S such that Cy is defined and S\ §' C
Cg. By Claim 3.3, we have that Cyyyr = Cy for every U’ C U. Hence, we have already added
to H all edges of the form §'U U’ U C' for every U’ C U and @ # C' C Cy. In particular, letting
C' =8\ S, we get that the edge f = SU U is already in H.

Altogether, all edges induced by e U C, other than e, are either in H or have been activated, and
thus e can be activated by closing a copy of K7 with C. O

Claim 3.5. One can activate all the edges intersecting with Cy.

Proof. Let e be an edge such that e N Cy # &. Once again, we will show that e closes a copy of K]
with C = C(e) in H.

Let us prove by induction on |S| that for every set S C e \ Cp, one can activate (if not already in
H) all edges of the form SU U where U € CoUC U Cs, U. ..U Cs, for some SC Sy CS; C--- C
St C e\ Gy for which Cs, ..., Cs, were defined. We can then activate e as it closes a copy of K
with C.

For the base case of the induction, we consider S=@. Let f € Cy U Ccu Cs,U...UCs, be
an edge for some SC So C 81 C--- C S, C e\ Cp for which Csg,, . . ., Cs, were defined. By Claim
3.4, we may assume that f N Cy # <. By Claim 3.3, we have that Cy\ ¢, = Cs = Cp since S=O.
Therefore, by (E2), f is in H.

For the induction step, let i € [r — 1] and take S C e\ Cp of size i. Let f be an edge of the form
SU U, where UQCOUCUCSOU...UCS, for some SC Sy TS C---C S Ce\Cp for which
Csy> - - -» Cs, were defined. We will consider two separate cases, determined by whether Cs is
defined or not.

Assume first that Cs is defined. If U N Cy = @, then we can activate SU U by Claim 3.4. If
U N Cy # 9, note that by Claim 3.3, Csyu\c,) = Cs. We thus have that f closes a copy of K]
with Cs. Indeed, let h C f U Cg be an edge with h# f. If SNh # S, then |[SNh| <i— 1. Writing
§'=SNhand U =h\ S, we want to apply the induction hypothesis with §' U U’. Indeed, note
that U € CoUCU CsU Cs, U. .. U Cs,, and in particular where ' C SC So C - - - € S; & e. Thus,
by the induction hypothesis, we have already activated (or added to H) the edge h. Otherwise, we
have § C h. Noting that by Claim 3.3, Cy\ ¢, = Cs, by (E3) we have already added the edge h to H.

Assume now that Cg is not defined. Then, there exists § C S such that Cy is defined and
S\ §' € Cy. By Claim 3.3, Cyyu\c,) = Cs. Thus, by (E3), we added to H all edges of the form
S'U(U\ Cy)UC UC for every @ # C' € Cy and C; € Cy. In particular, letting C' =S5\ S
Cy and Cj=UNCy, we get that the edge f=5 U(U\ Co) U(S\S)U(UNCy) =SUU was
added to H. O

4. Strong saturation

We begin with the proof of the lower bound of Theorem 1(b), which sheds some light as to why
typically sat(G'(n, p), KI) = (1+ o(1))(," ) log (n).

1
l,pr—l

Proof of the lower bound of Theorem 1(b). Let us show that if H is K] -saturated in G, then e(H) >
a1+ o(l))(rfl) log_ 1 _n. Note that if H is K]-saturated in G, then adding any e € E(G) \ E(H)
1-p'—

creates a new copy of K{, and in particular, a new copy of K7 ;. Let o = 1_})%
Given an (r — 1)-subset S C V(G), let Ng(S) = {v € V(G): {v} US € E(H)}. Let

A:={SCV(G): |S|=r—1and |Nyg(S)| > logi n},

and set B= (‘:(_Gl)) \ A. Note that if |A| =Q (nr_l), then |[E(H)| =Q (n’_1 logi n), and we are
done. We may thus assume that [A| =0 (n’_l), and thus |B| = (1 + 0(1))(rfl).
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Let S € B. We claim that there are at least (1+ o(1))log, n edges e € E(H), such that S is
the only (r — 1)-subset of e which is in B. This will imply that the number of edges in H is
at least |B|log, n=(1+ o(l))(rfl) log, n, as required. Let u € V(G) be such that e={u}USe
E(G) \ E(H). Then {u}US closes a copy of K}, together with H, in particular, there is some

w € V(G) such that e U H[SU {u} U {w}] = K[ . Note that for all but at most loggl n choices of
u, we have that the only (r — 1)-subset of SU {w} that is in B is S. Indeed, S € B, so there are
at most logi n choices of w such that {w} U S € E(H). Then, if at least one other (r — 1)-subset
S#£S8 C SU{w} is such that S’ € B, then we have at most logé n choices for this u as well, since
S U {u} € E(H).

Thus, we have a set U of at least | Ng(S)| — logé —O(1) vertices u such that there exists w = w(u)
forming an edge with S and with every {u} U S, where §' C S, |S'| =7 — 2, and such that S is the
only (r — 1)-subset of SU {w} that is in B. Let us prove that [{w(u): u € U}| > (14 o(1)) log, n.
This will immediately imply the desired upper bound.

To that end, it suffices to show that whp for any (r — 1)-set S, and W of size at most log, n —
5log, log, n, there are at least 2 logé n vertices u € V(G) \ (SU W) such that SU {u} € E(G), and
for every w € W there is some X C SU {u} with |X| =7 — 1, X # §, such that X U {w} ¢ E(G). Fix
Sand W. The probability that u satisfies the above is p’ = p(1 — p~ )Wl > p. % These events
are independent for different u, so the number of vertices satisfying this property is distributed
as Bin(n — (r — 1) — |W|,p’). Thus, by a standard Chernoff’s bound, the probability that there

are less than 2 log? n such vertices is at most exp (—( In® n)). There are (rfl) ways to choose S
and Ziig{’ " ('Z) < n'°% " ways to choose W, and thus by the union bound there are whp at least
2log? n such vertices. U

We now turn to the upper bound of Theorem 1(b). As we follow here the proof strategy from

[15] with minor adjustments, in the next section we give an outline of the proof. For the full proof,
see the Appendix of the ArXiv version [7].

4.1 Outline of the upper bound of Theorem 1(b)

We will utilise two lemmas. The first one generalises a result of Krivelevich [16] to the case of
hypergraphs:

Lemma 4.1. Let r > 3 and t > r be integers. There exist positive constants cy and c; such that if

()(t+1-n)

t+1—r
h-1)-1) 1

0> cln_(ttl)*l and k> c0n<(

1
Ogt—l n,

then whp G'(n, p) contains a subhypergraph H on [n] such that

« HisKj  -free,
o every induced k-subhypergraph of H contains a copy of K.
The proof of Lemma 4.1 follows, in general, ideas present in [16], utilising Janson’s inequality.
We also require the following lemma, which shows that for p chosen as in that in Lemma 4.1,
typically every two vertices u and v are not both contained in ‘many’ copies of K] in G"(n, p). This
lemma is a new ingredient in the proof - this was not needed in the graph setting of [15], but is
necessary in the hypergraph setting.

Lemma 4.2. Let r > 3 and t > 4 satisfying t > r be integers. Let ¢ > 0 be a constant and let p =

cn_(tH_r)/((ttl)_l)

G"(n, p), which contains u and v, is at most 2(:2),0(;).

. Then, whp, for every two vertices u and v, the number of copies of K] in
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Proof. Fix two vertices u and v. Denote by X the number of copies of K] in G~ G'(n, p) which
contain u and v. By the union bound over all the choices of u and v, it suffices to prove that

YO «n
]P’<X>2<t_2)p )<<n .

Set L = Klogn where K is a sufficiently large constant. For every subset T'C V(G) of size t,
denote by Y7 the indicator random variable of the event G[T] = K]. Below, we consider only those
t-subsets of V(G) that contain u and v (in particular, sum up over such sets in the computation of
the L-th moment of X below). We have

E[x'] = Z E[Yp, - - Yr,]

Ty,.., TLCV(G)
Ty |==[Tr|=t

= > E[Yr - Y] Y Elvg|Yp=--=Yq_, =1]
T1,....TL_1CV(G) T CV(G),|TL|=t
|Ty|=-=[TL-1|=t

= > E[Yp, -...- Yy ] E[X| Yy, =...=Yp,_ , =1]. (4)
T1,....,TL—1CV(G)
ITy|=...=|TL—1|=t

Let H be a hypergraph with e(H) < L - t. By FKG inequality, E[X | H C G] > EX. On the other
hand,

t
n ‘ Wy i (—(i
E[X|HC G] < (t_ 2),)(,) + 32 e On 00,
j=r
The first summand in the right-hand side above is an upper bound to the expectation of the num-
ber of copies of K] which does not share any edges with H while the second summand is an upper
bound to the expectation of the number of copies of K] which does share at least one edge with
H. The index j indicates how many vertices in the copy of K belongs to H. So we have at most

(/) edges which are already in H. The term e(H )({) is an upper bound to the number of choices
of the common j vertices, n'~/ is an upper bound to the number of choices of the remaining ¢ — j

vertices and p(i)*(i) is an upper bound to the probability that this copy appears in G conditioned
on H € G. We will show that the second summand on the right-hand side of the inequality is
asymptotically smaller than

E[X]=<1+o<1>>(tf2)p<i>, 5)
implying E[X | H C G] < (1 4 o(1))E[X]. Note that, for everyj=r,r+ 1,...,t, we have
nt_]p(i)_(Jr)
nt=2p ()

({)(H—l—r)

2-j+
T ENS

= nz_jp_({;) = @ n

Thus, it is sufficient to show that the last expression tends to 0 as n — 0o, which is true if

t+1-71)
)1

r

<j—2.

To show the latter, we will use the following claim.

O (t+1-1) !
e -

Claim 4.3. ((ttl) ,1) (t-1)
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Proof. We have
(Oe+1-n ()
((H-1)e-n D=1 O+(H)-1
() _ 1

(£)+(£)'t—:+1_1 l+ﬁ_(_%)

r +1<1 r + 1
- t—r+1 (j)— t—r+1 t—r+1
r—1 r—1
=1- <1-—
t—r—+1 t

By Claim 4.3,

Qe+1=n ()

=D (-4 1)

— ]
t+1 <T<1_:>(t—1)ig(t—2)_ (t—2)
() -1 () t () Ht—1)...(t—r+1)
r>3
<j-2

as needed.
Thus, we conclude that E[X | H C G] = (1 + o(1))E[X] uniformly over all H with e(H) <L - ¢.
By induction, from (4), we have

L
E[x'] = ((1+o(1))E[XJ) .

From (5), by Markov’s inequality, we get

n\ ¢ E[X] (1+o()EX]\" _
P(X>2 ¢) = =(1/2+o(1))F <n?,
( g (r—z)” )5((z+o(1))E[x1)L < 2E[X] ) (1/2+ o))" «n
where the last asymptotical inequality is true if K is sufficiently large. U

With these two lemmas at hand, we can now describe our construction. We say that an edge

e € E(G) \ E(H) can be completed if it closes a copy of K] in H U {e}. Recall that we aim to construct

a K]-free subhypergraph H C G with (14 o(1))(,",) log__ n edges, such that every edge e €
1-p'—

E(G) \ E(H) can be completed. Throughout the proof, we make use of the following observation,
already appearing in [15].

Observation 4.4. It suffices to construct a K!-free graph that completes all but o(n"~! log n) edges.
Indeed, by adding each of the uncompleted edges to H, if necessary, we obtain a K] -saturated graph
with an asymptotically equal number of edges.

We set a=(1—p1)"Vand B =(1 — p»~C:)=1)=1. Throughout the rest of this section,
unless explicitly stated otherwise, the base of the logarithms is . We then set aside three dis-
joint subsets of [n], Aj, Ay, and As, of sizes a; := }) logn (1 + m), a = srlogﬂ n, and
az = Iogla+’a’ respectively. We let B=[n] \ (A; U A, U A3), shorthand t =s —r, and recall that

2

G~ G'(n,p).
We now define H to be a subhypergraph of G with the following edges:
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« all edges of G intersecting both A; and B with at most ¢ vertices from A;; and,

o if t > r, we take H[A;] C G[A;] to be K],

i1-free, such that there exists a copy of K} in every

“ye+1-n)

. . ((ttl)_l)(’_l) 1/(t—1)
induced subhypergraph of H[A1] of size at least coa, log ay. Moreover,
t+1—r

every two vertices in A; are contained in at most Z(ta_lz) (clal)_(ttl)‘1 copies of K] in
H[A,]. Otherwise, if t < r, we take H[A;] to be the empty hypergraph.

Note that, whp, by Lemmas 4.1 and 4.2 the subhypergraph described in the second bullet
exists. Furthermore, the number of edges we have in H now is indeed (1 + o(l))(rfl) log_ 1 .
1-p'—

Moreover, since H[A1] is Ktr+1—free, if t + 1> r we see that H is K] -free. If t - 1 <r — 1, we note
that we do not have edges intersecting both A; and B with at least ¢ + 1 vertices in A;, and thus H
is K{-free.

Given an (r — 1)-set of vertices S C [n], the neighbourhood of S in X C [#] is given by Nx(S) :=
{veX: {v}US e E(G)}. Given an (r — 1)-set of vertices S C B, we say that S is good if [Ny, (S)| >
pai — 10;01%, and otherwise we say that S is bad. Finally, we say that an edge e € G[B] is good if

there exists at least one good (r — 1)-subset S C e, and otherwise say that the edge e is bad.

We first utilise the subhypergraph in H[A;] in order to activate almost all the good edges
e € E(G[B]). Observe that good edges e have some S C e, with S| =r — 1 and such that S has a
large neighbourhood in A;. Fix an r-subset e C B. Note that given S C e with |S| =r — 1 and its
neighbourhood in A;, we have that

Nge:= [{ve N4, (S): (v}US € E(G) forall §' Cee,|S| =r— 1}| ~Bin(INa, (S)],p" ).

By the choice of H[A;], we can then expose the edges of the form S’ U {v} in G, where §' C e and
v € Ny, (S), and then using Chernoff’s bound find in Ns, many copies of K]. Now, note that given
two copies of K} in H[Ns,] the events that each of them closes a copy of K] with e are dependent
only if these copies intersect in two vertices. To bound these dependencies, we utilise the fact
that in H[A,] every two vertices do not have many copies of K} sharing them. This, together with
Janson’s inequality, allows us to show that whp, for all but o(n"1 log n) good edges in e € E(G[B]),
there is at least one copy of K] that closes a copy of K] with e. Note that by Observation 4.4, this
in fact completes our treatment for all the good edges in G[B].

Before turning to bad edges in G[B], let us discuss the difference in the treatment of good
edges above from the setting of graphs in [15]. Indeed, in the case of graphs, a key part of the
argument for the upper bound is to consider vertices v with a large neighbourhood in A;. Then,
fixing v and considering edges uv € E(G[B])), it suffices to find a copy of KSZ_2 in NNON, -
whose size is distributed according to Bin(|N, |, p). On the other hand, when considering hyper-
graphs, we consider instead an (r — 1)-set S C e with a substantial neighbourhood in A;, Ng,.
Then, when considering edges {u} U S € E(G[B]), it no longer suffices to find a copy of K_, in

Ns, = My csutup,ls'i=r—1 Nse- Indeed, one needs to further consider edges with 1 < £ <r — 1 ver-

tices from SU {u}, and r — £ vertices from Ng,. As noted above, this further creates possible
dependencies which do not appear in the case of graphs, and, in particular, this is why Lemma
4.2 is important to us in the hypergraph setting.

We now turn to bad edges in G[B]. As there is a non-negligible portion of them, we require the
set Ay to complete them. By Lemma 4.1 there exists a subhypergraph H € G[A;] which is K] -
free and every large enough subset in it induces a copy of K}, when ¢ > r. Moreover, there are at
least rloglg n vertex-disjoint copies of K} in H,[A;]. We can thus add to H the edges of H>[A;],
edges intersecting both A; and B in G with at least two and at most ¢ vertices from A;, and edges

of the form SU {v} where S C B is bad and v € A,. The first two are of order o(n"~! log n), and
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r—1
using Chernoff’s bound, one can show that there are at most 1”0 o bad (r — 1)-subsets S C B, and

thus the last set of edges is also of order o(n"~! log n). Similarly to before, H is still K!-free. Using
Markov’s inequality, whp we can now close all bad edges in G[B] (recall that a bad edge has that
all its (r — 1)-subsets are bad).

Note that we have not added any edge to H intersecting both B and A;, whose intersection with
Bisagood (r — 1)-subset. As there are Q1 good (r — 1)-subsets in B, and 2(log n) vertices in
A,, we cannot ignore these edges, and this is the reason for setting aside the set A3. Once again, we
find in G[A3] a subhypergraph Hj which is K/ ,-free, and every large enough subset in it induces
acopy of K}, when t > r.

The choice of edges which we add to H now is slightly more delicate. We add to H the edges of
Hj, all edges intersecting both B and A3 with at least two and at most ¢ vertices from A3, edges of
the form SU {v} where S C B is good and v € A3, and edges intersecting both BU A, and A3 with
one vertex from A, and at least one and at most ¢ vertices from As. This careful choice of edges
allows us to show that the hypergraph H is still K{-free. As the argument here is slightly more
delicate, let us state it explicitly. Since there are no edges intersecting both A; and A, U A3, it
suffices to consider X € BU A; U A3 of size s, and suppose towards contradiction that X induces a
clique in H. Since H[B] is an empty hypergraph, we must have that | X N B| < r — 1. Since we only
added edges intersecting A3, we may assume that X contains vertices from Az. If [ X N A3| > ¢+ 1,
we are done by similar arguments to before. Furthermore, if there are at least two vertices in
A; N X, note that there are no edges in H containing two vertices from A, and at least one vertex
from A3, leading to a contradiction. Thus, we are left with the case where | X N A;| =1, | X N A3| =
t,|X N B| =r — 1. Now, if X N B is bad, there are no edges of the form (X N B) U {v}, {v} € A3, in
H, and if it is good, then there are no edges of the form (X N B) U {v}, {v} € A,, in H - either way,
we get that X cannot induce a clique. Let us note that this last part of the argument is also quite
different from the argument in the setting of graphs. Indeed, in [15], to ensure that H remains K2-
free, one needs to consider a partition of A, into independent sets, and partition A3 accordingly.
Here, adding edges intersecting both BU A, and Az which intersect A, in at most one vertex
suffices to show that H remains K -free.

Furthermore, due to the size of Az, the number of edges we added at this stage is of
order o(n"~!logn). Using similar arguments to before, we can show that we can activate all
but o(n"~!logn) of the edges of the form SU {v} where S C B is good and v € A;. Again, by
Observation 4.4, this completes our treatment for all edges of the form SU {v} where SC B is
good and v € Aj.

Finally, note that we have not completed all the edges: we did not complete edges of the form
SU{v} where SC B is bad and v € A3 as well as some of the edges induced by A; U A, U As.
Furthermore, if t < r, we have not completed edges instersecting both B and A; U A, U A3 with
more than ¢ vertices in either A1, Ay, or As. However, there are at most o(n" ! log 1) edges of these
types, and we are thus done by Observation 4.4.
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