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Dynamics of Learning New Words From Context

Layla Unger1, 2 and Vladimir M. Sloutsky2
1 Department of Psychology, University of York

2 Department of Psychology, The Ohio State University

Often the only source of information for learning a new word is its surrounding language context. For

example, even if one has never seen a rambutan, it is possible to learn that “rambutan” is a kind of fruit just

from hearing “I like sweet, juicy rambutans.” What processes unfold at the moment upon encountering a

new word in context that lead to successful word learning? We conducted three experiments to evaluate the

role of working memory, which may be critical for linking a new word to the meaning implied by its

surrounding language context. In each experiment, we assessed word learning from sentences in which new

words occurred either before or after an informative context. In Experiment 1, we tracked gaze during

reading to gain insight into the real-time processing of the surrounding language context and the new word.

Results highlighted the importance of working memory resources for holding the language context in mind

while processing the new word, regardless of which was encountered first. Experiment 2 replicated the

importance of working memory resources for learning new words heard in fluent speech, and Experiment 3

replicated this finding while controlling for overall engagement measured from performance on an unrelated

task. Together, these findings support the conclusion that successful word learning from context depends on

maintaining the context in working memory while linking it to a new word.

Public Significance Statement

Humans are unique among animals in our ability to learn and use thousands of meaningful commu-

nicative signals—that is, words. Word learning is all the more remarkable because we somehow get a

sense of what many words mean just from hearing or reading them in the context of everyday language.

For example, from reading “Rambutans boast a juicy, sweet flavor,” we can get a sense that a

“rambutan” is a fruit even if we have never encountered one before. The experiments here were designed

to shed light on how we accomplish this feat. The results point to a key role for the ability to hold

the other words accompanying a new word (e.g., “juicy,” “sweet,” “flavor”) in mind while linking the

meaning they imply to the new word.
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Words provide us with the building blocks to communicate about

a limitless range of ideas, from science and philosophy to what we

want for dinner. Much of what we know about how words are

learned comes from early in development when young children

often pick up their first words by mapping them to objects, events,

and other observable referents in the world around them. Research

into early word learning has revealed a suite of cognitive processes

that help children map words to referents, from following a
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speaker’s gaze to tracking the objects that are consistently present

when a word is heard (e.g., Markman & Wachtel, 1988; Smith &

Yu, 2008; Tomasello & Farrar, 1986). Yet, although these processes

are useful for building early vocabularies of common words that

have real-world counterparts, they cannot support the acquisition of

thousands of words that are typically learned across a lifetime.When

one of these words is first encountered, often the only source of

information about what it means is its surrounding language context.

For example, from words like “juicy” and “sweet,” the sentence

“Rambutans boast a juicy, sweet flavor” conveys the sense that a

“rambutan” is a fruit. In contrast with mapping, little is known about

the cognitive processes that unfold in the moment upon encoun-

tering a new word in the language that lead to successful word

learning.

In what follows, we outline two candidate cognitive processes

that have been proposed either as computational or conceptual

models. We then highlight key unknowns about these processes,

with a particular emphasis on an underexplored role of working

memory (WM). The focus on working memory is motivated by the

fact that a new word and its surrounding context are encountered at

different points in time but must be linked for successful word

learning.

Finally, we present three studies designed to shed new light on the

dynamics that unfold upon encountering a new word in a sur-

rounding language context and their relationship with working

memory.

Mechanistic Processes for Learning Words From

Context

The candidate processes for learning words from the context that

we synthesize here either explicitly or implicitly invoke the

distributional hypothesis (Harris, 1954; Landauer & Dumais, 1997;

Miller&Charles, 1991; Rubenstein&Goodenough, 1965). According

to this hypothesis, words similar in meaning occur in similar lan-

guage contexts. For example, different words for fruits often occur

in the context of “juicy” and “sweet.” There is extensive evidence

that these distributional regularities are ubiquitous in language

(e.g., Jones &Mewhort, 2007; Landauer &Dumais, 1997; Lund &

Burgess, 1996; Melamud et al., 2016; Mikolov et al., 2013;

Pennington et al., 2014). In turn, these regularities provide op-

portunities for learning a new word based on its occurrence in

similar contexts to words similar in meaning, such as that

“rambutan” is a fruit from its occurrence with “juicy” or “sweet”

(Savic et al., 2022). Yet, whereas the distributional hypothesis

suggests that such learning is possible in principle, it does not

speak to the cognitive processes that link new words to known

words from distributional regularities. Here, we draw from multiple

prior literatures to evaluate the landscape of candidate processes (see

Figure 1 for a schematic illustration).

One candidate process comes from the increasingly popular

proposal that processing incoming language input involves pre-

diction (DeLong et al., 2005; Kutas et al., 2019; Nieuwland et al.,

2020; Van Petten & Luka, 2012; Willems et al., 2016). According to

this proposal, as people process incoming language input, they are

routinely predicting upcoming words. Importantly, the actually

observed words (when compared to the predicted ones) serve as

error feedback signals to improve predictions in the future.

Building on this idea, some researchers have proposed that when a

learner predicts an upcoming word and is incorrect, they link the

erroneously predicted words to the observed word (Borovsky

et al., 2012; Ervin, 1961). For example, a learner who hears, “I

can’t wait to eat some sweet, juicy” might predict one or more

known words for fruits. When a novel word such as “rambutan”

occurs instead, the words that the learner predicts and the word

that they hear will be coactive. Therefore, it is possible to learn

that “rambutan” is a fruit by linking it to erroneously predicted

known words for fruits. Critically, this process can only unfold

when an informative context is encountered before a new word.

We therefore refer to this as the Forward account.

What about when a new word precedes an informative context, as

in “Rambutans boast a sweet, juicy flavor”? The Forward account

provides no explanation for learning in this situation. Instead, the

newwordmust somehow be linked to knownwords that are likely to

have preceded the informative context. We therefore refer to can-

didate explanations of this process as Backward accounts. One such

Backward account is simply the inverse of the Forward account: that

is, that new and known words can become coactive because pro-

cessing language involves making backward retrodictions of words

likely to have preceded those currently observed (Chaffin et al.,

2001; Onnis et al., 2022). Another potential backward process

comes from popular mechanistic models for learning how

sequences—including words in language—tend to unfold over time,

such as recurrent neural networks (e.g., Borovsky & Elman, 2006;

Elman, 1990). Like the Forward account, these models also invoke

the prediction of upcoming words, but use feedback from prediction

error in a different way. Specifically, upon encountering a word that

was not well predicted, error feeds back to update the representa-

tions of preceding words to increase the likelihood of making more

accurate predictions in the future. Thus, when the word “rambutan”

is unknown, it cannot be used to predict “sweet” or “juicy,” as in

“Rambutans boast a sweet, juicy flavor.” Therefore, encountering

“sweet” and “juicy” after “rambutan” then drives a feedback signal

that updates a representation of “rambutan” to better predict these

words. Because representations of known fruit words have already

been formed from their occurrence with “sweet” and “juicy,” the

updated representation of “rambutan” becomes similar to the re-

presentations of known fruit words.

Together, the Forward and Backward accounts lay out a range of

possible processes that might harness distributional regularities in

language to foster word learning. However, these processes have not

been contrasted or studied systematically.

First, it is unknown whether word learning is different or

equivalent in the Forward and Backward directions. For example, it

Figure 1

Schematic Illustration of Forward and Backward Routes for

Learning Words From Context

Note. See the online article for the color version of this figure.
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is possible that one of the Forward or Backward accounts captures

the primary way in which people learn words from context. If this is

the case, then word learning should be more successful in either the

Forward or Backward route. Alternatively, it is possible that each

account only captures a complementary part of the story. If both

Forward and Backward processes unfold similarly readily, then

word learning may be equivalent across routes.

Evidence suggestive of differences comes from studies of another

language comprehension challenge: resolving temporary ambi-

guities. Ambiguities are common during language processing,

including when a word has multiple meanings or senses (e.g., “ball”

can refer to a toy or formal dance) or is muffled in speech. As in

determining the meaning of a novel word, the surrounding language

context can help resolve these ambiguities (e.g., when “ball” occurs

in a context relating to a game vs. a formal event). Accordingly, just

as context can activate a familiar word that can be linked to a new

word during word learning, context can activate a specific inter-

pretation of a familiar word that can resolve an ambiguity. Because

of these parallels, we can use the larger body of prior research on the

use of context to resolve ambiguities to draw inferences about the

use of context to learn words. However, we will also note key ways

in which word learning from context may differ from ambiguity

resolution from context, which highlights the importance of directly

studying word learning from context.

Prior studies suggest that ambiguity resolution is more chal-

lenging in the equivalent of the Backward route when the ambiguity

precedes an informative context (Frazier & Rayner, 1990; Rayner &

Frazier, 1989; Samuel, 1991; see also Jesse & McQueen, 2011).

Based on these findings, word learning may be less successful when

it can only take place via the Backward route versus the Forward

route. However, there are important differences between ambiguity

resolution and word learning. To resolve an ambiguity, it is nec-

essary to choose between multiple known interpretations of a word

or speech sound, which may further involve needing to overcome a

more frequent and dominant interpretation in favor of a weaker one

(e.g., interpreting “ball” as a formal dance instead of the more

frequent toy meaning). Therefore, the relative difficulty of the

Backward versus Forward route in ambiguity resolution may come

in part from the need to use the following context to sift between

candidate interpretations and possibly reject a dominant one. In

contrast, these demands are minimized in word learning because

entirely novel words do not have multiple known interpretations.

Therefore, the question of differences versus equivalence in the

Forward and Backward routes to word learning remains open.

Another key unknown regarding the Forward and Backward

routes comes from the fact that both directions involve linking a new

word that is encountered at 1 point in time to a meaning implied by

its context that is encountered at another. Therefore, working

memory may be needed to maintain and manipulate information

over time. Yet, the existing accounts have not explicitly incorpo-

rated a role for working memory, and its contribution to word

learning from context has received little empirical attention.

Working Memory in Learning Words From Context

In principle, it is possible that working memory is important for

linking a new word to the meaning implied by its context. This

possibility is consistent with the influential account of the impor-

tance of working memory for language comprehension in general

proposed by Just and Carpenter (1992). According to this proposal,

working memory capacity is needed to store and interpret recently

encountered language and to use these contents to anticipate and

interpret upcoming language input. For example, working memory

has been implicated in relating the meaning of a familiar word to the

overall sense conveyed by its surrounding sentence context (Van

Petten et al., 1997). To be successful, both the Forward and

Backward routes outlined above may require such working memory

involvement. However, although there is evidence implicating

working memory in the storage of novel word forms (Baddeley et

al., 1998; Gathercole & Baddeley, 1993), direct evidence regarding

a role for working memory in learning the meanings of new words

from context is relatively limited.

A handful of studies point to a role for working memory in word

learning via the Forward route. In Daneman and Green’s (1986)

study, individuals with larger working memory spans were more

successful at learning new words that occurred toward the end of an

informative paragraph. Similarly, in a study with 9- to 11-year-old

children, learning words that occurred after an informative sentence

was correlated with a composite metric that included working

memory span (Hill & Wagovich, 2020). Even less evidence speaks

to a role for working memory in the Backward direction. To the

best of our knowledge, the only relevant findings come from a

small-scale study of learning words followed by informative

contexts in 9- to 10-year-old children, which yielded mixed results

regarding the role of working memory (Cain et al., 2004). Finally,

across both routes, there is some evidence that adult second

language learners with greater working memory capacity more

successfully pick up new words that are preceded and followed by

informative contexts in the second language (Perez, 2020).

Beyond this handful of studies, further evidence regarding the

role of working memory in word learning is largely indirect. For

example, (a) working memory is correlated with vocabulary size

across school-age child development (Nilsen & Graham, 2009;

Roman et al., 2014; Sesma et al., 2009), and (b) it has been estimated

that hundreds to thousands of words enter vocabularies from en-

counters in language contexts (Nagy et al., 1987). Taken together,

(a) and (b) suggest that working memory may be a factor affecting

vocabulary size.

Suggestive indirect evidence also comes from studies outside the

realm of word learning. Regarding the Forward route, as outlined

above, one component of this route involves using a recently

encountered context to predict upcoming words. Working memory

has been implicated in this component of the Forward route in

multiple studies. For example, upon encountering a word that is

inconsistent with its preceding context, individuals with medium to

high working memory capacity show electrophysiology-derived

signatures of detecting an inconsistency. In contrast, these sig-

natures are reduced or absent in individuals with low working

memory (Van Petten et al., 1997; Yang et al., 2020; see also

Nieuwland & Van Berkum, 2006).

In contrast with the suggestive evidence for working memory in

the Forward route, the interpretations that can be drawn from

nonword learning studies regarding the Backward route are less

clear. Arguably, some research on resolving ambiguities in language

point to a plausible role for working memory in the Backward

route. Specifically, individuals with greater working memory

spans also more readily use an informative context to resolve a

preceding ambiguity (Miyake et al., 1994). However, as noted

1786 UNGER AND SLOUTSKY



above, resolving ambiguities involves sifting between and possibly

suppressing different known interpretations of familiar words. It is

these processes that have been attributed to the role of working

memory in ambiguity resolution. At the same time, these processes

are not relevant to word learning because novel words do not have

multiple known interpretations. Thus, inferences that can be drawn

from ambiguity resolution to word learning are tentative at best.

Taken together, there is suggestive evidence for a role for working

memory in word learning from context. However, the dynamics

with which working memory is recruited when learning words via

the Forward and Backward routes remain unclear. As with the

question of whether word learning is different or equivalent in the

Forward and Backward routes, it is unknown whether working

memory is recruited differently or equivalently across routes. In the

following section, we discuss the insight that may be gained into

these unknowns using eye tracking.

Illuminating the Recruitment of Working Memory

During Word Learning With Eye Tracking

Tracking gaze during reading has been used extensively to

illuminate the cognitive dynamics that unfold during online lan-

guage processing. Broadly, the amount of time spent looking at a

given word or multiword section of text is indicative of the effort

used to process it (Birch & Rayner, 1997; Rayner et al., 2006). Such

effort can include the degree to which the reader is actively drawing

upon the storage or manipulation aspects of working memory during

language processing.

Several findings support this interpretation of gaze duration. For

example, ambiguous words with multiple equally common mean-

ings that a reader may need to sift between using working memory

are inspected longer than words with a single dominant, common

meaning (Duffy et al., 1988; Rayner & Duffy, 1986). Moreover, this

effect is reduced when a preceding context strongly cues a single

meaning for the ambiguous word (Binder & Morris, 1995; Duffy et

al., 1988). Thus, gaze duration can capture demands to keepmultiple

interpretations active in working memory. Similarly, gaze durations

increase when the meaning implied by the context of an ambiguous

word changes across a discourse (Binder & Morris, 1995; Witzel &

Forster, 2014). Thus, gaze duration can capture demands to

manipulate and choose between word meaning interpretations in

working memory. In the realm of word learning, one study also

points to a relationship between gaze duration and working memory

demands. In Chaffin et al.’s (2001) study, readers encountered either

novel words or low- or high-frequency familiar words before an

informative context. After reading the context, readers subsequently

spent longer rereading the novel versus familiar words, suggesting

that readers were drawing upon working memory resources to

maintain contextual information in mind while updating their sense

of the novel word. Thus, gaze durations can reflect the active storage

and manipulation demands on the working memory processes

putatively involved in both language comprehension in general and

word learning in particular.

We next provide an overview of how gaze to novel words and

informative contexts can illuminate the dynamics of these processes

during word learning. The key value of gaze is to identify when

working memory resources are recruited during word learning from

context, and whether this recruitment varies across word learning

via the Forward and Backward routes.

Gaze to Novel Words

Gaze to novel words likely reflects different processes depending on

whether the reader is looking at the novel word before or after they have

encountered a context that is informative about the novel word’s

meaning. When a novel word is read prior to reading an informative

context (as in the Backward route), the reader does not yet have

information aboutwhat the newwordmeans. Thus, gaze duration to the

novel word at this point only reflects processes elicited by encountering

a new word, such as surprise at encountering a new word or effort

involved in decoding and storing the word form (Baddeley et al., 1998;

Gathercole & Baddeley, 1993). For this reason, gaze duration to the

novel word in the Backward route can be thought of as a baseline for

simply processing a novel word itself, when there is yet no opportunity

to use its context to get a sense of its meaning.

In contrast, encounters with a new word after an informative context

has been read are likely more indicative of processes involved in

learning the meaning of the word. Specifically, time spent reading a

newword after an informative context has been read likely indicates the

degree to which the reader is using contextual information that they are

maintaining in working memory to update their sense of what the new

word might mean. The point at which this type of encounter first takes

place differs in the Forward andBackward routes. In the Forward route,

the informative context precedes the new word. Therefore, en-

counters with the new word after the informative context take place

starting with the very first time the new word is read. In the

Backward route, the informative context occurs only after the new

word. Therefore, the first time the new word is read, the infor-

mative context is not yet available. Instead, encounters with the

new word after the informative context only take place if and when

the reader looks back to revisit the new word after they have read

the context (see Figure 2). Accordingly, any gaze duration dif-

ferences during these encounters can capture differences between

the Forward and Backward routes in the degree to which context is

maintained in memory while linking it to the new word.

Differences in maintaining the context in memory while linking it

to the new word in individuals with high versus low working

memory capacity can likewise be inferred from this measure.

Gaze to Context

The informative value of gaze durations to context is similar to the

value of gaze durations to the novel word. When the context is read

Figure 2

Schematic Illustration of How Gaze Is Broken Down Into Initial and

Revisit Gaze Types in the Backward and Forward Route Conditions

Note. See the online article for the color version of this figure.
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prior to the novel word, gaze duration likely indicates the effort

involved in storing this context in workingmemory, as well as perhaps

predicting upcoming words. Time spent reading the context after the

novel word has been read can instead capture the process of main-

taining the novel word in working memory while linking it to the

meaning implied by the context. These periods include the initial

encounters with the context in the Backward route and revisit en-

counters in the Forward route. Following the same logic as above, gaze

duration during these periods can capture differences in engagement in

this process during the Forward and Backward routes and in readers

with high versus low working memory capacities.

Present Experiments

The goal of the present experiments was to illuminate the online

processes that unfold upon encountering an opportunity to learn a

new word from its surrounding context. We investigated two routes

to learning words from context: a Forward route in which the context

precedes the novel word and a Backward route in which the context

only occurs after the novel word. Because these processes inherently

involve linking together information that is encountered at different

points in time, the experiments were specifically designed to illu-

minate the processes of maintaining and manipulating information

in working memory.

For this research, we examined word learning from sentences de-

signed to be equivalent except for the occurrence of a novel word

before versus after an informative context, such as “The monkey’s

favorite food is doffs” (Forward)/“Doffs are the monkey’s favorite

food” (Backward). As illustrated by this example, the informative

context in a sentence pointed to a meaning for the novel word that is

related to a familiar known word such as “bananas.” Learning words

from these sentences thus parallels the real-world scenario of learning a

word from context that is similar in meaning to a known word, such as

learning that “conflagration” is similar in meaning to “fire.”

In Experiment 1,we used eye tracking to illuminate how the dynamics

of processing these sentences varied with working memory capacity. To

anticipate our results, we found that regardless of the relative ordering of

novel words and contexts, processing involved maintaining the

context in mind while linking it to the novel word. In contrast with

individuals with low working memory capacities, individuals

with higher working memory capacities both (a) engaged in this

process to a greater extent and (b) were more successful at

learning word meanings. Experiment 2 was designed to rule out

the possibility that this pattern was idiosyncratic to reading,

where individuals have the opportunity to look back and forth

between different parts of a sentence. To accomplish this goal,

Experiment 2 replicated the investigation into the role of working

memory capacity in the Forward and Backward routes to word

learning, with participants listening to spoken language input.

Finally, Experiment 3 was designed to rule out the possibility that

the apparent positive relationship between word learning and

working memory was spurious—instead, individuals who are

more engaged, attentive, or good at doing tasks may simply have

performed better both on word learning and the assessment of

working memory. Thus, Experiment 3 added a task that assesses an

ostensibly unrelated cognitive construct of inhibition. If the apparent

relationship between word learning and working memory was

spurious, then working memory should disappear after controlling

for performance on another task.

Transparency and Openness

All stimuli and data are available on the Open Science

Framework (OSF) at https://osf.io/2prvy/. The OSF repository

additionally includes all R code for analyses and figures with

extensive comments for reproducibility. Prior to peer review, a

talk was presented on preliminary findings from this study

(Unger & Sloutsky, 2024).

Experiment 1

Method

All research activities received ethics approval from The Ohio State

University Institutional Review Board (Protocol #2017B0149). This

study was not preregistered.

Participants

The sample included young adults recruited from the under-

graduate population at a large Midwestern university and adults

recruited from the broader population in the surrounding city.

Participants were only asked to affirm that they were 18 or over and

were not asked to report their gender, sex, race, or ethnicity.

Participation was compensated with either course credit or a $10 gift

card. From an initial sample of 86 participants, we excluded eight

due to poor eye-tracking data quality (see criteria in the Results

section), yielding a final sample of 78 participants.

Sentence Materials

The primary materials consisted of sentences generated using

the following criteria. Each sentence contained one novel word

accompanied by context words that are: (a) informative about the

novel word’s meaning and (b) highly familiar to adults, as described

below. The full set of sentences can be found in Supplemental

Materials.

Informative Contexts. Context words are informative about a

novel word’s meaning because they reliably co-occur in language

input with a target familiar word. For example, in the sentence, “At

Jessie’s birthday party they had delicious fimp,” the familiar words

“birthday,” “party,” and “delicious” reliably co-occur with the target

familiar word “cake.” Thus, the novel word “fimp” shares its context

with “cake.” All target familiar word meanings referred to a specific

concrete noun, such as cake.

We generated a Forward and Backward version of each sentence.

For example, the novel word “fimp” occurs before the informative

context in the sentence “The fimp at Jessie’s birthday party was

delicious,” and after the informative context in “At Jessie’s birthday

party they had delicious fimp.” To ensure that the context portions of

the Forward and Backward versions are equally informative about

the meaning of the novel word, all sentences were normed with a

separate sample (N = 31) using a sentence-completion or “cloze”

task. In the task, participants saw either the Forward or Backward

version of each sentence, with the novel word replaced with a blank

space. Participants were prompted to complete the blank space with

a familiar word. Accordingly, we selected only sentences where

more than 85% of participants entered the target familiar word for

both the Forward and Backward versions. From a larger set of
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candidate sentences, we selected 16 sets of Forward and Backward

sentence versions that met the above criteria.

Familiar Contexts and Target Word Meanings. An impor-

tant consideration for the generation of sentence materials was their

high familiarity for typical adults. This is a consideration due to the

possibility that apparent effects of individual differences in working

memory on word learning from context might actually stem from

prior language experience. As noted by Acheson and MacDonald

(2009), greater experience with language (e.g., through extensive

reading) may foster more robust knowledge of words and how they

are combined into larger units such as phrases and sentences. Such

robust knowledge may in turn lead to both the better storage of

verbal input in working memory and better performance on lan-

guage tasks such as comprehension and the use of context to resolve

lexical ambiguities. However, this concern has been applied to

interpreting apparent working memory effects in difficult language

tasks, such as comprehending sentences with unusual and complex

syntactic structures or using context to infer that an ambiguous word

refers to its rare rather than common meaning. Extensive language

experience is vital for success on such difficult tasks because it

familiarizes people with more unusual elements of language. In

comparison, extensive language experience may have a limited

impact on processing words and word combinations that are already

very common in everyday language.

Due to these considerations (as well as an aim to generate ma-

terials that can also be used in future research with children), the

sentence contexts we generated contained high-frequency words

and pointed to high-frequency target familiar word meanings. We

measured word frequency from corpora of everyday conversational

language input to both children (MacWhinney, 2000) and adults (Du

Bois et al., 2000–2005; child corpora were included to generate

stimuli that can also be used in future developmental studies). We

then divided words into 10 equal-sized frequency bins, where the

10th bin contained the most frequent words. Word frequency was

very high for both context words (M = 9.94, SD = 0.362) and target

familiar words (M = 9.93, SD = 0.263).

In addition, target familiar words were all selected from words

used in the MacArthur-Bates Communicative Index, a measure of

word knowledge in children up to 30 months of age. Data from

this instrument on typical ages of word learning indicate that

all target familiar words are learned early in development.

Additionally, 80% of context words had available data for cal-

culating the ages at which they are typically learned (Brysbaert &

Biemiller, 2017; Fenson et al., 2007), which indicated that the

context words are typically learned in early childhood (M = 3.72

years, SD = 2.75).

Equating Forward and Backward Sentences. We addition-

ally ensured that Forward and Backward versions were matched on

two important characteristics. To quantify how well-matched sen-

tences were, we used Bayesian t-tests because they estimate the

strength of evidence for both differences (Bayes factors greater than

1) and equivalence (Bayes factors smaller than 1). First, versions

were matched in length (number of words in Forward: M = 10.9,

SD = 2.77; Backward: M = 10.6, SD = 2.43; t test Bayes factor =

0.197 providing moderately strong evidence for equivalence).

Second, we ensured that both versions reflected the order in which

words tend to co-occur in everyday language. For example, consider

the Forward sentence version “At Jessie’s birthday party they had

delicious fimp” and the Backward sentence version “The fimp at

Jessie’s birthday party was delicious.” To equate these sentences, it

is useful to check that “cake” is just as likely to (a) follow the context

words in everyday language that it follows in the Forward version

as it is to (b) precede the context words in everyday language that it

precedes in the Backward version. Therefore, we measured these

ordered co-occurrence tendencies in corpora of language input to

both children (MacWhinney, 2000) and adults (Du Bois et al.,

2000–2005; child corpora were included to generate stimuli

that can also be used in future developmental studies). We cal-

culated co-occurrence tendencies using Positive Pointwise Mutual

Information (PPMI), which measures the degree to which words

co-occur more reliably with each other than with other words.

Thus, for every ordered co-occurrence between context and target

familiar words in a stimulus sentence, we calculated the PPMI of

this same co-occurrence in everyday language. For example, for

the sentence “At Jessie’s birthday party they had delicious fimp,”

we calculated the PPMIs for the occurrence “cake” after “at,”

“birthday,” “party,” “they,” “had,” and “delicious.” Likewise, for

the sentence “The fimp at Jessie’s birthday party was delicious,”

we calculated the PPMIs of “cake” before “at,” “birthday,”

“party,” “was” and “delicious.” This approach confirmed that

Forward and Backward sentence versions similarly captured the

ordered co-occurrence tendencies of everyday language (PPMI of

co-occurrences in Forward:M = 1.25, SD = 1.77; Backward:M =

1.16, SD = 1.66; t test Bayes factor = 0.142 providing moderately

strong evidence for equivalence).

We then generated two lists of sentences, with each containing

eight Forward and eight Backward sentence versions. Each sentence

was randomly assigned to appear in its Forward or Backward

version in a given list. In the experiment, one of the two lists was

randomly selected for each participant.

Pictures

As described below, word learning was assessed by prompting

participants to match novel words to corresponding pictures. We,

therefore, used pictures that depicted the target meanings of novel

words, such as a picture of cake for “fimp” in the sentences “At

Jessie’s birthday party they had delicious fimp”/“The fimp at

Jessie’s birthday party was delicious.”

Novel Words

Novel words were one- to two-syllable words that followed the

phonotactic regularities of English. Words were taken from the

Novel Object and Unusual Name database of novel words used in

studies with children (Horst & Hout, 2016).

Working Memory Span

We assessed working memory using the extensively used

reading span task originally developed by Daneman and

Carpenter (1980). We used a version of this task adapted for

open-source use (Klaus & Schriefers, 2016). This assessment

consists of two parts: reading sentences and judging them for their

semantic coherence and storing words for later recall. It is worth

noting that in some versions of this task, the word that participants

store is the final word of the sentences judged for semantic

coherence. In contrast, the version used in this study presented
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separate, single words for storage after each sentence. This

version therefore mitigates the concern that the measure of

working memory span is heavily influenced by participants’ skill

and experience with processing the way that words are combined

in phrases and sentences (Acheson & MacDonald, 2009).

Materials for this assessment consist of: (a) sentences that are

semantically coherent (e.g., “The man went out to buy a new car”)

or incoherent (e.g., “The lemonade players kicked the ball”) and

(b) individual high-frequency words (e.g., “table”).

Apparatus

Gaze data were collected using an EyeLink Portable Duo eye-

tracking system that measures eye gaze by computing the pupil-

corneal reflection at a sampling rate of 500 Hz. To minimize

movement during eye tracking, participants made responses using a

gamepad controller.

Procedure

Participants first completed a word learning from context task,

then a working memory assessment. Eye-tracking data were col-

lected only during the word learning from context task.

The word learning from context task consisted of two phases:

exposure and test. In exposure phase trials, participants read sen-

tences containing novel words, and in test trials, participants were

tested on whether they learned the meanings of the novel words. The

16 sentences were divided into four blocks, so that within a block,

participants read four sentences, then were tested on the four novel

words in these sentences. Each block contained an equal number of

Forward and Backward sentence versions, with order randomized

within blocks for each participant. Sentences were assigned to

blocks so that within a block, no two sentences pointed to target

meanings for novel words that were related. For example, a sentence

in which the target meaning of the novel word was “sink” occurred

in a different block from a sentence in which the target meaning of

the novel word was “bowl” (see Supplemental Materials for all

block assignments).

During exposure phase trials, participants first pressed a button

on a gamepad controller to see the sentence. The sentence was

then depicted on the screen across 2–3 lines of text (letters were

presented in 52pt font, such that the height of letters subtended ≈

1.4 degrees of visual angle). Reading was self-paced until par-

ticipants pressed the same button to indicate the completion of the

sentence. During test trials, participants were presented with a

single novel word from one of the sentences in the same block.

Participants were also shown two pictures side by side: one

depicting the target meaning of the novel word and one depicting

the target meaning of another novel word from the same block.

The same two pictures were always presented together, so that

one picture was the correct choice on one test trial, and the other

the correct choice on another test trial. At the beginning of each

test phase in a block, participants were instructed that if they

thought they chose the wrong picture on one trial, they could

choose it again on a following trial. During each test trial, par-

ticipants were prompted to use the left and right gamepad buttons

to choose the picture corresponding to the meaning of the

novel word.

Following completion of the word learning from context task,

participants then completed the working memory assessment. This

assessment consisted of Daneman and Carpenter’s (1980) reading

span task, as adapted by Klaus and Schriefers (2016) for open access

use. This assessment consisted of two components: a processing

component in which participants read sentences and judged them for

the semantic coherence, and a storage component in which parti-

cipants stored single words for subsequent recall. The assessment

was organized so that each processing component sentence was

followed by a storage component word. Participants used the up and

down arrows on the gamepad to judge semantic coherence of

sentences at their own pace, then were shown the storage word for

1,200 ms. After a block consisting of 2–6 sentence–word pairs,

participants were then prompted to recall as many of the storage

words as they could remember. Responses were typed by the

experimenter for subsequent scoring and analysis. The task included

one block for each span size ranging from 2 to 6, presented in a

random order.

Results

All data and analysis code are available in the materials on the

OSF at https://osf.io/2prvy/. In addition, tables of full analysis re-

sults are presented in Supplemental Materials.

For all analyses, we first excluded participants with poor eye-

tracking data quality (see criteria below), yielding a sample of N =

78. Following Conway et al. (2005), we scored performance by

calculating the average proportion of words correctly recalled,

without weighting scores according to difficulty (e.g., recalling three

out of six and one out of two words were treated as equivalent).

We then analyzed the effects of Forward versus Backward routes

and varying working memory capacity (henceforth WM capacity).

WM capacity was treated as a continuous variable in analyses, but

for ease of visual interpretation, we also used amedian split to divide

participants into high and low WM capacity groups in graphs. We

analyzed these effects of Forward versus Backward routes and

WM capacity separately for word learning performance and gaze

dynamics.

Because we were interested in both differences and equivalences

(e.g., differences and equivalences in word learning via the Forward

and Backward routes), all analyses were conducted as Bayesian

mixed effects models in R using the brms package (Bürkner, 2017).

The Bayesian approach yields a probability distribution for the

magnitude of each fixed effect entered into a mixed effects model.

From this probability distribution, it is possible to calculate: (a) a

most probable point estimate of the magnitude of the effect, and (b) a

“credible interval,” which is a range that covers the most probable

values. For example, for a 95% credible interval, the interpretation is

that there is a 95% probability that the magnitude of the effect falls

within the range covered by the interval. Therefore, a variable is

commonly interpreted as having an effect when the 95% credible

interval does not contain 0.

We selected the random effects following Bates et al. (2015) by

starting with maximal models and eliminating random effects that

did not contribute to the goodness of fit. Across analyses, the only

random effect that consistently contributed to the goodness of fit was

a random intercept for the participant. Therefore, we used this

random effects structure across analyses.We additionally conducted

frequentist versions of these analyses (included in code available
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on the OSF at https://osf.io/2prvy/) to ensure that results were

equivalent.

Word Learning

To investigate word learning, we analyzed the effects of route

(Forward vs. Backward) and WM capacity on word learning

accuracy using Bayesian mixed effects logistic regression, with

binary accuracy on each word learning trial as the outcome variable.

Results are depicted in Figure 3. The analysis indicated that par-

ticipants with higher WM capacity were more likely to learn words

(point estimate = 3.70, 95% CI [0.38, 7.17]). In contrast, word

learning did not vary between the Forward and Backward routes

(point estimate = 0.27, 95% CI [−1.66, 1.13]). Moreover, there was

no evidence for an interaction between route and WM capacity

(point estimate = 0.39, 95% CI [−1.60, 2.38]). Thus, WM capacity

contributed similarly to word learning success in both the Forward

and Backward routes.

To follow up this analysis, we checked whether the apparent

effect ofWM capacity might instead have arisen from the possibility

that some participants were overall inattentive during the experi-

ment, leading to both poor word learning and poor WM assessment

performance. To rule out this possibility, we harnessed the fact that

the WM assessment included two tasks: a processing task in which

participants judged the semantic coherence of sentences (used to

place demands on WM) and a storage task in which participants

stored individual words (used to assess WM capacity). Because the

processing task is relatively simple, adults should easily perform

well if they are attentive. Performance on this task was high overall,

with an average accuracy of 95%. However, accuracy also ranged

from 68% to 100%, indicating that some participants may have been

inattentive. We therefore reran the primary analysis, only including

participants with a judgment accuracy of ≥90% (excluded seven

participants). The results of this analysis replicated the same pattern

as the full sample, yielding evidence that the probability of word

learning varied only with WM capacity (point estimate = 3.76, 95%

CI [0.32, 7.45]).

Finally, we conducted a follow-up test of the apparent equiva-

lence between the Forward and Backward conditions using a model

comparison approach. The logic of this approach was to test whether

a model in which WM capacity but not route condition predicted

word learning accuracy provided a better fit to the data than models

included route condition as a main effect or a factor that interacted

with WM capacity. Specifically, we used leave-one-out cross-

validation (Bürkner, 2017; Vehtari et al., 2020) to compare five

models of word learning accuracy: a base model with no fixed

effects, a model with route condition as a main effect, a model with

WM capacity as a main effect, a model with both route condition and

WM capacity as main effects, and a model with both main effects

and their interaction. For data both with and without participants

who performed poorly on the judgment task, this comparison re-

vealed that the best fitting model was the model with only WM

capacity as a main effect. This provides further evidence for

equivalence between the Forward and Backward route conditions.

Illuminating the Role of Working Memory With Gaze

Dynamics

The above analysis of word learning accuracy implicates WM in

word learning from context. At the same time, this analysis does not

shed light on what components of the learning process recruit WM.

Gaze dynamics can illuminate this question because longer gaze

durations to a given word or section of text capture greater WM

demands. As described in the Introduction, gaze durations can thus

reveal whether WM demands are implicated in processes that occur

upon: (a) an initial encounter with the novel word, (b) an encounter

with the novel word after reading the context, (c) an initial encounter

with the informative context, or (d) an encounter with the context

after reading the novel word.

To investigate the use of WM resources during word learning

from context, we first processed gaze data by computing trackloss

on each trial—that is, the proportion of samples in the trial in which

Figure 3
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Experiment 3

Note. Graphs depict differences in word learning performance between

participants with high and low WM capacity in the Forward and Backward

route conditions. Error bars depict standard errors of the mean. WM =

working memory. See the online article for the color version of this figure.
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gaze data were missing. From the original sample of 86 participants,

we removed data from participants of more than 40% (N = 8),

leaving 78 participants. From the remaining participants, we

removed trials with trackloss of more than 40%, resulting in the

removal of 1.9% of trials.

We then defined an area of interest (AOI) for each word in each

sentence using the eyekit Python package for analysis of reading

behavior with eye tracking (Carr, 2023).We divided these AOIs into

two categories: (a) the AOI for the novel word (henceforth, “Novel”)

and AOIs for each word in the informative context (henceforth,

“Context”). We then calculated two types of gaze durations for each

AOI: (a) “Initial” gaze duration, starting from the first look to the

AOI and ending with the first look away from it, and (b) “Revisit”

gaze duration, including the total amount of time spent looking at the

AOI after the Initial period (see Figure 2). Only gaze durations of>0

ms in an AOI were included in analyses. No other gaze data were

removed prior to analysis. The reported results and figures therefore

represent gaze durations for Novel and Context AOIs that parti-

cipants spent at least some time looking at. All participants spent at

least some time initially looking at and revisiting Novel and Context

AOIs across sentences. Together, this process yielded Initial and

Revisit gaze durations in the Forward and Backward conditions for

Novel and Context words for participants with varying WM

capacities, which are depicted in Figure 4. As described in the

Introduction (see Gaze to Novel Words and Gaze to Context dis-

cussions), gaze to the Novel and Context words can provide dif-

ferent insights into the processes recruited during word learning. We

therefore conducted the same analyses separately for gaze to Novel

and gaze to Context words. Specifically, for each AOI type, we

conducted an omnibus analysis of: (a) route condition (within

subjects, Forward vs. Backward), (b) gaze type (within subjects,

initial vs. revisit), and (c) working memory capacity (continuous

individual differences variable). We then conducted any follow-up

analyses needed to further illuminate the results of the omnibus

analysis.

Gaze to Novel Word. The omnibus analysis revealed evidence

for a three-way interaction between gaze type, route condition, and

WM capacity (point estimate = 445.71, 95% CI [73.77, 813.47]).

To tease apart these interactions, we conducted separate analyses

for Initial and Revisit gaze durations, each testing the effects of

route condition and WM capacity. To help the reader parse these

effects, we first summarize the overall pattern before reporting

the results. Overall, participants with greater WM capacity spent

longer reading the novel word after they had already read the

context and could thus use the context in WM to get a sense of

what the novel word meant.

Figure 4
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Within the Initial gaze, there was evidence of an interaction

between route condition andWM capacity (point estimate= 150.01,

95% CI [28.44, 276.76]). The patterns of Initial gaze depicted in

Figure 4 suggest that this interaction was due to a greater tendency

for participants with higher WM capacity to spend longer initially

reading the novel word in the Forward condition, when they had

already encountered the context, than in the Backward condition,

when they had not yet encountered the context. This pattern is

further illustrated in Figure 5.

To further probe this interaction, we conducted follow-up

analyses testing the effect of WM capacity on Initial gaze duration

separately within the Forward condition and the Backward condi-

tion. In line with the patterns shown in Figures 4 and 5, Initial gaze to

novel words was longer in participants with greater WM capacity

only in the Forward condition, when the context had already been

encountered and could thus be held in WM to get a sense of novel

wordmeaning (point estimate= 178.09, 95%CI [16.07, 339.15]). In

contrast, WM capacity was unrelated to initial gaze duration in the

Backward condition, when readers had not yet encountered the

context (point estimate = 45.35, 95% CI [−9.81, 102.43]).

Within Revisit gaze, there was only a main effect of WM capacity

in which participants with greater WM capacity spent longer re-

visiting novel words (point estimate = 466.66, 95% CI [102.28,

830.23]). This result aligns with the analysis of Initial gaze: in both

analyses, individuals with higher WM capacity spent longer reading

the novel word after having read the context.

Gaze to Context. The omnibus analysis revealed no evidence

for systematic effects of any variables on gaze durations to words in

the context (all 95% CI contained 0).

Discussion

Overall, individuals with greater WM capacity were more suc-

cessful at learning words from context. This role of WM capacity

was implicated both in the Forward route when the informative

context is encountered first and can thus be used to form predictions

that support word learning, and in the Backward route when the

informative context is only encountered afterward and must be used

to retroactively update one’s sense of what a new word means.

The gaze dynamics provide insight into the contribution of WM

capacity. Individuals with greater WM capacity spent longer

looking at the novel word after having encountered the context. In

comparison,WM capacity was unrelated to time spent looking at the

novel word before encountering the context. Given that higher WM

capacity was associated with more successful word learning, this

overall pattern suggests the important role of WM in storing,

maintaining, and manipulating the context in mind while linking its

implied meaning to a novel word, regardless of whether the context

or new word was encountered first.

The goal of Experiment 2 was to test the possibility that the results

of Experiment 1 might be idiosyncratic to reading. During reading,

an individual has the opportunity to actively look back and forth

between novel words and their surrounding contexts. This property

of reading makes it possible to use eye tracking to gain insight into

the online dynamics of language processing. Indeed, much of the

insight offered by the eye-tracking results of Experiment 1 comes

from gaze durations while revisiting novel words. At the same time,

there is nothing to look back and forth between while processing

spoken language. Therefore, the working memory dynamics re-

vealed in Experiment 1 might not extend to spoken language. For

example, the opportunity to look back and forth during reading

might have contributed to the apparent equivalence of Forward and

Backward routes in word learning.

Alternatively, the gaze dynamics that unfold during readingmight

capture processes that also occur mentally for spoken language. For

example, looking back at a previously encountered word while

reading might have an analog in processing spoken language in

which the listener thinks back to a word they recently heard.

Figure 5

Interaction Between Route Condition and WM Capacity Within Initial and Revisit Gaze Durations From the Fitted Mixed

Effects Models
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Therefore, Experiment 2 was a replication of Experiment 1, with the

exception that participants listened to prerecorded versions of the

sentences. Although this design cannot yield the same insights as

eye tracking, it allowed us to test whether working memory played a

similar role in successful word learning from spoken language

contexts.

Experiment 2

Method

Participants

Participants were 51 adults recruited from the same population as

Experiment 1 who had not participated in Experiment 1.

Materials and Procedure

Materials were similar to Experiment 1, with the exception that

sentences were prerecorded rather than presented as text on a

computer screen. Recordings were made by a female speaker fluent

in English. To ensure that any differences between Forward and

Backward route conditions could not be attributed to differences in

the spoken articulation of the novel words, the same recording of

each novel word (e.g., “fimp”) was used in both versions of a given

sentence.

The procedure was similar to Experiment 1, with the exception

that no eye-tracking data were collected, and participants listened to

sentences in the word learning from context task on headphones.

Results

Word Learning

As in Experiment 1, we analyzed the effects of route and WM

capacity on word learning accuracy. The results mirrored those of

Experiment 1. There was a main effect of WM capacity (point

estimate = 3.63, 95% CI [2.08, 5.33]), in which word learning was

more successful in participants with higherWM capacity. There was

no evidence for an effect of route condition or an interaction

betweenWM capacity and route condition (both 95% CIs contained

0). The results remained the same when analyses were restricted to

participants who performed at an accuracy level of ≥90% in the

semantic coherence judgment task (main effect of WM capacity

point estimate = 5.51, 95% CI [3.03, 8.35]). Moreover, as in

Experiment 1, model comparisons revealed that the data were best fit

by a model that included only WM capacity (and not route con-

dition) as a main effect.

Discussion

The results replicated the role of WM capacity in word learning

from context in both the Forward and Backward routes.

Accordingly, WM capacity is implicated in these processes across

both reading and spoken modalities.

A remaining concern with the apparent positive relationship

betweenWM capacity and word learning from context is that it may

be spurious. One broad possibility is that this relationship might

result from the possibility that individuals who were generally more

motivated and alert would perform better at any set of tasks that

require some form of effort than those who are not, leading to a

misleading relationship between performance on the tasks. This

concern is partially mitigated by findings from Experiments 1 and 2

that results are unchanged when analyses eliminate potentially

inattentive participants based on semantic coherence judgment task

performance. To further address this concern, in Experiment 3, we

replicated Experiment 2 with an added ostensibly unrelated task.

Specifically, participants in Experiment 3 additionally completed a

standard Flanker inhibition task (Eriksen & Eriksen, 1974). This

task is ostensibly unrelated because it does not involve language or

the requirement to maintain information in working memory.

Likewise, success in the word learning and working memory tasks

does not depend on inhibition. At the same time, flanker task

performance is influenced by overall motivation (Hübner &

Schlösser, 2010; Ivanov et al., 2012; Yamaguchi & Nishimura,

2019) and attentiveness (Jugovac & Cavallero, 2012; Martella et

al., 2011). The logic of this approach is that if the relationship

between WM capacity and word learning is spurious, then WM

capacity should no longer be related to word learning after con-

trolling for performance on the additional task.

Experiment 3

Method

Participants

Seventy-five adults were recruited, including young adults re-

cruited from the undergraduate population at a university in the

United Kingdom (University of York Ethics Committee protocol

#202433) and adults recruited from users of the Prolific platform

located in the United States. Participation was compensated with

either course credit or at a rate of $13 per hour.

Materials and Procedure

Materials and procedures for the word learning and working

memory tasks were identical to Experiment 2. In addition, parti-

cipants completed a control task consisting of a standard version of

the commonly used Flanker inhibition task. In this task, participants

judged the direction of a central arrow in the presence of flanking

arrows that pointed in the same direction (congruent trials) or the

opposite direction (incongruent trials). Participants completed 48

trials of this task, half congruent and half incongruent. The standard

pattern of performance on this task is that participants are slower

and less accurate on incongruent versus congruent trials due to the

challenge involved in inhibiting the conflicting input from the

flanking arrows.

Results

The goal of the analyses was to evaluate whether WM capacity is

associated with word learning above and beyond performance on the

Flanker control task. To accomplish this goal, we first calculated

metrics of performance on the Flanker task. This task yields both

accuracy and reaction time (RT) on congruent and incongruent

trials. Performance on the Flanker task is commonly captured by RT

on correct trials. To additionally capture accuracy, we also calcu-

lated a “Balanced Integration Score” (BIS), a metric that integrated

accuracy and RT and is robust to speed–accuracy trade-offs

(Liesefeld & Janczyk, 2019). We, therefore, calculated the correct
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RT and BIS for the following: (a) all trials, (b) incongruent (i.e.,

more difficult) trials only, and (c) the difference between congruent

versus incongruent trials. Distributions of these measures are re-

ported in Supplemental Materials.

Using these metrics, we first analyzed whether word learning was

associated with Flanker task performance. Specifically, we entered

each Flanker performance metric as a fixed effect in a separate

Bayesianmixed effects logistic regressionmodel with word learning

as the outcome. BIS metrics for incongruent and all trials were

associated with word learning (all 95%CI did not contain 0). Neither

the difference in BIS between congruent versus incongruent trials

nor any of the correct RTmetrics were associated with word learning

(all 95% CI contained 0). Thus, performance on even an ostensibly

unrelated task was associated with word learning, suggesting a role

for overall attentiveness/engagement in word learning success.

Next, we analyzed whether word learning was associated with

WM capacity above and beyond the BIS metrics of Flanker task

performance that were associated with word learning. Specifically,

we added WM capacity as a predictor to each BIS metric. WM

capacity did indeed predict word learning above and beyond each

BIS metric (controlling for BIS on incongruent trials: point

estimate = 2.02, 95% CI [0.68, 3.36]; controlling for BIS on all

trials: point estimate = 2.01, 95% CI [0.78, 3.33]).

Discussion

The goal of Experiment 3 was to test whether the apparent

association between word learning and WM capacity was merely

due to more general individual differences, in which individuals

who are more motivated or attentive simply perform better on

both the word learning and working memory tasks. Indeed,

performance on an ostensibly unrelated task (Flanker inhibition)

was associated with word learning. Critically, however, WM

capacity was associated with word learning above and beyond

performance on this ostensibly unrelated task. These results thus

reinforce the importance of WM capacity in word learning from

context. In the General Discussion section, we return to the

specificity of the relationship between WM capacity and word

learning from context.

General Discussion

We acquire much of our word knowledge by gleaning the

meanings of words from their surrounding language contexts. For

example, it is possible to learn that a “rambutan” is a fruit just from

encountering it in the context of words associated with fruits such as

“juicy” and “sweet.” The goal of the present study was to illuminate

the online processes that unfold when learning new words from

context. The results provided evidence that these processes draw

upon working memory, as greater working memory capacity was

associated with more successful word learning. Moreover, gaze

dynamics revealed that working memory demands are particularly

strong when processing a new word after having encountered an

informative context. This result transpired regardless of whether the

new word was initially encountered before or after an informative

context. Together, these findings point to a key role for working

memory in the maintenance and manipulation of the context while

linking its implied meaning to a new word, regardless of whether the

context precedes or follows the new word.

Implications for Cognitive Mechanisms

To date, there have been only a handful of proposals about the

cognitive mechanisms involved in learning words from context

(e.g., Borovsky et al., 2012; Chaffin et al., 2001). Moreover, each

proposal has focused only on how word learning might unfold in

one direction, either when an informative context occurs before

(Forward) a new word, or when it occurs after (Backward). In

contrast, the present results suggest that an equivalent recruitment

of working memory to update the sense of a new word after

encountering an informative context, regardless of which one occurs

first. When the informative context occurred first and could thus be

available in working memory starting from the initial encounter with

the new word, participants spent longer initially inspecting the new

word, then accumulated further time revisiting the new word after

looking back at the context. When the informative context only

occurred after the new word, participants spent an extended time

revisiting the new word after they had read the context. These

tendencies to spend longer looking at a novel word after encoun-

tering an informative context were all greater in participants with

greater working memory capacities. Together, gaze patterns suggest

that word learning from context is a dynamic, possibly iterative

process of extracting an implied meaning from an informative

context held in working memory and using it to update one’s sense

of what a new word means.

These empirical insights suggest that prior Forward and Backward

accounts are each insufficient to explain word learning from context

because each only captures learning in one direction and overlooks a

role for working memory that appears to equate learning across di-

rections. These results could thus help enrich and expand mechanistic

accounts of howwords are learned from context to encompass the use

of working memory in both Forward and Backward routes.

At the same time, it is worth evaluating the specificity of the

observed relationship between word learning from context and

working memory. Because this relationship was correlational, it is

always important to consider whether other factors might account

for it. The present findings rule out some obvious alternatives. One

alternative is that word learning from context and working memory

only appeared to be related because participants who are more

motivated or alert are likely to perform better at any tasks that

involve some effort. The likelihood of this alternative is undermined

by: (a) consistently observing the relationship after removing

participants who may have been inattentive based on their per-

formance on a semantic judgment task included in the working

memory test and (b) the results of Experiment 3, in which the

relationship remained after controlling for performance on an

additional unrelated task.

Another alternative is that participants with more language

experience and fluency performed better at both the word learning

from context and working memory tasks because both involved

processing language input (Acheson &MacDonald, 2009). However,

we endeavored to mitigate this possibility in our design of stimuli

in the word learning from context task. Specifically, we created

sentence contexts containing highly familiar, early-learned words

that likewise implied that the meanings of novel words were similar

to highly familiar, early-learned words. This approach reduced the

likelihood that differences in language experience and fluency

would represent a large source of variability in word learning from

context performance. Nevertheless, because the present studies did
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not directly control for language knowledge and fluency, a key

question for further research will be to examine whether such an

alternative factor accounts for the observed relationship between

word learning and working memory. Likewise, further research

could examine whether the relationship with word learning is

specific to working memory for verbal material (as measured here)

or generalizes to working memory more broadly.

Contrast With Ambiguity Resolution

In comparison with the minimal prior investigation into the use of

context for learning new words, the use of context to disambiguate

familiar words has received extensive study. These processes might

seem at least superficially similar. For example, just as “juicy” and

“sweet” could be used to infer that a new word refers to a fruit, they

could also disambiguate that an instance of the word “orange” refers

to its fruit meaning rather than its color meaning. However, the

present results highlight an important distinction between these

apparently similar processes. Studies of disambiguation suggest that

it is easier and places less demand on working memory resources

when the informative context occurs before an ambiguous word

(Duffy et al., 1988; Frazier & Rayner, 1990; Rayner & Frazier,

1989; Samuel, 1991; see also Jesse & McQueen, 2011). In contrast,

the present results suggest a parity in word learning from context

processes regardless of the order in which the context and familiar

word are encountered. This discrepancy might be due to different

working memory demands in word learning versus ambiguity

resolution. In ambiguity resolution, the greater working memory

demands incurred when the informative context occurs after the

ambiguous word likely stem from the need to sift between multiple

already-activated interpretations of the ambiguous word. In contrast,

these demands are absent in word learning because new words (by

virtue of being new) do not have multiple interpretations.

Implications for Word Learning During Development

Although word learning takes place throughout the lifespan, it is

particularly pronounced during development, when vocabularies

grow from zero to thousands of words. At the same time, devel-

opment is also a period of substantial changes in working memory

capacity (Fry & Hale, 2000). There is suggestive prior evidence that

the development of working memory contributes to childhood

vocabulary growth, such as correlations between children’s working

memory capacity and vocabulary size (Nilsen & Graham, 2009;

Roman et al., 2014; Sesma et al., 2009). The present study reinforces

this relationship and highlights future directions for investigating it

further. For example, in the present study, even participants with low

working memory capacities learned some words from context,

suggesting that low working memory capacities may limit but not

eliminate word learning in adults. However, given lower overall

working memory resources in childhood, might a child with a low

working memory capacity relative to other children struggle to pick

up even some words from context?

A separate question raised by the present study concerns the

observed parity between the Forward and Backward routes for word

learning. In the present study, both overall word learning and the

effect of working memory were comparable in the Forward and

Backward routes. However, it is unclear whether this parity holds

throughout development. According to preliminary data collected in

our lab, younger (6- to 7-year-old) children may learn words

encountered in spoken language contexts more successfully via the

Forward versus the Backward route. This discrepancy may reflect

developmental changes in the way working memory is recruited to

maintain and extract word meanings from informative contexts. If

borne out, such findings could have implications for pedagogical

texts. For example, if children do indeed learn words more readily

via the Forward route, the effectiveness of pedagogical texts could

be improved by consistently placing target vocabulary words after

informative contexts.

Scope of Word Learning From Context

To illuminate questions surrounding the role of working memory

in the Forward and Backward routes to word learning from context,

the present study focused on a relatively simple word learning

challenge: learning that a new word is similar in meaning to a

specific familiar word, such as learning that “fimp” is similar in

meaning to “cake” from “The fimp at Jessie’s birthday party was

delicious.” Like the new words in this study, many words that are

incorporated into our vocabularies are similar in meaning to a

particular word we already know, such as “conflagration” (similar to

“fire”), “ornamentation” (similar to “decoration”), and “champion”

(similar to “winner”). However, many other words that we learn may

represent new members of a group of words similar in meaning. For

example, in the “sweet, juicy rambutan” example used above,

“rambutan” is similar in meaning to any known words for fruits,

rather than one specific known word.

From the present study, we cannot illuminate whether the scope

of both the Forward and Backward routes extends to incorporating

new words as new members of groups of words similar in meaning.

However, there is prior evidence to suggest that this may be the case

in the Forward route. As described in the Introduction section, the

Forward route is an extension of proposals that language processing

involves predicting upcoming words. Studies on this topic indicate

that online language processing involves the prediction of multiple

probable upcoming words, such as the prediction of multiple fruits

upon encountering “sweet” and “juicy,” rather than an all-or-none

prediction of a single probable word (Brothers et al., 2023;

Federmeier & Kutas, 1999; Luke & Christianson, 2016). Thus,

when a new word such as “rambutan” occurs after “sweet” and

“juicy,” it could be linked to the multiple fruit words that have been

activated from prediction via the Forward route. In contrast,

although mechanistic proposals regarding the Backward route

would in principle also support the incorporation of a new word into

a group of words similar in meaning, to the best of our knowledge

there is no prior evidence that speaks to this possibility. Therefore,

the present study can serve as a foundation for future investigations

into the scope of the Forward and Backward routes for word learning

from context. For example, future research could investigate the

breadth of semantic priming produced by words learned via the

Forward and Backward routes. Using this approach, future research

could test whether new words learned via the Forward and

Backward routes exhibit broad patterns of priming multiple known

words similar in meaning or become narrowly linked to just one or a

few such known words.

The scope of the present study also examined word learning from

relatively local contexts, consisting of a single sentence in which a

new word was embedded. In everyday life, broader contexts may be
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relevant to the meaning of a new word, such as the topic of a

conversation or passage in which a new word appears. We speculate

that working memory may play an even more important role in word

learning from broader contexts because the amount of time and

intervening language that transpires between an informative context

and a newword can be larger, which may place stronger demands on

maintaining the context in working memory (e.g., Gunter et al.,

2003). Yet the present study cannot speak to this possibility, or to

whether the contributions of workingmemory to word learning from

broader contexts might differ in the Forward and Backward routes.

These possibilities thus represent a key target for future research.

Finally, the present study evaluated the dynamics of word

learning within a relatively small number of sentences (16, split

between the Forward and Backward conditions). For generaliz-

ability and statistical sensitivity, future research that seeks to rep-

licate or extend the present work would benefit from a larger number

and variety of word-learning contexts.

Conclusion

We amass vocabularies containing thousands of words, even

without spending hours studying a dictionary or the benefit of a

teacher pointing out the meanings of words one by one. Instead, we

pick up new words from the everyday language we read and hear.

The goal of the present studies was to shed new light on the

cognitive processes involved in this feat of learning words from their

surrounding language contexts. The results revealed a key role for

working memory in which working memory resources are used to

maintain the context while linking its implied meaning to a new

word, regardless of which is encountered first. These results have

implications for cognitive models of word learning and highlight

future research directions for better understanding word learning

during development.

Constraints on Generality

The present experiments were conducted with adult participants

recruited from Western populations, including undergraduate par-

ticipants, participants recruited from the broader community, and

Prolific users. These populations were targeted to recruit participants

who could readily comprehend the English-language sentence

materials. Thus, it is unknown whether the findings generalize to

speakers of other languages. However, this possibility is supported

by evidence that languages other than English are also rich in the

kind of contextual support for word learning used in this research, in

which new words occur in similar contexts to known words similar

in meaning (e.g., Grave et al., 2018; Lample & Conneau, 2019). In

addition, it is unknown whether the findings generalize to devel-

oping or aging populations. As noted above, this is a key target for

future research.
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