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ABSTRACT 20 

Previous studies on longitudinal solute transport in a pipe during acceleration from laminar to 21 

turbulent flow highlighted a disaggregation of the tracer cloud resulting in two peaks occurring 22 

downstream from a single pulse injection. It was hypothesised that the disaggregation was caused by 23 

the spatially non-uniform acceleration of flow at different radial locations (Hart et al., 2021). This study 24 

improves the previous understanding of solute transport during accelerating flow using novel 25 

laboratory measurements of pipe cross-sectional tracer distribution from Planar Laser-Induced 26 

Fluorescence (PLIF) and radial velocity profiles from an Ultrasonic Velocity Profiler (UVP). 27 

Disaggregation of the tracer cloud was observed, with the tracer not being uniformly distributed 28 

within the cross-section at the first peak but cross-sectionally well-mixed at the second peak. The 29 

relative magnitude of the first peak, compared with the second peak, decreased with the time of 30 

injection (and therefore with increased Reynolds number) after the start of the acceleration. Radial 31 

velocity profiles showed that the central core of the flow exhibited a smooth, linear increase in velocity 32 

compared with the flow closer to the pipe boundary. The data also revealed, for the first time, that 33 

the transition time to different flow regimes increased with distance downstream. A model based on 34 

the 2D Advection-Dispersion Equation (ADE), parameterised using experimental data, was employed 35 

to describe the flow and mixing processes during the acceleration. In addition to the combined effects 36 

of the radial velocity profile and radial diffusion coefficient, hypothesised by Hart et al. (2021), this 37 

study confirms that it is essential to also include the delay in the transition time at downstream 38 

locations to create the observed disaggregation. 39 

PRACTICAL APPLICATIONS 40 

This study revealed the processes underlying the disaggregation observed in tracer concentration 41 

profiles during accelerating pipe flows, and it carries significant implications for solute transport, and 42 

hence water quality, in water distribution networks. This is particularly the case in remote parts of the 43 

water distribution system where unsteady transitional flows are more common due to temporal 44 



3 

 

variations in demand. This study demonstrates that, in flow accelerating from laminar to turbulent 45 

conditions, disaggregation occurs shortly after the contaminant enters the pipe, resulting in a 46 

persistent two-peak profile at downstream locations regardless of the flow regime. Accurate 47 

estimation of the timing and concentration of these two peaks is crucial for modelling water quality 48 

in water distribution networks and premise (building) plumbing systems under low Reynolds number 49 

accelerating flow conditions. For the first time, this study provides a mechanistic understanding of the 50 

physical processes and outlines a modelling approach suitable to simulate the observed 51 

disaggregation. 52 

Keywords: Solute Transport; Accelerating Pipe Flow; Concentration Distribution, Transitional Flow, 53 

Radial Diffusion.  54 

INTRODUCTION  55 

Piped water supply systems are characterised by temporal variations in flow, as customer demand 56 

varies throughout the day. In remote parts of the system, where demand may be reduced to zero at 57 

times, the flow is characterised by accelerations and decelerations, such that the flow transitions 58 

between stationary, laminar and turbulent regimes (LeChevallier et al. 2003; Shang et al. 2023). In 59 

contrast to the sudden, rapid, changes associated with pipe bursts, these routine, gradual transitions 60 

have received little attention in the literature to date.  61 

Transitions between flow regimes are of particular relevance in the context of the transport and 62 

mixing of either beneficial or problematic (i.e. contaminant) dissolved material within the flow. In 63 

steady laminar conditions, cross-sectional variations in solute concentration will persist over long 64 

distances or durations due to limited radial mixing (Flint and Eisenklam 1969; Fowler and Brown 1943; 65 

Hart et al. 2016; Keyes 1955; Taylor 1953, 1954a), such that the quantity of a dissolved substance 66 

delivered to a customer may depend on the exact position of the draw-off point relative to the supply 67 

pipe’s perimeter. As a result of the low radial mixing under laminar flow conditions, modelling the 68 

diffusive process remains essential for accurately estimating downstream solute concentrations 69 
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(Basha and Malaeb 2007; Piazza et al. 2020; Romero-Gomez and Choi 2011). In contrast, material will 70 

quickly mix across the whole cross-section under fully turbulent conditions (Hart et al. 2016; Taylor 71 

1954b). These phenomena similarly affect the longitudinal dispersion observed downstream from the 72 

release of a solute/contaminant pulse.  73 

Hart et al. (2021) measured longitudinal variations in temporal solute concentration profiles under a 74 

range of unsteady flow conditions, including some characterised by a transition from laminar to 75 

turbulent flows. These concentrations were mean cross-sectional values which prevented the spatial 76 

variation across the pipe cross-section from being discerned. Longitudinal disaggregation of the tracer 77 

cloud was observed during all experiments that included an acceleration from laminar to turbulent 78 

conditions. The authors hypothesised that, assuming the tracer was initially cross-sectionally well-79 

mixed in the pipe, the tracer in the centre of the pipe would accelerate more than the tracer near the 80 

pipe boundary. With little radial exchange under a laminar flow regime, the tracer cloud disaggregates, 81 

resulting in the central core tracer arriving at a downstream location ahead of the near-wall tracer.   82 

Whilst the Hart et al. (2021) investigation did not include velocity measurements to support their 83 

hypothesis, published velocity measurements corresponding to accelerating flows do support it. 84 

During the transition to turbulent flow, delays in the response to turbulence production, turbulent 85 

energy redistribution, and radial turbulence propagation have been observed (Greenblatt and Moss 86 

2004; He and Jackson 2000; Jung and Kim 2017). These delays result in the transition Reynolds number 87 

being higher in accelerating flow than in steady flow conditions (Annus and Koppel 2011; Greenblatt 88 

and Moss 2004; He and Jackson 2000; Iguchi et al. 2010; Lefebvre and White 1989). The implication 89 

of this higher transition Reynolds number for solute transport is that laminar flow conditions persist 90 

longer. 91 

Kurokawa and Morikawa (1986) measured temporal velocity profiles at different radial locations using 92 

a hot wire anemometer. As the flow accelerated from stationary conditions, a point of transition was 93 

observed in the temporal velocity profiles. Around this transition, the central core of the flow 94 
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exhibited a smooth increase in velocity compared with the flow closer to the pipe boundary. This 95 

period of non-equilibrium will clearly impact the solute mixing within the flow and could contribute 96 

to tracer disaggregation. 97 

Velocity measurements at multiple longitudinal locations during accelerating flow revealed that the 98 

transition time to turbulence increased with the distance from the inlet (Annus and Koppel 2011; 99 

Iguchi et al. 2010). This suggests that a non-equilibrium flow regime propagates from upstream to 100 

downstream locations, further amplifying the lag effects at downstream locations. Under low 101 

acceleration, turbulence is generated near the pipe boundaries close to the inlet and propagates 102 

downstream. Intermediate acceleration results in turbulence initially appearing near the pipe 103 

entrance and subsequently at downstream locations.  For high acceleration, turbulence appears 104 

simultaneously near the pipe boundaries along the entire pipe length and propagates radially and 105 

axially (Iguchi et al. 2010). Therefore, the occurrence of longitudinally varied transition times is also 106 

determined by how quickly the flow velocity increases. Currently, there is no clear definition in the 107 

literature on the threshold “low and intermediate acceleration”, below which delayed transition times 108 

at downstream locations can be observed. 109 

Radial velocity profiles observed in steady flow conditions are smooth, continuous distributions, often 110 

described by parabolic or logarithmic functions, whereas during accelerating flows the radial velocity 111 

profiles are compound (Greenblatt and Moss 2004; He and Jackson 2000; Iguchi et al. 2010). This 112 

discrepancy introduces a further challenge to modelling the flow dynamics during the acceleration. 113 

Existing velocity measurements during accelerating pipe flow provide some insights into the potential 114 

causes of solute disaggregation. However, there is no confirmed rule for estimating the transition 115 

Reynolds number, transition time along the pipe length, or radial velocity profiles that relate to the 116 

acceleration and configuration used in Hart et al. (2021). Additionally, Hart et al. (2021) reported cross-117 

sectionally averaged concentrations rather than cross-sectional concentration distributions, 118 

preventing differentiation between tracer concentrations associated with the core and the wall 119 
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region. It is clear that concurrent measurements of both radial velocity and full cross-sectional 120 

concentration distributions are required to identify the hydrodynamic processes responsible for the 121 

solute cloud disaggregation reported in Hart et al. (2021). 122 

This study focuses on the need to understand how the gradual transition from laminar to turbulent 123 

flow affects the flow regime and consequent solute mixing within a pipe.  The main focus of the paper 124 

is on new experimental data, highlighting how, during an acceleration from laminar to turbulent flow 125 

conditions: (i) the cross-sectional velocity profile; and (ii) the cross-sectional and longitudinal tracer 126 

concentration distributions develop over both time and distance from the injection.   127 

Concentration distributions were measured at four discrete locations and velocity profiles were 128 

measured at two discrete locations downstream from the tracer injection.  It should be noted that an 129 

additional benefit of tracer measurements is that they integrate the hydrodynamic processes 130 

occurring throughout the entire reach.  131 

Supported by these measurements, a conceptual model is proposed to describe the key processes 132 

associated with a transition from laminar to turbulent flow. In the final part of the paper we present 133 

an analytical solution for the conceptual model, parameterised using observed features, to 134 

qualitatively verify its ability to describe solute mixing in gradually accelerating pipe flows. 135 

MATERIALS AND METHODS 136 

Experimental Rig 137 

Experiments were conducted on an approximately 13 m long, 2 mm thick, 24 mm internal diameter 138 

perspex pipe (Fig. 1(a)). This test section was connected to a recirculating system with a constant head 139 

water tank. A perspex plate (inlet in Fig. 1(a)) with an opening of 4.75 mm was placed upstream from 140 

the test section to allow better control of the flow rate. Flow control was achieved with a digital 141 

butterfly valve located at the downstream end of the test section. The discharge from the pipe was 142 

determined using a differential pressure transducer across a 7.0 mm diameter orifice. Tapping points, 143 
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11.779 m apart, were used to measure the pipe head loss with a second differential pressure 144 

transducer. 145 

Tracer Concentration Measurements  146 

A fluorescent tracer, Rhodamine 6G, was injected into the flow from the pipe wall using a pressurised 147 

vessel equipped with a solenoid valve. The injection point was 2.043 m (approximately 85 times the 148 

pipe diameter) downstream from the inlet, which is considered to be within the hydrodynamically 149 

fully developed region. The pressure vessel maintained a constant pressure of 2.0 bar, and the 150 

computer-controlled solenoid valve ensured consistent injected tracer volume and timing. The 151 

injection pressure ensured an initial cross-sectionally well-mixed tracer at the injection point (Fig. 1(b), 152 

(c) and (d)). Four Planar Laser-Induced Fluorescence (PLIF1 to PLIF4) units were located along the test 153 

section to measure the cross-sectional concentration distributions. A full description of the test rig 154 

and PLIF units can be found in Peng et al. (2024). 155 

Velocity Measurements  156 

Two 4 MHz Ultrasonic Velocity Profiler (UVP) probes were installed at the location of the first two 157 

PLIFs to measure temporal single-component axial velocity profiles (Fig. 1(a)). The UVP probes were 158 

installed 19 mm away from the pipe outer wall and at 20° relative to the flow direction, within water 159 

baths to reduce multi-phase acoustic reflections. The probes were connected to UVP-DUO (Metflow 160 

SA) - an integrated unit for signal generation, data recording and signal processing, and the control of 161 

the UVP-DUO was achieved through the UVP software. Although the raw velocity data were recorded 162 

at intervals of 0.025 s, the processed data were averaged over 0.25 s to reduce noise. 69 velocity 163 

measurements along the UVP probe axis inside the pipe were taken at each time interval and the 164 

longitudinal velocity component was used to provide radial velocity profiles. 165 

Due to a small density discrepancy between the seeding particles and water, the particles tend to 166 

settle when in contact with water, leading to low quality velocity data near the upper boundary of the 167 
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pipe. Consequently, only velocity measurements from the bottom half of the pipe were considered 168 

for analysis in this study. 169 

Insert Fig. 1. 170 

Test Programme  171 

Accelerating flow was achieved by opening the digital butterfly valve. Initially, the valve was opened 172 

to achieve a design Reynolds Number, R = 1,000 (discharge, Q = 0.0189 l/s; area mean velocity, 173 

u = 0.0419 m/s) for 20 seconds to ensure the flow was stable before the acceleration began. 174 

Subsequently, the valve was gradually opened in multiple small steps, leading to a linear increase in 175 

the Reynolds number to 10,500 (Q = 0.1989 l/s; u = 0.4397 m/s), over 18 s. This acceleration was 176 

designed to be similar to the acceleration (from R = 2,700 to R = 47,000 in 60 s) employed by Hart et 177 

al. (2021). The flow was maintained at R = 10,500 for a further 30 s until the tracer completely passed 178 

all the measurement locations. Tracer injections were made at 0.0 s, 1.0 s, 2.0 s, 3.0 s, 4.0 s, 4.5 s, 179 

4.7 s, 5.0 s and 6.0 s from the start of the acceleration, corresponding to design Reynolds numbers of 180 

1,000, 1,528, 2,056, 2,583, 3,111, 3,375, 3,481, 3,639 and 4,167. Ten repeats were conducted for each 181 

injection time, and all concentration data were logged at a frequency of 100 Hz. 182 

Headloss measurements were carried out for several steady flows (700 < R < 11,000) and 183 

independently of the concentration measurements to characterise the transition Reynolds number 184 

during the accelerating flow, with 10 repeat tests. Headloss was recorded at 100 Hz and averaged over 185 

0.5 s intervals. The friction factor, 𝑓, was calculated using the Darcy-Weisbach equation (Eq. 1) and 186 

the corresponding Reynolds number was calculated from the area mean velocity, 𝑢, determined from 187 

the measured discharge. 188 

𝑓 = ℎ𝑓 (𝑑𝐿) (2𝑔𝑢2 ) (1) 189 

where 𝑑 = pipe diameter; ℎ𝑓 = head loss; 𝐿 = pipe length; and 𝑔 = acceleration attributable to gravity. 190 
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The temporal velocity measurements were conducted independently of the concentration 191 

measurements in two separate series of tests, each consisting of five repeats. The first series 192 

measured the velocity profiles at UVP1, 0.834 m downstream of the injection point, while the second 193 

series focused on UVP2, positioned 1.7 m downstream of the injection point. During these tests, the 194 

velocity was recorded at 40 Hz, the maximum recording frequency achievable with the specific 195 

instrument settings for this experiment. To maximise recording resolution and prevent the potential 196 

loss of critical information during the accelerating flow due to switching between probes, velocity 197 

measurements could not be taken simultaneously at both locations. The boundaries of the pipe were 198 

identified based on the physical configuration of the probes. The seeding was 100 μm polyamide, 199 

injected at the same location as the tracer. The seeding particle size was selected to maximise the 200 

signal reflection and the relative density of the seeding particles is around 1.1, which is close to the 201 

water density. To ensure sufficient seeding at the measurement locations before commencing 202 

measurements, data collection began 30 s after injection at UVP1 and 1 minute after injection at UVP2. 203 

Uniformity Index 204 

PLIF provides the cross-sectional concentration distribution of the tracer. To quantify the radial 205 

concentration distribution, a Uniformity Index (UI) for the radial mean concentration distribution was 206 

calculated from the corrected and calibrated PLIF images. As described in Peng et al. (2024), the 207 

24 mm diameter pipe area was discretised into 48 concentric circular annuli with 0.25 mm radius 208 

increments. For each interval, the radial mean concentration, 𝑐𝑚(𝑟), was calculated. The uniformity 209 

of this radial distribution was quantified using a UI (Eq. 2), which compares the radial mean 210 

concentration profile, 𝑐𝑚(𝑟), with the area mean concentration, 𝑐𝑚(𝑟)̅̅ ̅̅ ̅̅ ̅̅ .  211 

𝑈𝐼 = 1 − ∑(𝑐𝑚(𝑟)−𝑐𝑚(𝑟)̅̅ ̅̅ ̅̅ ̅̅ )2∑ 𝑐𝑚(𝑟)2      (2) 212 

For a perfectly uniform concentration distribution, the UI is 1.0. 213 
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Numerical Model  214 

The conceptual model describing the key processes associated with a transition from laminar to 215 

turbulent flow was implemented using a numerical solution to the 2D axisymmetric ADE equation 216 

(Eq. 3) (Eftekhari et al. 2015). 217 

𝜕𝑐(𝑟, 𝑡)𝜕𝑡 + 𝑢(𝑟, 𝑡) 𝜕𝑐(𝑟, 𝑡)𝜕𝑥 = 𝐷𝑟(𝑡) (1𝑟 𝜕𝑐(𝑟, 𝑡)𝜕𝑟 + 𝜕2𝑐(𝑟, 𝑡)𝜕𝑟2 + 𝜕2𝑐(𝑟, 𝑡)𝜕𝑥2 )                      (3) 218 

where 𝑢(𝑟, 𝑡) and 𝑐(𝑟, 𝑡) = velocity and concentration at a radial location 𝑟 and time 𝑡 and 𝐷𝑟(𝑡) = 219 

radial diffusion coefficient. Both the velocity and radial diffusion components in the model were 220 

estimated from measured data as follows. 221 

Velocity Profile  222 

The three flow regimes during the accelerating flow were determined from the measured temporal 223 

radial velocity profiles (Kurokawa and Morikawa 1986). A power law equation (Eq. 4) was obtained for 224 

the laminar and turbulent flow regimes and a time-varying profile was determined for the transitional 225 

flow regime. 226 

 
𝑢(𝑟)𝑢𝑚𝑒𝑎𝑛 = (1 − (2𝑟𝑑 )𝑚)1𝑛                                                                 (4) 227 

where 𝑢𝑚𝑒𝑎𝑛 = area mean velocity determined from the measured velocity profile,  𝑚 and 𝑛 are 228 

empirical parameters. 229 

At any given time during the accelerating flow, the velocity profiles are not the same at different 230 

locations, due to the presence of longitudinally different transition times. To maintain the 231 

conservation of mass, the absolute values of velocity at different radial locations were scaled. This 232 

ensured that the area mean velocity remained constant along the pipe length. Details on the methods 233 

of fitting a curve to measured velocity profiles, and the modelled velocity profiles, can be found in 234 

Figs. S1-S9 and Tables S1 and S2. 235 
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Radial Diffusion  236 

Radial diffusion was assumed to be constant over the pipe radius. Within laminar and transitional flow, 237 

radial diffusion was fixed at the molecular diffusion of the tracer (Rhodamine 6G, 4.6  x  10- 8  m2/s). 238 

Radial diffusion in turbulent flow (R ≥ 3,000) was estimated by applying Chikwendu’s model 239 

(Chikwendu 1986) using the temporal tracer area mean concentration profiles under steady flow 240 

conditions (Peng et al. 2024) and determined turbulent velocity profiles. From this, the mean flow 241 

Reynolds number was used to obtain the corresponding radial diffusion value in the model during the 242 

acceleration phase. A comprehensive description of the method used to estimate the area mean radial 243 

diffusion coefficient in turbulent flows can be found in Figs. S10-S13. 244 

Temporal Mean Flow and Transition Time 245 

In the conceptual model, the mean flow undergoes linear acceleration from R = 1,100 to R = 10,200 246 

over 18 s, with 5 s of steady flow before and 10 s after the acceleration period to closely mimic the 247 

measured acceleration. During the acceleration phase, the flow within the pipe develops through 248 

three distinct flow regimes: laminar, transitional, and turbulent. 249 

Two alternative assumptions have been investigated. Model A assumes that the changes between 250 

flow regimes occur simultaneously over the entire pipe length (Lefebvre and White 1989), 251 

hypothesised by Hart et al. (2021) and here described as a longitudinally uniform transition time. In 252 

contrast, Model B assumes that the changes between flow regimes occur at different times 253 

longitudinally (Annus and Koppel 2011; Iguchi et al. 2010), described as a longitudinally non-uniform 254 

transition time. Both assumptions were tested to evaluate their effects on the modelled flow and 255 

mixing dynamics. Under the longitudinally non-uniform transition time assumption (Model B), all 256 

three flow states can occur simultaneously at different spatial locations during the acceleration. It was 257 

also assumed that the changes between flow regimes only occur during the accelerating phase, and 258 

once the acceleration stops, the flow throughout the entire pipe length instantaneously becomes 259 

turbulent. 260 
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The Advection-Diffusion Equation (ADE) was solved using an existing finite volume MATLAB package 261 

(Eftekhari et al. 2015). A time step of 0.0001 s was utilised for a test duration of 25 s. The radial 262 

discretisation was 0.1 mm across the 24 mm diameter pipe, while the longitudinal discretisation was 263 

5 mm for the first 6.5 m downstream from the injection location. The selection of these time and 264 

spatial steps was determined following discretisation tests, which can be found in Fig. S14 and Table 265 

S3. More details on the numerical schemes, mesh-independence tests and order of accuracy, can be 266 

found in the supplementary materials. The proposed conceptual model was initially used to simulate 267 

the case of an injection made at the start of the acceleration (time 0 s) to explore the ability of the 268 

model to describe the observations associated with a transition from laminar to turbulent flow. 269 

Further simulations were made for different injection times, to verify the ability of the two different 270 

models to describe solute mixing in gradually accelerating pipe flows. 271 

RESULTS AND DISCUSSION 272 

Tracer Concentration Distributions at Different Injection Times 273 

As the measurements are consistent across all ten repeat tests, only one test is presented here. Fig. 2 274 

provides example plots of the temporal variation of the area mean relative concentration profiles 275 

derived from the 2D PLIF images for selected injection times. The concentration is non-276 

dimensionalised by the maximum area mean concentration at PLIF1, and the Reynolds number, 277 

determined from the measured discharge, is plotted on the secondary Y-axis. In each plot, the vertical 278 

red shaded area denotes the injection period, while the horizontal blue shaded area indicates the 279 

transitional flow regime as determined by headloss measurements during steady flow conditions.  280 

Fig. 2(a) shows the injection made at t = 0 s (R = 1,093), i.e. the start of the acceleration, corresponding 281 

to a laminar flow condition within the pipe. In all the results, the stated Reynolds number corresponds 282 

to the measured instantaneous discharge at the start of the injection time. Two peaks were observed 283 

in the temporal concentration profiles at all the measurement locations in this test. Fig. 2(b) presents 284 

the concentration profiles for the injection at 4 s (R = 3,177) into the acceleration when the mean flow 285 
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R was indicative of turbulent flow conditions. Only one peak was recorded at PLIF1, but two peaks 286 

were recorded at the three downstream locations; in each case, the first peak had higher 287 

concentrations than the second peak. Fig. 2(c), from an injection at 4.7 s (R = 3,644) into the 288 

acceleration, shows results similar to the injection at 4 s. Two peaks were recorded at the three 289 

downstream locations, but the first peak is now significantly lower than the second (i.e. about 1/3 of 290 

the second peak). Fig. 2(d) shows the results for an injection at 6 s (R = 4,706) into the acceleration, 291 

where only a single peak was recorded at all four measurement locations. In the tests where the two 292 

peaks were recorded, the time difference between the two peaks increases with the distance from 293 

the injection (e.g. 1 s at PLIF2 and 3.2 s at PLIF4 for injection at 4.7s), suggesting that the tracer creating 294 

the first peak accelerated more than the tracer within the second peak. The peak concentration 295 

decreases with distance, and the spread of the concentration profiles increases accordingly. The 296 

distribution around the second peak shows a greater spread than the first, which suggests greater 297 

longitudinal mixing. As stated previously, disaggregation of a single peak distribution was first 298 

observed by Hart et al. (2021). Their rig did not have a diaphragm plate, yet similar area mean 299 

concentration distributions were observed. 300 

Insert Fig. 2. 301 

Fig. 1b shows the well-mixed cross-sectional concentration distribution produced at the injection 302 

location. In Fig. 1d, 0.5 s after the start of the injection, the effect of longitudinal differential advection 303 

can be seen on the leading edge of the tracer pulse, creating the non-uniform cross-sectional 304 

distribution shortly afterwards at PLIF1. Figs. 3 & 4 present selected concentration profiles and UI 305 

values (Eq. 2) associated with injections at t = 6.0 s, R = 4,706 (Fig. 2(d)) and t = 4.0 s, R = 3,177 (Fig. 306 

2(b)) respectively. These cases correspond to injections performed when the flow was fully turbulent 307 

and undergoing transition respectively.  In each case subplot (a) presents the cross-sectional 308 

concentration distributions and subplot (b) presents the UI values superimposed on the area-mean 309 

concentration profiles.  In situations where the longitudinal concentration profile exhibited a single 310 

peak, the cross-sectional concentration profiles shown in (a) represent times before, at and after the 311 
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peak. The timings are indicated by vertical dashed lines in (b). Where two peaks were observed, the 312 

sampled slices correspond to the first peak, an intermediate time and the second peak. 313 

Fig. 3 illustrates the tracer distribution and uniformity index for the more straightforward case, i.e. an 314 

injection at 6.0 s, R = 4,706 when the flow is fully turbulent. At PLIF1, some instability is observed, with 315 

the tracer not cross-sectionally uniformly distributed and displaying some random patterns in the 316 

tracer distributions. However, at all downstream locations, the tracer is well-mixed throughout the 317 

test. The uniformity index at all measurement locations confirms cross-sectionally well-mixed 318 

concentrations at the peak area mean concentrations. These observations are, as expected, similar to 319 

the tracer behaviour under steady turbulent flow conditions shown in Peng et al. (2024). 320 

Insert Fig. 3 321 

Fig. 4(a) illustrates the tracer distribution over the pipe cross-section at selected times at the four 322 

measurement locations during the accelerating flow for the injection at 4.2 s, R = 3,513. At PLIF1, at 323 

7.67 s, before the peak area mean concentration, most of the tracer is located at the centre of the 324 

pipe. At the peak area mean concentration, 7.97 s, the concentration distribution is non-uniform. 325 

However, at 10.45 s, when most of the tracer has passed this measurement location, a more uniform 326 

cross-sectional distribution is evident. At PLIF2, at 10.44 s, coinciding with the first peak of the area 327 

mean concentration profile and with the third selected time for PLIF1, the distribution is highly non-328 

uniform compared with the well mixed profile evident at PLIF1 at the same point in time. This confirms 329 

different flow conditions at the two measurement locations existing at the same time. At 11.45 s, 330 

corresponding to the second peak of the area mean concentration, a uniform distribution of tracer is 331 

seen. At PLIF3, the concentrations recorded at the first peak are not uniformly distributed, while the 332 

second peak shows a uniform distribution. At PLIF4, the tracer is uniformly distributed, i.e. well-mixed, 333 

at all selected times. 334 

Insert Fig. 4 335 
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Fig. 5 presents the temporal variation of the area mean concentration profiles at the four 336 

measurement locations for all injection times examined in this study. The concentration is normalised 337 

by the peak concentration measured at each location, and the time is plotted relative to the first arrival 338 

time. At PLIF1 two peaks only arise when the injection occurs before 4.0 s from the start of the 339 

acceleration (R = 3,177), and the second peaks are less distinct compared with downstream locations. 340 

At all downstream locations, two peaks are observed for injections made earlier than 6.0 s, R = 4,706. 341 

This transition from double to single peak is indicated by the dashed red line in Fig. 5. Visually, the 342 

time difference between the two peaks increases with distance downstream but decreases with time 343 

of injection after the start of the acceleration. When the injection occurs at early stages of 344 

acceleration, the first peak exceeds the second, but as injection time increases, the first peak 345 

diminishes. 346 

Insert Fig. 5 347 

Fig. 6 illustrates the UI of the tracer at the area mean concentration peaks for all tests. Fig. 6(a) displays 348 

the UI for the first peak, while Fig. 6(b) shows the UI for the second peak. At upstream locations (PLIF1 349 

to PLIF3), the second peak consistently exhibits more uniform distributions than the first peak, while 350 

at the downstream location (PLIF4), concentration distributions at both peaks are consistently uniform 351 

(i.e. UI close to 1.0). Across all measurement locations, the UI increases with injection time for both 352 

peaks (i.e. from 0.6 to close to 1.0 for the first peak and from 0.8 to close to 1.0 for the second peak). 353 

Longitudinally, the UI for the first peak decreases with distance at the first three measurement 354 

locations, whereas for the second peak, the UI increases with distance. This suggests that the fluid in 355 

the pipe centre is rapidly accelerating, with little radial mixing, between PLIF1 and PLIF3, leading to 356 

the tracer from the pipe core being less well-mixed at downstream locations. This is confirmed by the 357 

results presented in Fig. 4. 358 

Insert Fig. 6 359 



16 

 

In summary, concentration measurements conducted during accelerating flow for different injection 360 

times revealed the presence of two peaks in the temporal area mean concentration when injections 361 

occurred during the initial stages of acceleration, that is before 6 s. Notably, at comparable 362 

acceleration stages, the tracer exhibited different distributions at different longitudinal positions. As 363 

the injection time increased, the first peak gradually diminished compared to the second peak. 364 

Moreover, it was consistently observed that the first peaks exhibited less uniform cross-sectional 365 

distributions compared with the second peaks. The concentration measurements highlight the 366 

complex hydrodynamics associated with accelerating transitional flows.  367 

Transition Reynolds Number During Accelerating Flow 368 

Fig. 7 displays the friction factor computed from headloss and discharge measurements obtained 369 

during both steady and accelerating flows across the 10 repeat tests. For the accelerating flow tests, 370 

standard deviations are included to characterise the uncertainties associated with the estimates of 371 

both Reynolds number and the friction factor. Minor fluctuations in the Reynolds number suggest 372 

good repeatability of the flow conditions across the tests. However, a more pronounced difference is 373 

observed in the friction factor, attributed to pressure instability during acceleration. The 374 

discontinuities in the data indicate flow regime transitions. It may be seen that, during the 375 

acceleration, laminar flow occurs at R < 2,500, while turbulent flow occurs at R > 3,900 (shaded red 376 

area). In contrast, the transition Reynolds numbers determined under steady flow conditions (R = 377 

2,300 and R = 2,800) were clearly lower. The need for higher Reynolds numbers to drive the transition 378 

to turbulence during acceleration is caused by the delay in turbulence production, energy 379 

redistribution, and radial propagation of turbulence (Greenblatt and Moss 2004; He and Jackson 2000; 380 

Jung and Kim 2017).  381 

Insert Fig. 7. 382 

Further detailed information regarding the radial and longitudinal flow dynamics is required to fully 383 

explain the observed variations in cross-sectional mixing and longitudinal concentration profile 384 
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shapes. However, the discrepancy between the turbulent transition Reynolds number determined 385 

during the accelerating flow and steady flow conditions suggests that laminar flow conditions can last 386 

for longer in accelerating flow and therefore amplify the differential velocity effect on longitudinal 387 

dispersion. Further confirmation is provided in Fig. 4 which shows that at 10.5 s after the acceleration 388 

started, i.e. R > 7,000, when conditions are fully turbulent according to the accelerating data presented 389 

in Fig. 7, the tracer concentrations exhibited clear transitional behaviour, with the early parts of the 390 

trace showing non-uniform cross-sectional distributions (PLIF2 and PLIF3). 391 

Measured Velocity Profile 392 

The integrated area mean velocity was determined by integrating the radial distribution of the axial 393 

velocity across the pipe cross-section, while the mean velocity was obtained by dividing the orifice 394 

derived discharge by the cross-sectional pipe area. Fig. 8(a) compares these three estimates, and good 395 

agreement between the measurements confirms the reliability of the UVP measurements. During the 396 

steady state and low-velocity flow phase, minimal velocity fluctuations were observed, while greater 397 

fluctuations occurred during the high-velocity and final steady flow conditions. This degree of 398 

fluctuation is indicative of the transition to a different flow regime. At UVP1, velocity fluctuations 399 

become significant after 9 s, indicating a transition to turbulent flow, while at UVP2, noticeable 400 

velocity fluctuations are observed after approximately 11 s, suggesting a delayed transition to 401 

turbulent flow. 402 

Fig. 8(b) displays one of the five replicate temporal velocity profiles for selected radial locations during 403 

the accelerating flow at UVP1. Consistent with the findings of Kurokawa and Morikawa (1986) for a 404 

low acceleration, there is a stage where the velocity near the pipe boundary stops accelerating, while 405 

the velocity at the pipe centre continues to accelerate. The time when the velocity near the pipe 406 

boundary begins to remain constant defines the start of the transition from laminar flow to turbulent 407 

flow. At the end of the transition phase, velocities at all radial locations change rapidly, with the 408 

velocity at the pipe boundary increasing and the velocity at the pipe centre decreasing. This rapid 409 
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change defines the end of the transition to turbulent flow (Kurokawa and Morikawa, 1986). At UVP1, 410 

these two transition times were found to be at 6 s and 9 s, respectively. Additional details on the 411 

determination of the transition times can be found in Fig. S1. 412 

Fig. 8(c) illustrates the velocity profiles at UVP2, where a similar pattern is observed. However, 413 

consistent with some previous studies (Annus and Koppel 2011; Iguchi et al. 2010), the switches to 414 

transitional flow and turbulent flow occur at later times at this location (at 8 s and 11 s) compared to 415 

UVP1. This delayed longitudinal transition time at downstream locations is also evident in the 416 

concentration measurement, where the tracer exhibits a uniform distribution at the upstream 417 

location but not at the downstream location at the same time (Fig. 4). 418 

At both measurement locations, during the transitional flow, a unique velocity profile is observed, 419 

characterised by a constant velocity close to the pipe boundary. This velocity profile results in the 420 

tracer near the pipe boundary travelling at a much lower speed than the tracer in the centre, leading 421 

to the formation of two peaks in the concentration profiles. 422 

The radial velocity profile within the same flow regime during the accelerating flow was found to have 423 

a similar shape independent of longitudinal location (Figs. S2-S4). Fig. 8(d) is an example of non-424 

dimensionalised velocity data for laminar flow at UVP1, Fig. 8(e) is for transitional flow and Fig. 8(f) is 425 

for turbulent flow in the same test.  426 

Insert Fig. 8. 427 

Velocity Profile Parameterisation  428 

The parameters 𝑚 and 𝑛 in the power law equation (Eq. 4) were calibrated to fit the measured velocity 429 

data in the five repeat tests at the two locations for the laminar, transitional and turbulent flow 430 

regimes. Mean values of 𝑚 and 𝑛 (Table 1) were obtained for all the tests. Fig. 8(d), 8(e) and 8(f) 431 

compare measurements with fitted models and show good agreement. More details on the curve 432 

fitting and calibrated parameters can be found in Figs. S2-S4 and Tables S1 and S2. 433 
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Transition Time Parameterisation 434 

Head loss measurements during the accelerating flow suggested that the transition to transitional flow 435 

is at R = 2,500 and the transition to turbulent flow is at R = 3,900 (Fig. 7). Assuming that the entire pipe 436 

length transitions to a different flow regime simultaneously, Model A, Fig. 9(a) shows the development 437 

of the flow regimes in the first 6.0 m of the pipe. 438 

However, the data presented in Fig. 8 clearly points to a delay in the transition at the downstream 439 

measurement location. Based on the time corresponding to the transition times in Fig. 8(b) and (c) 440 

and the distance between UVP1 and UVP2, linear equations were derived to establish the relationship 441 

between the transition times and distance. Fig. 9(b) illustrates the estimated transition times 442 

corresponding to the imposed acceleration (dash-dotted line on the secondary y-axis) under the 443 

assumption of longitudinally non-uniform transition time, Model B. The vertical transition at 18 s in 444 

Fig. 9(b) indicates that the flow throughout the entire pipe length shifts to turbulent flow 445 

instantaneously once the acceleration stops. A detailed description of the determination of transition 446 

times at different longitudinal locations can be found in Fig. S7.  447 

Insert Fig. 9. 448 

Model Results  449 

Fig. 10 compares the model results and the experimental measurements at the four PLIF locations for 450 

the case of tracer injection made at time 0.0 s, R = 1,093. The area mean temporal concentration 451 

profiles and the Uniformity Index (UI) are used to evaluate the model results.  452 

From Model A, with the longitudinally uniform transition time (second column in Fig. 10), the 453 

simulations exhibit two peaks in the area mean concentration profiles at the first measurement 454 

location PLIF1, X = 0.834 m. At the three downstream locations (PLIF2, 3 & 4, X = 1.702, X = 3.222 & 455 

5.529 m), only a single peak is simulated. Model A does not, therefore, reflect the observed data (first 456 

column). 457 
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In contrast, Model B (third column in Fig. 10), with the inclusion of longitudinally non-uniform 458 

transition times, resulted in the simulation of two peaks in the area mean concentration profiles at all 459 

PLIF locations, as observed in the experimental data. Model B also shows the second peaks to be cross-460 

sectionally well-mixed at the two downstream locations. Model B correctly reproduces both the 461 

observed disaggregation and the cross-sectional mixing characteristics at the two peaks. 462 

Nonetheless, there are some discrepancies between the simulation results using Model B and the 463 

experimental data. The modelled spread of the first peak is less than the measurements during 464 

laminar and transitional flow regimes, suggesting that the radial diffusion may differ from the assumed 465 

value of molecular diffusion. This is especially so during the transitional flow regime, where the high-466 

velocity gradient between the pipe core and flow adjacent to the pipe boundary is likely to introduce 467 

more radial mixing than molecular diffusion. Additionally, the timing of the two peaks in the simulation 468 

shows some discrepancy with the measurements, which could be attributed to the limitation in 469 

determining the transition times between different flow regimes. Further exploration of these 470 

hypotheses requires higher temporal resolution velocity measurements that are not feasible with the 471 

current UVP velocity measurements. 472 

Based on the simulation results, it can be concluded that transitional velocity profiles, longitudinally 473 

non-uniform transition times and radial diffusion in turbulent flows contribute to the observed mixing 474 

characteristics during accelerating flow. The presence of two peaks is primarily caused by the unique 475 

velocity profile associated with the transitional flow regime, where the tracer at the pipe core 476 

accelerates more rapidly than the tracer at the pipe boundary. This finding, illustrated by Model A, is 477 

consistent with the hypothesis proposed in Hart et al. (2021). However, to simulate the two peaks at 478 

downstream locations, a longitudinally non-uniform transition time needs to be considered, as in 479 

Model B, to prolong the duration of the transitional flow regime along the length of the pipe. 480 

Furthermore, the cross-sectional tracer distribution is predominantly influenced by radial diffusion. 481 

Incorporating radial turbulent diffusion into the model during the turbulent flow regime creates the 482 
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observed cross-sectional uniform distributions observed in the second peaks at downstream locations. 483 

These features match the experimental measurements. 484 

Insert Fig. 10. 485 

The onset of instability caused by shear stress near the pipe wall during acceleration is not 486 

simultaneous throughout the pipe. Instead, it propagates from upstream to downstream, significantly 487 

influencing the mixing processes. Fig. 11 highlights the processes identified during the accelerating 488 

flow showing the modelled velocity, radial concentration distribution, and radial sum concentration 489 

at 11.8 s since injection between 0.5 m and 4.0 m downstream from the injection point using Model 490 

B. At this point in time, the mean flow is turbulent (R = 7,066) and three distinct flow regimes occur 491 

along the pipe: a laminar flow velocity profile at the downstream end (beyond 3.35 m), a transitional 492 

flow velocity profile in the middle section (between 2.05 m and 3.35 m), and a turbulent flow profile 493 

upstream (from 0 m to 2.05 m). The transitional flow regime drives the separation of the tracer cloud, 494 

while the two orders of magnitude higher radial diffusion in the turbulent flow regime moves the 495 

tracer near the pipe boundary toward the pipe centre, resulting in a well-mixed cross-sectional 496 

distribution at the second peak. In contrast, the limited radial mixing in the laminar and transitional 497 

flow regimes keep the tracer at the pipe core, resulting in a cross-sectionally not well-mixed condition 498 

at the first distribution peak of the tracer. An animation of the model output is provided in Video S1 499 

and Peng et al. (2025). 500 

Insert Fig. 11. 501 

Model Verification  502 

The concentration measurements from later injection times provide an opportunity to further confirm 503 

the applicability of Model B. Simulations were carried out with Model B for injections at different 504 

times, and the results for the two downstream locations (PLIF3 & PLIF4) are presented in Fig. 12. These 505 

downstream locations were chosen due to their suitability for observing the effects of the processes, 506 

which become more noticeable over time and distance compared to the upstream locations. The 507 
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observed change in the relative concentration of the two peaks at the downstream locations with 508 

injection time mirrors the experimental measurements shown in Fig. 5. Specifically, as the injection is 509 

made at later times during the acceleration, the first peak concentration decreases relative to the 510 

second peak. In addition, the uniformity index at the two peaks also matches the experiments, where 511 

the second peak is always more uniformly distributed than the first peak. However, in Fig. 5, it was 512 

noted that the first injection time to show a reduced first peak compared with the second peak was 513 

4.7 s, R = 3,644, whereas in conceptual Model B, the transition occurred at an injection time of 4.0 s 514 

(Fig. 12c). The limited spread of tracer around the first peak again suggests that the radial diffusion 515 

coefficient for non-turbulent flow conditions may be underestimated. Despite this small difference, 516 

the overall similarity demonstrates that the processes integrated into Model B closely represent the 517 

hydraulics and mixing characteristics during accelerating transitional pipe flow. 518 

Insert Fig. 12. 519 

CONCLUSIONS 520 

Experimental studies of solute transport in accelerating pipe flows were conducted to understand how 521 

the gradual transition from laminar to turbulent flow affects the flow regime and consequent solute 522 

mixing within a section of straight pipe. Four Planar Laser-Induced Fluorescence (PLIF) units were used 523 

to measure cross-sectional tracer concentration distributions corresponding to a pulse of tracer 524 

introduced into the flow at different times during the acceleration. Disaggregation of the tracer cloud 525 

was observed when the tracer was injected at an early stage of the acceleration. The relative 526 

concentration of the first peak compared with the second peak reduced with increased time of 527 

injection after the start of the acceleration. The spatial uniformity of the tracer shows that the first 528 

peak is not cross-sectionally well-mixed at the upstream locations while the second peak is cross-529 

sectionally well-mixed at all locations. 530 

Headloss measurements during the accelerating flow demonstrated that the transition to a different 531 

flow regime occurs at a higher Reynolds number than for steady flow conditions. Radial velocity 532 
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measurements with an Ultrasonic Velocity Profiler (UVP) at two longitudinal locations during the 533 

accelerating flow showed that the central core of the flow exhibits a smooth linear increase in velocity 534 

compared with the flow closer to the pipe boundary. In addition, it was demonstrated that the 535 

transition time to a different flow regime increased with distance downstream. 536 

Supported by laboratory measurements, a model based on the 2D axisymmetric Advection-Dispersion 537 

Equation (ADE) was able to describe the key mixing processes associated with a transition from 538 

laminar to turbulent flow. The velocity and the radial diffusion components in the model were 539 

estimated from the measured data. It was shown that disaggregation can be successfully represented 540 

by including appropriate velocity profiles for the different flow regimes and incorporating suitable 541 

magnitudes of turbulent diffusion (Model A). However, to fully describe the disaggregation, with the 542 

non-uniform cross-sectional distribution of tracer, this study has demonstrated for the first time that 543 

it is essential to include the effects of longitudinal non-uniform transition time (Model B). 544 
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Fig. 1. Experimental set-up and instrumentation: (a) pipe test section (not to scale); (b), (c) 

and (d) photographs of food dye injection. 
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Fig. 2. Area mean temporal concentration profiles from 2D PLIF images in accelerating flow 

with tracer injections made at different times after the start of acceleration; 

(a) 0.0 s, R = 1,093; (b) 4.2 s, R = 3,513; (c) 4.7 s, R = 3,644; (d) 6.0 s, R = 4,706. 



29 

 

 

Fig. 3. Accelerating flow with injection at Time = 6.0 s, R = 4,706; (a) cross-sectional concentration distribution for selected times (the maximum 

concentration of the distribution is indicated at the bottom right corner); (b) temporal uniformity index profiles derived from PLIF images, the vertical lines 

correspond to the selected time in Fig. 3 (a). 
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Fig. 4. Accelerating flow with injection at Time = 4.2 s, R = 3,513; (a) cross-sectional concentration distribution for selected times (the maximum 

concentration of the distribution is indicated at the bottom right corner); (b) temporal uniformity index profiles derived from PLIF images, the vertical lines 

correspond to the selected time in Fig. 4 (a). 
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Fig. 5. Temporal area mean concentration profiles from 2D PLIF images at different injection 

times.  

 

Fig. 6. Uniformity index for peak concentrations at: (a) first peak; (b) second peak. 
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Fig. 7. Variation of friction factor with Reynolds number under steady and accelerating flow 

conditions.   
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Fig. 8. UVP measured velocity during the accelerating flow; (a) UVP integrated velocity and discharge determined velocity; temporal velocity profiles at 

different radial locations measured at (b) UVP1 and (c) UVP2 (the two dashed vertical lines show the transition times); Measured velocity data and fitted 

curve at UVP1 for (d) laminar flow, (e) transitional flow, and (f) turbulent flow regimes.  
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Fig. 9. Mean accelerating flow and laminar, transitional and turbulent flow regimes for (a) Model A -

longitudinally uniform transition time; and (b) Model B - longitudinally non-uniform transition time. 
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   Fig. 10. Experimental and simulated concentration results for Injection at 0 s, R = 1,093.     
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Fig. 11. Simulated (a) velocity, (b) spatial concentration and (c) radial sum concentration at t = 11.8 s, 

R = 7,066 during the acceleration using Model B. 
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Fig. 12. Simulated concentration and uniformity index for selected injection times at the two 

downstream locations using Model B. 
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Table 1. Calibrated parameters for the velocity profiles at different flow regimes. 1 

Flow  m n Constant Velocity Region (2r/d) R2 

Laminar 2.436 4.074 - 0.880 

Transitional 4.219 2.281 0.86 – 1.00 0.853 

Turbulent 1.644 6.754 - 0.856 

 2 


